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Disclaimer

-

Some of the features described herein remain
in varying stages of development and will be
offered on a when-and-if-available basis.

This roadmap is subject to change at the sole
discretion of Cisco, and Cisco will have no
liability for delay in the delivery or failure to
deliver any of the products or features set

forth in this presentation.
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C Available Now )

Cisco Nexus
Hyperfabric

% Design, deploy, and operate
on-premises fabrics located anywhere

~ Streamlined operations for IT generalists,
application, and DevOps teams

Outcome driven using purpose-built
vertical stack

© 2025 Cisco and/or its affiliates. All rights reserved.
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Nexus Hyperfabric components

Cloud controller

e Scalable, distributed multi-tenant cloud service
» Design, plan, configure, deploy, upgrade, and monitor
» Browser, APIl, and mobile access

i
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Cloud-managed switches

» Boot-strapped from cloud

» Full visibility and control from
the cloud

+ Silicon One®-based performance
and capabilities

© 2025 Cisco and/or its affiliates. All rights reserved.

High-performance fabrics

On-site web portal

10/25/100/400/800 GbE connectivity .

Standards-based EVPN/VXLAN fabric with .
IPv4/IPv6 routing

Mesh and/or spine-leaf fabric designs

Step-by-step deployment tasks
Registration and cabling
* Real-time validation

Horizontal scale

e
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Use cases
Single global GUI/API endpoint for all owned fabrics

. @} New
Nexus Hyperfabric
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Data center modernization
+ Simplified operations, less complexity
+ Scalability and flexibility
« Cost efficient, rapid time to value Nexus Hyperfabric Al for AI/ML/HPC clusters

* Full stack: NVIDIA GPUs, Cisco UCS® and switches,

» optional VAST storage

C </ > API ) » Aligned to NVIDIA Enterprise Reference Architecture

Ve e * High bandwidth, low latency

N * Low operational overhead
] [ ] [+~ ] [+~ ] [+~ ] [+~ |
Manage multiple customer data centers
* Rapid and predictable service delivery

* Flexibility to scale up or down easily
* Operational support system-friendly integration

Edge data centers |

» Zero-touch provisioning
» Scales from small mesh to large spine/leaf

» Built-in security and high availability
» Traditional services and BYO Al inference

e
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Cisco Data Center Networking portfolio

Nexus Hyperfabric

Hyperfabric (\’[‘/7 (\T/)
g( ] [ )g <b=]=> e b

= (/1/\) (/¢\)
Operating model Fabric-as-a-service Customer-managed
Cisco® cloud-managed controller On-premises controller

Flexibility and customization Prescriptive

N

Customizable

IT staff network skill set

N

Generalist Specialist

e
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Hyperfabric Hardware

Leaf: HF6100-60L4D

« 4x 100/400GbE QSFP56-DD (16x 100G breakout)
+ 60x 10/25/50GbE SFP56

Spine/Leaf (400G): HF6100-32D
. 32x 100/400GbE QSFP56-DD

e 128x 1T00GbE via 400:4x100 breakout

Al Spine/Leaf (800G): HF6100-64ED

64x 800GbE OSFP800
128x 400GbE via 800:2x400 breakout

NEWS! Nexus 9300 HW in Hyperfabric

« Nexus C93108TC-FX3 (48x 1/10G Cu + 6x 100G QSFP+)
« Additional N9300 platforms to follow in CY2026+

© 2025 Cisco and/or its affiliates. All rights reserved.



How it works

Day 0 Order Day 1 Validate DE Ay

—E je= ® & O—

g Ensure Monitor
Plan and Order Plug in and ;
configure with based on Cisco register to deployment upgrade, and
T - Commerce fabric matc_hes collaborate
estimate from design from anywhere
the plan

The Hyperfabric Lifecycle

» Design: Use the intuitive GUI to create validated fabric blueprints, generating BOMs and cabling plans
 Deploy: Switches auto-connect to the cloud controller for provisioning

 Manage: Manage fabrics through a single interface

» Scale: Manage updates, seamlessly expand or redesign fabrics

© 2025 Cisco and/or its affiliates. All rights reserved. cisco



Fabric management

4 )
Internal network is opaque: no switch configs

* L2/L3 services described by service data model
* Cloud Ul and APl used to provision services
* Visibility and assurance are built-in

\§ e
N
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%
@ D
« BGP/EVPN signaling
* Interface addressing
* Internal VTEP reachabilit
N o

Cloud SaaS controller manages all internal
pod configurations

(internal routing and interface addressing)

© 2025 Cisco and/or its affiliates. All rights reserved.

Cloud-based provisioning/ telemetryAPI

-
—
> No internal
configuration,
routing or
addressing
exposed

a

QO Web-based Admin
Experience

Gateway peering config
* Multi-VRF peering and dot1q to upstream
network

* Routing and peering configuration through
Cloud Ul

» External routing/peering configuration
exposed

 Internal routing/addressing not exposed to
extemal network

Remote gateway / pod connect
(in development)
* Encrypted tunnel connectivity

to remote Nexus® Hyperfabric® pods

* Internal signaling managed by cloud SaaS
controller

Remote
site(s)

Leaf: host/edge port config

* MLAG and host peering with dot1q VLAN
* Host connectivity services data model
* Network-based service data model

» Automated provisioning though API:
Ex: Ansible/Terraform providers



Design to BOM

Integrated design to BOM feature
reduces errors and shortens transaction time

Cisco
Commerce

Nexus
Hyperfabric

@ }E B — B —

Design > Estimate ID > Invoice > Order ID

O O O O
(] (] () (]

Customer/ Partner/ Customer Partner/
designer sales team sales team

© 2025 Cisco and/or its affiliates. All rights reserved.
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Software lifecycle management

Fabric: SJC20
Q Leaf12-Pod2.SJC20.Cisco.com
\ / Running version: 2023.12.04.b876(GA)

LTS release:
2024.01.07.b898

Latest GA release:
2024.04.12.b1034

Schedule Upgrade

© 2025 Cisco and/or its affiliates. All rights reserved.

Cloud SaaS controller:
Continuous delivery model: always up-to-date

* Continuous delivery of new features and software
updates to the production cloud service

* No user testing or software maintenance required
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On-premises switch software

Cloud-delivered software upgrades: user-driven update schedule

» Schedule switch software updates
» Software rollback support
» Intelligent sequencing of fabric upgrades

e
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Flexible architectures

Deploy any fabric, anywhere

A Fabric of One”
Lab and API

Mesh / spine-less
fabrics

[—1

2 spine, 2 leaf

I..._I I..._I
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N

4-switch fabric
240 host ports

2-switch fabric
120 host ports

=]
r—1
2- or 4-way spine, 2-32 leaf

Nearly 2000 host ports

Leaf-spine DC fabrics

© 2025 Cisco and/or its affiliates. All rights reserved.
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MultiSite Support & Roadmap




Overview (Coming Soon)

« Hyperfabric Multi-Site (DCI) functionality
is a powerful new tool for scaling and
connecting EVPN/VXLAN fabrics

 Based on EVPN Border Gateway

Multi-Site Border Gateway allows:

1. Remote Sites: connect remote fabrics via
3" party IP networks

Scale: hide fabric complexity to peers
Native EVPN/VXLAN connectivity
Policy control over L2VNI+L3VNI routes

CIE

Enforce Ownership boundary between
fabrics

e
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Multi-Site
Common use cases (1/2)

[(SA01-1.088ma)

DC1

Extend connectivity between fabrics inside a single DC site
\_

« Scale and IP mobility use cases

» Active/Active fabrics

e
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Multi-Site
Common use cases (2/2)

IP Network

Fabric2

Extend connectivity between fabrics inside a single DC site

J - J

Extend connectivity between DC sites

» Disaster Recovery and IP mobility use cases
» Active/Active and Active/Standby il

© 2025 Cisco and/or its affiliates. All rights reserved. cisco




Functional components
Border Gateway (BGW)

Border Gateway* (BGW) IP Network Site-External or DCI
Key Functional Components of the IP Routing and Increased MTU Support

VXLAN EVPN Multi-Site Architecture

Fabric1 Fabric2

Site-Internal or Fabric Site-Internal or Fabric
A Simple VXLAN EVPN Fabric A Simple VXLAN EVPN Fabric

e
© 2025 Cisco and/or its affiliates. All rights reserved. cisco



Functional components
Local and Multi-site overlays

Local Overlay Tunnels

IP Network

Multi-Site Overlay Tunnels

Fabric1 Fabric2

Network1:192.168.1.0/24

e
© 2025 Cisco and/or its affiliates. All rights reserved. cisco



I: U n CtIO n a | CO m po n e ﬂtS Global VNI {:/?\ﬁrid local ::I?\Il?riCZ local
VNID translation 300001 100001 200001

Local Overlay Tunnels
Global VNI 300001

IP Network

Multi-Site Overlay Tunnels

Fabric1 Fabric2

192.168.1.1 Network1 192.168.1.0/24
(Global VNI 30001)

192.168.1.1

Anycast Gateway can exist on both fabrics

© 2025 Cisco and/or its affiliates. All rights reserved. cisco



MUItl_Slte Conf neak PreVieW) Note: User interface example subject to change

il : il e
el Nexus Hyperfabric Q search 0ED | (R heencapie &

b

Add a fabric to multi-site interconnect

o € Multi-sites
— Select fabric to connect * Description
> Organization
~+ Business Corp. Ino. > (Interconnect details page) Oscorp USA & @D Edit mode [ SFO-24 v ] [ ]
o Multi-site 5 A request to join this multi-site will display in the selected
&
interconnects fabric page in Cisco Hyperfabric.
Interconnect type  MTU  Authentication  Description . )
= Fabrics B Full-mesh 9100 MDS Lorem ipsum RCREE 5 .
Virtual IP for fabric * @ External ASN* @
2. Inventory N
10111 65001
Fabric interconnects VNI extensions  (future)Topology
[# subscriptions > —_—
3 , Border gateway configurations (at least 1 required) *
o
A Notifications > Fabric name ‘Owned by Virtual IP for fabric External ASN Primary IPs BGP source address Invitation Primary IP 0} BGP source address ©
New york tester@testga.com 10111 65001 19216811 19213611 Pending invite Send invite & Border gateway 01 [ e.g. 10101010 ] [ e.g. 10101010 ]
Chicago Business Corp, Inc 1132 65002 192.168..2 192112.1.2 Invited Resend Uninvite &
Border gateway 02 .g.10.10: .g. 10.10.
Los Angeles Org-beta 222222 65003 19216813 1921651.3 Accepted & & v SR Soalio
Austin Org-gamma 3333 65004 192.168.1.4 192124.1.4 Rejected Re-invite &

.-y

. Add VNI extension
Edit port role

VNI Extension name * Description (optional)

[ vni-01 (auto-generated) ] [ ]

Select port role VNI to normalize *

(O Fabric () Host () Routed () Unused (®) Border gateway (23455 ]

ﬂ Currently, Cisco Nexus Hyperfabric enables VNI extensions for layer 2. Common anycast gateways

n This port is configured for border gateway use and cannot be reassigned. will be supported in a future release.
Edit this configuration in Multi-site interconnections.
© 2024 Cisco Systems, Inc. Privacy policy  Terms of service Select fabric(s) to extend to *
[ fabric01 X fabric02 X ® v ]
IP address  10.1.1.1/30

Cancel m

Cancel

]
© 2025 Cisco and/or its affiliates. All rights reserved. BRKDCN-2944 cisco



Multi-Site as native peering model for Nexus One

Nexus Dashboard

ACI Fabric 1

NXOS
VXLAN EVPN
Fabric

BGW

Nexus
Hyperfabric

© 2025 Cisco and/or its affiliates. All rights reserved.

ACI Fabric 2

BGW

Nexus
Hyperfabric Al

BRKDCN-2944

NXOS
VXLAN EVPN
Al Fabric

Hyperfabric Cloud
Controller

e
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Hyperfabric roadmap

Major releases

H fabric Al Nexus 9300 Switch Hyperfabric
yRerERIE (17106 Cu, FX3) Enterprise DC

UCS C845A MS8 (RTX) Advantage subscription package
HF61 00-64ED (SOOG) » Super-spine, 10Ks host ports

Hyperfabric » Security / Policy
EU sovereign cloud - Multi-Site via Nexus Dashboard
with ACI & NXOS

1QC26 2QC26 3QC26+ )

+ Multi-Site between Hyperfabrics + Southbound BGP Future roadmap features

« External notifications « Splunk Integration * Policy-based routing
« SAML authenticaiton federation + Cisco Al POD support * Per-port VLAN mapping

« Predefined CoS and QoS profiles « IPSLA tracked static routes * Advanced loop prevention

 ERSPAN + flow export

* IPM probing and visibility
Essentials subscription features

© 2025 Cisco and/or its affiliates. All rights reserved. Subject to change
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A “small” S5M Al Training Cluster

« 12 UCS GPU Servers (96x GPUs) + Storage

* 112x 800/400G Fabric Links

* 96x 400G Backend Links . S ‘ S
f;;::::;;:::;::;:ﬂ E;::::;;:::;::::{I

* 48x 400G Frontend Links
* 189x 1/10G Management Links

o =445 Total Links / 980x Optics

E’ ..... ;;‘.::.‘i.{l E‘ ..... ;;..;T..:.ﬂ e | =====3s=====¢ [ | =====3s====={

© 2025 Cisco and/or its affiliates. All rights reserved. BRKDCN-2944



C AVAILABLE NOW )

Cisco Nexus
Hyperfabric Al

High-performance
Ethernet

Cloud-managed
operations

Unified stack
including NVAIE

Al-native
operational model

Democratize Al
infrastructure

Visibility into
full-stack Al

© 2025 Cisco and/or its affiliates. All rights reserved.
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Cisco Nexus Hyperfabric Al

~
>

Pods of plug-and-play

leaf-spine fabrics

o]
cisco

On-premises Al infrastructure

%« wﬁ«

Cisco 6000
Series Switches

~

Cisco UCS
C885A M8

NVIDIA NVIDIA

NVIDIA GPU NVIDIA DPU/NIC

Blue Field -3

VAST Storage

J
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How are

Cisco published
Enterprise Reference
Architecture with

validation

NVIDIA Certified Cisco Nexus Hyperfabric Al
Enterprise Reference Architecture (ERA):

Cisco Nexus Hyperfabric Al Enterprise Reference
Architecture certified by NVIDIA, featuring Cisco cloud-
managed Al/ML networking of Cisco UCS C885A M8
Rack Servers with NVIDIA HGX H200 and NVIDIA
Spectrum-X

Link: NVIDIA Certified Hyperfabric Al ERA

© 2025 Cisco and/or its affiliates. All rights reserved.

Deliver Al Factory with Cisco

Products and Services

Silicon One

NVIDIA Certified Cisco Nexus Hyperfabric Al Enterprise
Reference Architecture

Table of

Table of Contents

Introduction
Hardware
Networking topologies

Storage architecture

Testing and certification
Summary
Appendix A - Compute server ...

Appendix B - Control node ser...

Cisco Nexus Hyperfabric Al Enterprise Reference Architechure certified by NVIDIA, featuring Cisco®
cloud-managed Al/ML networking of Cisco UCS® C885A M8 Rack Servers with NVIDIA HGX™ H200
and NVIDIA Spectrum™-X

Introduction

e
Ccisco


https://www.cisco.com/c/en/us/products/collateral/data-center-networking/nexus-hyperfabric/hyperfabric-ai-era-ds.html

Al PODs: Flexible Operating Models

Al POD w/

Al POD w/
On-prem management Cloud management
4 ™) e “
[ NVIDIA Software ,E%A] [ NVIDIA Software ,%A]
Kubernetes Platforms EJ [ Kubernetes Platforms EJ

] { Cisco UCS® Compute (Intersight) ]

Cisco UCS® Compute (Intersight) =
NVIDIA, AMD, INTEL — NVIDIA, AMD, INTEL —
Lty g
[ Partner Storage d} E Partner Storage — ]
. J \. J

Turnkey infrastructure:

Modular, pre-validated infrastructure:

* Full stack, buy & deploy » Full stack, buy & deploy

* Nexus Dashboard: On-prem networking us Hyperfabric: Cloud-managed Networking

management

: Cloud-managed full-stack turn-key

© 2025 Cisco and/or its affiliates. All rights reserved.
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Al PODs Solution Options

Choose Based on Al Use-Case and Operational Model

Nexus Dashboard
On-premises managed network

Cisco UCS
NVIDIA HGX, MGX or
RTX PRO 6000 Servers

Compute

/ Cisco Nexus 9300
w/ Silicon One

w/ Cloud Scale

\ Networking w/ NVIDIA Spectrum-X

/
@ NetApp | Pure Storage |
VAST Data | Hitachi Vantara

— I\ N\

\_ Storage

Training, fine-tuning, inference

Nexus 9300 managed with Nexus Dashboard
NVIDIA aligned Enterprise Reference Architecture
Flexible design consistent performance at any scale
Dedicated Al or multi-purpose DC

Nexus Hyperfabric
Cisco-managed network cloud
controller

/ e CiscoUCS
= NVIDIA HGX, MGX or
RTX PRO 6000 Servers

\ Compute

% Cisco Nexus Hyperfabric

w/ Silicon One
\ Networking

/
@ NetApp | Pure Storage |

VAST Data | Hitachi Vantara
\_ Storage

— I\ N\

Inference

Cloud-managed fabric-as-a-service
Deploy anywhere, easy to scale
BYO servers, GPUs, storage, software stack
Multi-purpose DC with Al & non-Al services

Nexus Hyperfabric Al
Cisco-managed network cloud

controller

-

\ Compute

CiscoUCS
NVIDIA HGX (885a with 8x H200)
Future: RTX PRO Server

K

\ Networking

Cisco Nexus Hyperfabric
w/ Silicon One

(B

\_ Storage

VAST Data

~— I\ 4

Training, fine-tuning, inference

Full stack: network, servers, GPU, storage

NVIDIA Enterprise Reference Architecture compliant
Blueprints encompass the entire cluster

Monitoring spans network to compute NIC

v

N

Customizable

© 2025 Cisco and/or its affiliates. All rights reserved.

Prescriptive

e
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Try it yourself

[ Q Search fabric name ] 2 results

Fabric ID
b5eeleda-a367-4a2a-abdd-72f3b594b4d9

Location

SJC14-TME-Lab

0000

Design a fabric using your Cisco.com ID at
Hyperfabric.Cisco.com

e
© 2025 Cisco and/or its affiliates. All rights reserved. cisco



Additional resources

© 2025 Cisco and/or its affiliates. All rights reserved.

Announcing Cisco Nexus HyperFabric

Cisco Nexus HyperFabric

Customers require simple and agile data centers that are easy to design, deploy and operate. The
ergonomics offered by cloud providers consisting of simple dashboards, operating systems, and user
experience, are especially warranted, as the IT workforce become more generalist and are often
shifting from cloud to on-premises for certain workloads.

Cisco Nexus HyperFabric is a cloud-managed data center network (fabric as-as-a service), a plug
and play that manages the full lifecycle of data center operations with ease. It enables customers to
easily design, deploy and manage any number of fabrics located anywhere, to ensure predictable and
replicable outcomes for IT.

Cisco and NVIDIA announced and are collaborating to democratize Al so Enterprises can deploy a
full-stack Al solution called Nexus HyperFabric Al Clusters. The converged ethernet solution combines
Nexus HyperFabric with NVIDIA GPU based servers and storage managed from the cloud. Easy to

NVIDIA

GPU

Cisco Nexus

HyperFabric

sl

Cisco Nexus HyperFabric

On-prem Al Infrastructure

ik

Cisco.com - Cisco Nexus Hyperfabric

e
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