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What are Al Agents?




ﬂ

“Al agents are autonomous systems that
perceive, reason, and act to achieve goals with
minimal human intervention.”

ChatGPT, 2025
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The pace of Al innovation is staggering

1990s

Machine learning

2022
ChatGPT

2024

Assistants

2025
Agentic Al

2026
Physical Al




LLM Experience: Creating content with basic reasoning

Basic Context
Reasoning Management
Input—{ LLM }—Output
Multi-Turn Text
Conversation Generation




AL Agent experience: Agants, LLMs, and tools
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- LLM C
I » Tool A
A > Al Agent2 bl oI
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Characteristics of Agentic Al

Reasons and plans [ Chooses agents and tools

A
1

1
A 4

Executes autonomously [ Adapts and recovers

0L LU L
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From One Al Assistant, to a Network of Al Agents

Al Assistants now delegate tasks to specialized Agents that can plan, act, and use tools.

Agentic Al App

-

.

ChatGPT 5 Pro

N

Al Agents

Web Search Agent

\ 4

%
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Creative Agent

\ 4

\ 4

Data Agent

\ 4

Al Tools

Browser

Search API

DALL-E

SDXL

Excel API

Google Sheets

e
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Al Agents Sound Simple — Until You Try to Scale Them

/

No Common Language

Agents can’t share context or coordinate.

-

Fragmented Integrations

Each agent reinvents connections which is fragile.
/ - - mgm
Lack of Visibility
No way to track what agents or tools are doing.

-

© 2025 Cisco and/or its affiliates. All rights reserved.

Al
Assistant

Al Agent \

H L=

No shared
memory | Al Agent

Al Agent

=

Different

protocols , a

\

Tool
()
et &
Diverse Tool
inputs

No shared
memory

e
Ccisco



MCP & A2A: Foundational Protocols for Scaling Al Agents

/
MCP = Model Context Protocol
Access a product’s exposed capabilities:
APIs, Al Assistant intents, and more.
\
A2A = Agent-to-Agent Protocol
How agents discover, delegate, and
coordinate with each other.

© 2025 Cisco and/or its affiliates. All rights reserved.

TASK
Al Assistant
(Client)
A2A A2A
l )
Network Agent Data Agent
f ]
MCP MCP

l
s R

Meraki MCP Server

Exposed Tools
* APIs: get network health

» Alintents: “why is my app slow?”

!

-

Splunk MCP Server

Exposed Tools
» APIs: query splunk via SPL
» Alintents: NL to SPL

\. )

« Al intents: execute SPL

~

%

e
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Model Context Protocol Details and Benefits

A

“Hey, what tools do you have?”

Step 1: Discovery

“Network Health, App Logs, Device Status.”

“Run Network Health on Router 123.”

Al

Step 2: Tool Request

Agent

A

“Validated — running the tool now.”

Step 3: Results

© 2025 Cisco and/or its affiliates. All rights reserved.

“High latency between site A and B.”

MCP
Server

-

Faster Integrations

Plug in once, agents can use instantly.

Safer Execution

Every request is validated and governed.

Smarter Outcomes

Fast + safer enables confident multi-product
automation.

Cisco



Why Cisco AgenticOps?




Today's IT operations
run on fragmented stacks
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Why? Because your data is scattered across
disconnected silos

&) R
Security Networking

Observability

A
Op ,)O
>
OLU‘)O
o

Collaboration

[E5]

Data Center

—
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Critical problems that should be
resolved in minutes take days

alflal ]l
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The era of Agentic Al is here

25 Cisco and/or its affiliates. All rights reserved



Agen |

PS
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AgenticOps

Cross-domain | Multiplayer Purpose-built models

—

© 2025 Cisco and/or its affiliates. All rig




Intrc

The Cisco Deep
Network Model

Purpose-built for networking,
expert accuracy

* More precise reasoning for
troubleshooting, configuration,
and automation

* Fine-tuned on 40+ years of expertise
and expert-vetted for accuracy

* Evolves with live telemetry and real-
world Cisco TAC and CX insights

cISco © 2025 Cisco and/or its affiliates. All rights re served. Cisco Confidential.
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Outperforms general-purpose models by

GPT-40 Llama 30B  GPT-40 mini Gemma Cisco Deep
Network

Accuracy on CCIE-style multiple choice questions (590-question benchmark), May 2025



Deep-diving into Al Canvas




[ Al Assistant ] [ Users ]

Introducing
Cisco Al Canvas

A reimagined user interface for

Invite collaborators
Everyone you invite will have edit access.

Ml@acme.com

+ RioCuzcoFlores  + Melissa Gibson
i i

‘e |Al Canvas | Network health summary - (] [:

MX84 Performance Metrics (Last 24 hrs) Error Logs Frequency Splunk Who has access

Al Assistant g v Only you

h n n t i n t ra Ct i n low ¢hecking Splunk alerts... o 250 O Regenemmto Al siuracy
I I I ‘ ' 2.8% Packet loss 200
U a a g e e L&) 8 g c 4% i% Ticket #INC-2025032801: San Jose financial
5 app slowness. MX84 showing 2.8% packet loss

2 3% 5
< . _’”/L 8 1% during transaction peaks. Possible correlation
2ok 50 with new SFP in port 1 u installed 3/25). Admin
| EmE . m Bl . needed for further

(9 AlAssistant 105 .0 %

: . 10:00 14:00 18:00 22:00 02:00 06:00 10:00 10:00 14:00 18:00 22
Error logs confirm MX device issues. Packet Time (Hours) Thoe (Ho:
capture needed to verify, but you don't have
permissions. —— Packetloss @ Critical point B Normal (0-50) [l Warning (51-150) |

4

- Collaboration across multiple users
(NetOps, SecOps and execs)

Error Logs Frequency  Splunk v

250 Network Path San Jose to Financial Cloud
200 Eyes

: II
a Illllllll [ [T

10:00 14:00 500 200000 6:00 10:00
ﬂﬂﬂﬂﬂﬂ

- Built on the intelligence of the Deep
Network Model

M Normal (0-50) [l Warning (51-150)

M critical (>150)

OB g C

- Troubleshooting and execution
across multiple domains

[ Ask the Al Assistant a question > ]

istakes. Verify responses.

||||||

Shared Workspace

© 2025 Cisco and/or its affiliates. All rights reserved.



Al Assistant: source of truth for all data

© 2025 Cisco and/or

7

‘il Al Canvas | Application performance degradation

'

(¥ Al Assistant

This graph shows a clear link between congestion
and application failures. When the interface gets
congested, financial app failures spike almost
instantly. Right now, critical transactions are
competing with non-essential traffic during busy
periods. The concurrent scheduling of mandatory
security-related software updates could be a
significant contributor to these congestion
events.

SJ-MX105-01 network congestion Ay
statistics vs. EFP application

performance
Splunk
20%
o 15%
é
2 10%
g
S e
& ox

8:00 08:30

B Packet loss B Transaction failure rate

O Q7 C

= AlAssistant g v

Ask the Al Assistant a question

Assistant can make mistakes. Verify responses.

|

Ser SRTI
Reported by
System Administrator on 03/28/2025 at 09:45 AM PST

Description

Received a ThousandEyes alert and reached out to Maria Chen to confirm. She said users at San Jose branch
experiencing 3-5 second delays when processing financial transactions in EFP. Started approximately 30
minutes ago. Affects all 24 users at the branch. No recent changes reported.

ServiceNow Ticket SRTK0023941 (7

$J-MX105-01 performance (last 24 hrs) = Meraki

20%
15%
é 10%
2
& sx
0%
20:00 24:.00 04:00 08:00 12:00 16:00 20:00

Time (Hours)

— Packet loss @ Critical point

Maria Chen <mchen@company.com>
Ta: [T Support <itsuppont@company.com>
Ce: WillJenkins  Jackie Torres

URGENT: Status i

Hello Team,

I'm following up regarding the ongoing performance issues with the Enterprise Financial Platform (EFP)
affecting our San Jose branch. This performance degradation is severely impacting our ability to serve.
customers. We have end-of-month financial processing scheduled for tomorrow, and we need
reassurance that this issue will be resolved by then.

Could you please provide an update on florts and expected
resolution timeframe? If there's we can implement in . that would be
extremely helpful.

Thank you for your urgent attention to this matter.

Best regards, Maria Chen
Senior Director, Financial Operations

~

o@ [ & Generate report ] [ View activity ]

S$J-MX105-01 WAN interface performance Meraki

Loss rate

16.4% o2

WAN interface latency  87ms (baseline <50ms)

Jitter 15ms (baseline <Sms)

Network segment performance analysis

‘ H
“w

Enterprise network Gateway
16.4% loss

Connection @ Packet loss point

‘ThousandEyes.

Internet

a

Application
financeapp.com

e
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Collaborative workspace
4 )

‘el Al Canvas | Application performance degradation - o0 [ SiiGeneratersport ] [ Mlowiactivity ]
| cm—
Ser SRTI S$J-MX105-01 WAN interface performance Meraki
Reported by
System Administrator on 03/28/2025 at 09:45 AM PST Lossrate
= Al Assistant Z v Description
Received a ThousandEyes alert and reached out to Maria Chen to confirm. She said users at San Jose branch 1 6 4y O 2.3%
= experiencing 3-5 second delays when processing financial transactions in EFP. Started approximately 30 . (]
(@ Al Assistant minutes ago. Affects all 24 users at the branch. No recent changes reported. WAN torface etency | e (beseliis <50}
This graph shows a clear link between congestion SetvioeuN FOKRCBRINONZARAT Y e 15 Deocke <5m1)

and application failures. When the interface gets

congested, financial app failures spike almost

instantly. Right now, critical transactions are $J-MX105-01 performance (last 24 hrs)  Meraki
competing with non-essential traffic during busy

periods. The concurrent scheduling of mandatory 2 Network segment performance analysis {Thousandeyes
security-related software updates could be a o
significant contributor to these congestion 2 ok
$ - ® o)
events. — -
0% Enterprise network Gateway Internet Application
20:00 24:00 04:00 08:00 12:00 16:00 20:00 16.4% loss financeapp.com
SJ-MX105-01 network congestion S Time (Hours)
StathStlcs VA appllcatlon — Packetloss @ Critical point Connection @ Packet loss point
performance
Splunk
Maria Chen <mchen@company.com>
20% MY 1o: 17 support <itsupport@company.com>
w  15% C Wil enkins ;Jackie Tores
2
S 0% e -
S 5% ___/_,/“\/A Hello Team,
& o%

'm following up regarding the ongoing performance issues with the Enterprise Financial Platform (EFP)

8:00 08:30 affecting our San Jose branch. This performance degradation is severely impacting our ability to serve
customers. We have end-of-month financial processing scheduled for tomorrow, and we need
reassurance that this issue will be resolved by then.

s Could you please provide an update on forts and expected
I Packet loss I Transaction failure rate resolution timeframe? f there's a workaround we can implement in the meantime, that would be
extremely helpful

Thank you for your urgent attention to this matter.

4O © 3 C Best regards, Maria Chen

Senior Director, Financial Operations

© 2025 Cisco and/or Ask the Al Assistant a question

>

-
|

+

Assistant can make mistakes. Verify responses.

e
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Add your own content and text

f

(¥ Al Assistant

congested, financial app failures spike almost
instantly. Right now, critical transactions are

security-related software updates could be a
significant contributor to these congestion
events.

statistics vs. EFP application

performance
Splunk
20%
@ 15%
3 10%
§ 5% _//

8:00 08:30

B Packetloss [l Transaction failure rate

O Q7 C

= AlAssistant @z

This graph shows a clear link between congestion
and application failures. When the interface gets

competing with non-essential traffic during busy
periods. The concurrent scheduling of mandatory

SJ-MX105-01 network congestion AL

‘il Al Canvas | Application performance degradation

Ser SRT
Reported by
System Administrator on 03/28/2025 at 09:45 AM PST

Description
Received a ThousandEyes alert and reached out to Maria Chen to confirm. She said users at San Jose branch
experiencing 3-5 second delays when processing financial transactions in EFP. Started approximately 30
minutes ago. Affects all 24 users at the branch. No recent changes reported.

ServiceNow Ticket SRTK0023941 7

SJ-MX105-01 performance (last 24 hrs)  Meraki

20%
15%

10%

Packet loss

5%

0%
2000 24:00 04:00 08:00 12:00 16:00 20:00
Time (Hours)

—— Packet loss @ Critical point

Maria Chen <mchen@company.com>

B 1 v support <itsuppont@companyicom>
Cc: Will fenkins.  Jackie Torres
URGENT: Pp
Hello Team,

'm following up regarding the ongoing performance issues with the Enterprise Financial Platform (EFP)
affecting our San Jose branch. This performance degradation is severely impacting our ability to serve
customers. We have end-of-month financial processing scheduled for tomorrow, and we need
reassurance that this issue will be resolved by then.

Could you please provide an update on florts and expected
resolution timeframe? If there's a workaround we can implement in the meantime, that would be
extremely helpful.

Thank you for your urgent attention to this matter.

Best regards, Maria Chen
Senior Director, Financial Operations

© 2025 Cisco and/or

Ask the Al Assistant a question

Assistant can make mistakes. Verify responses.

S$J-MX105-01 WAN interface performance Meraki

Loss rate

16.4% o2

WAN interface latency ~ 87ms (baseline <50ms)

Jitter 15ms (baseline <Sms)

Network segment performance analysis ThousandEyes

)
"

Enterprise network Gateway
16.4% loss

Connection @ Packet loss point

oo [ & Generate report ] [ View activity ]

a

Application
financeapp.com

>
-
|

~

e
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.
Invite collaborators x
rgradation e o@ [ Everyone you invite will have edit access.
[ wienkins@company.com ]
X Will Jenkins -+ Cameron Jurgenson
Ser SRT $J-MX105-01 WAN interface performance Meraki
+ Thomas Delancey ~ + Crystal Waterson
Reported by
System Administrator on 03/26/2025 at 09:45 AM PST Loss rate
Who has access
Description
Received a ThousandEyes alert and reached out to Maria Chen to confirm. She said users at San Jose branch 16 4 % el
experiencing 3-5 second delays when ing financial ions in EFP. Started i 30 .
minutes ago. Affects all 24 users at the branch. No recent changes reported. 87ms ( *® Summary generating...
ServiceNow Ticket SRTK0023941 (3 Jitter 15ms (baseline <5ms)
$J-MX105-01 performance (last 24 hrs) Meraki )
20% o k perfi ELEIEH
5%
2
2
] s ®
o 4
0% Enterprise network Gateway Internet
20:00 24:00 04:00 08:00 12:00 16:00 20:00 16.4% loas
Time (Hours)
— Packetloss ) Critical point —— Connection @ Packet loss point
. Maria Chen <mchen@company.com> Cy Oy ) o
= N R
URGENT: i
Hello Team,
I i fing thi i i i Enterprise Financial Platform (EFP)
affecting our San Jose branch. This on i impacting our ability
customers. financial i and we need
reassurance that this issue will be resolved by then.
Could you please provide an ir pdi n
resolution timeframe? If there's a workaround we can implement in the meantime, that would be .
extremely helpful.
Thank you for your urgent attention to this matter.
Best regards, Maria Chen .
Senior Directer, Financial Operations .
- - SETETEERER. R Instead of separated and siloed
eams, collaborate and share data
sights

© 2025 Cisco and/or its affiliates. All rights reserved. cisco




gradation -

ServiceNow SRTK0023941  serviceNow

Reported by
System Administrator on 03/28/2025 at 09:45 AM PST

Description

Received a ThousandEyes alert and reached out to Maria Chen to confirm. She said users at San Jose branch
experiencing 3-5 second delays when ing financial ions in EFP. Started i 30

minutes age. Affects all 24 users at the branch. No recent changes reported.

ServiceNow Ticket SRTK0023941

$J-MX105-01 performance (last 24 hrs) Meraki

20%

15%
7
2
]
FR
0%
2000 24:00 04:00 08:00 12:00 16:00 2000
Time (Hours)
— Packetloss ) Critical point
Maria Chen <mchen@company.com> PR
To: IT Support <itsupparti®campany.com>
e i Men 03242025 1625
URGENT:
Hello Team,
[ ing th i Enterprise Financial Platform (EFF)
affecti San Jose branch. Th ion i impacting our ability 1o serve
customers, finangial i and we need

reassurance that this issue will be resolved by then.

Could you please provide an i pdate on
resolution timeframe? If there's a workaround we can implement in the meantime, that would be
extremely helpful.

Thank you for your urgent attention to this matter.

Best regards, Maria Chen
Senior Director, Financial Operations

© 2025 Cisco and/or its affiliates. All rights reserved.

ity timeline

o0 (.

$J-MX105-01 WAN interface performance Meraki

Loss rate
16.4%
B7ms (1
Jitter 15ms (baseline <Sms)
k perfi analysis
Enterprise network Gateway Interne|
16.4% loss

—— Connection @ Packet loss point

@® + Youcreated a card
Mar 4, 11:04 AM

@  Board created by you
Mar 3, 4:37 PM

\VAT=XVY,
timeline

View version history and activity

N
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Agentic Ops Across IT and SecOps

Al Canvas

Campus and Branch

s
7
.

D,

11| Catalyst Center U webex

Topology, client details, location, etc. Voice and video experience

© 2025 Cisco and/or its affiliates. All rights reserved.

ﬁ% Cisco Meraki ThousandEyes@&

Topology, client details, WAN, Internet, App Insights

location, etc.
23% SD-WAN Identity Intelligence
WAN Details User trust level, identity checks

& reasons

-
-

[] Nexus Dashboard

Data center network management.

Hyperfabric

Data center network management.

E@D Intersight

Unified management, automation,
security.

Data Center )

7
A\

Security and Observability

splunk>

Firewall

~

)

Cisco and third-party insights Security & connection events

@ ISE @E Duo

@ Secure Access C

Authentication Insights Authentication & compliance

XDR

Private & SAAS Resource
Access

Related Threat Incidents

J

Note:

Products listed above are examples, not a comprehensive list of planned integrations.

e
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Where To Access Al Canvas?

Splunk Cisco Cloud Control

splunk Aose  Messagese  Semngse  Acntys | Fnd Q o

t Cloua Control | & e Qs © O @ nmsn 8
tou b v s M| Do Ao
D 4425 Al Canvas | Webex call quality ssues on leptop de-— oo [lonee - |
RICSRP.cackitzakiog-nat uegradation ko AlCanvas  Detected Anomalous Network Activity © [Sowmmmrn W Yone

e . 14 e fle  12s  12s
Network Activity  spunk LoginEvents  spaak 0 Topology :
= Al Assistant v s . A - - . " ” o
: - (lompoomEmEs © e P p— D

Qv ; ol :

Anomates Data rate mprovement 4
Show me the user behind this anomslous network Y . ™ — i + o i
activity ° - L
e H
Servea maties i
9 Al Assistant Notwork Map  spun Tratfic By User  spun ; o e 18x G .
v addod a chart showing raffic by user forthis P — B
period.tloks like thera was a spike from a singe e Motk e
user: androw Comectioncutats 18ms Goms
Woukd you ke to dive deepar into what action this e e D
user was doing that genersted unusual notwork - o S .
gment fron raffic? Look nto the user's historical activity or D -
T A ; login actvy. & - :
P I pR—— . - s . ® & o Frocuency band ditribution "
a . ’ " .
What are the commands executed by [ — o
andrewt >

e
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Al Canvas for Meraki + ThousandEyes Use Cases

Fr ) ( Q Y ( @ Y ( @
=/ N N

App Performance Client Onboarding Wireless Experience Wired Experience
» Analyze issues affecting app * Troubleshoot why a client * Assess the full Wi-Fi » Triage LAN issues impacting
experience and availability cannot join the network experience from device to RF reliability & performance
« Examples: App server, * Examples: Auth failures, DHCP * Examples: AP health, RF, « Examples: Cabling, bandwidth,
internet, wan, local network, timeouts, etc. performance, roaming, etc. ports, etc.
etc.
“My laptop can’t join the network” “Why is Wi-Fi dropping on floor “Why is my wired connection
“Why can’t | access Office 3657”

27? slow?”

e
© 2025 Cisco and/or its affiliates. All rights reserved.
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Cisco Al Canvas for Meraki
Entry Point #1

LR T T
, | .
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Key Components of Al Canvas’s Agentic Architecture

Intent

O )

/

Al Canvas Backend

\

4 . )
Reasoning Trace Service (“The Playbooks”) Al Gateway (“The Bridge”)
* Expert-authored reasoning flows + Bridge to product via MCP Servers
* Guides cross-product triaging « Central registry for skills & capabilities )

-

Al Canvas Ul

© 2025 Cisco and/or its affiliates. All rights reserved.

—

o

| \f/

Deep Network Model (“The Intelligence”)\

Unified Orchestrator (“The Brain”)

Interprets prompts, applies guardrails,
disambiguates.

Executes reasoning trace, widgets,

* Domain-tuned LLM reasoning
engine for precise, expert-grade
insights

board summarization, report gen.

v

* Powers contextual understanding
k across products and telemetry

v

Core Services (“The Foundation”) h
* The backbone of Al Canvas — powering scale, reliability, and trust
+ Compliance, telemetry, observability, tenancy, policy, and governance
J

/ Product MCP Servers\
 Meraki MCP

* ThousandEyes MCP

* Splunk MCP

\ » ServiceNow MCP /

-

~

Widget Maker MCP Server

* Widget Tools Repo

o

Ul Templates Schema

J

e
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Al Canvas for Splunk Use Cases

1 ( @ 1( O ] (

Search and Dashboarding Admin Tools Data Management
Investigation

» Accelerating troubleshooting » Creating dashboards with + Keeping Splunk running « Simplify onboarding, validation
and investigation workflows. natural language Al-suggested optimally at scale. and normalization of data
visuals. sources.
» Up-level tasks typically * Guided troubleshooting of
performed using search. * Turning them into persistent Splunk Health. » Leveraging Al-guided flows.
studio dashboards.
“Show me anomalies in HTTP error “Check Splunk Health and identify
rates for the checkout service.” “Summarize this week’s security which indexers need attention.” “Normalize web traffic logs to CIM and
alerts into a single executive view.” highlight missing fields.”
\ Y ]| Y |
GA Focus Future Capabilities

e
© 2025 Cisco and/or its affiliates. All rights reserved. cisco



Cisco Al Canvas for Splunk
Entry Point #2

LR T T
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Cisco Cloud Control

Cisco Cloud Control is an Al-Native
management platform that reimagines
how organizations manage, operate,
and optimize their IT infrastructure

© 2025 Cisco and/or its affiliates. All rights reserved.

A

el Cloud Control

Home

(¥ Alcanvas A

PINNED
Application Performance Monitor...
Network Fabric Management

Micro and Perimeter Segmentation

See all
<> Networking v
IV Security v
141 Collaboration =
& Observability v
45 Admin Console =

Users and Roles
Products and Services
Inventory

Licensing

Integration

Support

Campus and branch

= Wireless O3 Switches

10k 4«

Security health score = Security

Alex Moreno

59 /100 @15

Vulnerabilities 7

Auth success rate 34.2%

Trust level Untrusted

Status

= Al Assistant

55

[:3. Connected eve
29&\ - 123

/ 30k blocked
At 27 failed

-

\@

Moderate

posture
@ WAN circuits J Fire
392 - 253

Endpoints = Networking

0 W 20 30 40 50 60 VO 80 90 100

Percentage (%)

Laptop (24) [l Smartphone (18) [ Other

Ask the Al Assistant a gquestion

Assistant can make mistakes. Verify responses.



Al Canvas for All Other Domain Products

Dl

Security

Threat detection, access control,
and policy insights.

Examples: anomalies,
misconfigs, identity, access
issues, etc.

“Investigate potential lateral
movement across my network.”

© 2025 Cisco and/or its affiliates. All rights reserved.

1(

Data Center

Optimize connectivity,
performance, and resource
utilization.

Examples: compute, storage,
virtualization, routing issues, etc.

“Why is my app server experiencing
high latency?”

&

Collaboration

Reliable, high-quality experiences
across meetings, calls, endpoints.

Examples: device health, media

quality, performance analytics, etc.

“Diagnose poor audio quality in
recent executive calls.”

=7

Service Provider

Reliability and performance across
large distributed environments.

Examples: transport, routing,
capacity, experience issues, etc.

“Identify regions with degraded
customer network performance.”

e
Ccisco
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Cisco Al Canvas for Cisco Cloud Control
Entry Point #3
‘ - : :1 .'J' e !
3 ' & il . . "
. : CIIE 1% . -
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cscoAldsanvas Will Transforms the IT Experience

Empowering teams with Agentic Al to act, collaborate, and resolve issues faster!

AgenticOps
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