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acquisitions and investments. These statements reflect management’s current expectations, estimates and assumptions
based on the information currently available to us. These forward-looking statements are not guarantees of future
performance and involve significant risks, uncertainties and other factors that may cause our actual results, performance or
achievements to be materially different from results, performance or achievements expressed or implied by the forward-
looking statements contained in this presentation.

For additional information about factors that could cause actual results to differ materially from those described in the
forward-looking statements made in this presentation, please refer to our periodic reports and other filings with the SEC,
including the risk factors identified in our most recent quarterly reports on Form 10-Q and annual reports on Form 10-K,
copies of which may be obtained by visiting the Splunk Investor Relations website at www.investors.splunk.com or the SEC's
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based on new information, future events or otherwise, except as required by applicable law.
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interchangeably), or to include any such feature or functionality in a future release.
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Al-Driven Unified Observability
Building Resilient Operations with Splunk & Cisco
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Why traditional tools fall short ?

Unified Observability

Troubleshoot and pinpoint root cause end to end visibility

Al as Force Multiplier
Al in Observability & Observability for Al

Demo
Walkthrough of Splunk Observability
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How these innovations impact your business



What is Observability?
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Monitoring Vs Observability

Monitoring Observability

When, why, and how something
broke

Identifies and Investigates
unknown / novel failures

something is broken

Identifies failures

logs Full-fidelity logs, metrics and
and metrics traces

based on Proactive alerts to prevent
static thresholds issues

for each domain Unified corelated solution
'
slows down RCA

© 2025 SPLUNK LLC



Observability improves
digital resilience

Leaders are able to find and fix problems faster,
ensure reliability, and build better digital experiences

289 2.6X

Higher annual return
More time spent on on observability
innovation solutions

716%

Higher change rate
success for
production code

2.8X

faster detection of
application problems

©2025 SPLUNK LLC *Splunk State of Observability research across 1,800 ITOps and engineering pros



Digital footprints are

Home
office

Enterprise HQ
Paris, France

Factory

Cameras &
sensors
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Incident Management Workflow

The Workflow that AI is about to Transform

Incident

I
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Detect &
Prioritize

Is there an issue?
Is it important?

Guess impact
& escalation

|

I

|

|
Assemble war
room & secure

| alignment

|

I‘

Align on
telemetry

Respond
wWho do I call?

Triage &
Investigate

Where is it coming from?
Where to look for it?

Investigate “room- Figure out who

by-room” to engage
: |

Isolate the Assemble

problem war room

I
Figure out who
to engage

Remediate
How do I fix it?

Execute
runbooks

Identify
root cause

Validate
resolution

Postmoritem

What did we learn?
How can we improve?

’

Document
RCA report

Create /
Improve
runbooks




Today’s Observability Challenges

G

More Stacks & Data
results in Less Clarity

G

Too Many Tools,
Too Little Insight

Data Outpaces
Human Insight




The Evolution of Monitoring & Observability

From Reactive to Autonomous: Tracing the Journey to AI-Driven Observability

Reactive Proactive Predictive Autonomous
(Basic) (Smarter) (AI-Driven) (Self-Healing)

Issue detection Addressing issues Anticipating Automated detection
after failure before major impact failures and remediation

© 2025 SPLUNK LLC



Al-Driven Unified Observability
Building Resilient Operations with Splunk & Cisco
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Why traditional tools fall short ?

'Unified Observability
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_ Troubleshoot and pinpoint root cause end to end visibility

Al as Force Multiplier
Al in Observability & Observability for Al

Demo
Walkthrough of Splunk Observability
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Build a leading observability practice in the Al era

Unified Observability Experience

Splunk Observability

4 N N/ N[ N[ N N
APM Infrastructure E Dlg!ToI Business Application Observability Ne'rwor.k.
Monitoring Mxopr?i::)erri\r?ge Insights Security for Al Observability
N A\ VAN 7\ N\ AN J
Traditional
Environments Splunk Platform
4 e N ~
Federation Log Analytics Event Intelligence
N N\ 2+ J
=7 > o [ =
ODE e o[ ®
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Cloud native
environments

OTEL Compliant



Splunk Platform Advantage

s | Integrations | Models | Visualizationg
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Splunk Observability + Cisco Networking

Catalyst Center Meraki

ThousandEyes




Use cases for integrated network observability

Assure network service health by unifying

visibility and reducing alert noise across

network domains (ThousandEyes, Catalyst

Center, Meraki).

Splunk ITSI content packs for Cisco
Enterprise Networking (Catalyst Center
and Meraki)

Splunk ITSI content pack for
ThousandEyes

© 2025 SPLUNK LLC

Troubleshoot app performance problems
with dependencies on owned and unowned
networks.

ThousandEyes integration with Splunk
Observability Cloud APM

ThousandEyes integration with Splunk
Observability Cloud RUM

ThousandEyes integration with Splunk
AppDynamics



Splunk ITSI & Cisco
Enterprise Networking

. ITSI content packs for and

. Cross-domain correlation for reduced alert
noise and domain isolation

. Out-of-the-box to measure the
health of a location (e.g. retail store) and
isolate problematic devices ——————

. Device alert import, normalization,
deduplication, and correlation logic

. Insights for problem troubleshooting (e.g.
recent configuration changes)

- into Catalyst Center &
Meraki to take action on devices

© 2025 SPLUNK LLC



Splunk ITSI &
ThousandEyes

. Integrate
to reduce alert noise and accelerate MTTR

. Bring
from ThousandEyes into ITSI for
faster troubleshooting based on impact

- and incident
response from ThousandEyes, and across
other Cisco solutions

. In-context directed troubleshooting into
ThousandEyes

© 2025 SPLUNK LLC
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Splunk Observability Cloud
APM & ThousandEyes

Metrics: Availability ~ Thu, May 22 15:20 -15:22 UTC (33 minutesago) < > >| 24h 7d 14d

Availability overay [BIl] Agents

18:00 21:00 May 22 03:00 06:00

- failing ThousandEyes test

Map Table Service Map

A UnderS‘I'a nd if Slowness is from The Splunk Trace ID: 418d358610d54bc9851c1d5e4f67d82d View All Splunk Traces

Oregon (AWS us-west-2) - Latency Threshold = 1000 ms

. View and key intra-service
metrics in context of the ThousandEyes test

. Easily set up tests for services instrumented
in Splunk Observability Cloud from the
ThousandEyes UI

© 2025 SPLUNK LLC



Splunk AppDynamics &
ThousandEyes

. Gain by
infegrating ThousandEyes & AppDynamics.

- by linking user
experience insights with deep network
intelligence.

. Sync network test creation with application
mapping for comprehensive performance
monitoring.

. Proactively using
infegrated RUM and network data for data-

driven optimizations. I . S

© 2025 SPLUNK LLC



Al-Driven Unified Observability
Building Resilient Operations with Splunk & Cisco
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Why traditional tools fall short ?

Unified Observability

Troubleshoot and pinpoint root cause end to end visibility

‘Al as Force Multiplier “

(Al in Observability & Observability for Al

Demo
Walkthrough of Splunk Observability
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How these innovations impact your business




Our approach toward

ML and Al

Detect
and predict

_ Real-time,
streaming analysis

to detect anomalies
and forecast trends

B T CACTMm 1 BNIRA IV L1 7 i~

Generative Al

(e

Machine and Deep Learning

Make everyone
an expert

Reduce need for environment
and tool expertise by
simplifying analysis and
investigations

Correlate
and diagnose
Aggregate and analyze

all data to investigate
and identify root cause



Al is rewriting the

..for what it takes to build a leading observability practice

{/>

Apps can now be
written with little
human involvement

Instrument and monitor three-
tier and microservices
environments in one solution,

with deeper

© 2025 SPLUNK LLC

Al agents will
perform
troubleshooting &
fixes

to assist setup,
and detect, identify root
causes and fix problems before
they turn into business-
Impacting incidents.

AI apps require
new forms
of telemetry

3. Monitor the health,
performance, quality, and cost
of the entire
, Including agents, LLMs,
and AI infrastructure.



AI Embedded across Incident Response

Minimize & prevent incidents

Readiness  Incident Detection Prioritization RCA & Response Remediation Analysis

e e e il

AI Detection Agents AI Troubleshooting Agents AI Remediation
Al Agents i - '
9 - Zero-config automated detection Al-directed troubleshooting to find Agents
for Ingest ;
. and surface business
& Setup . Smart alert correlation and and end user impact Automated / Human-
summarization in-loop

AI-Native User Experience

for easy, interactive insights [Available Now]
Dynamic, collaborative user interface with AI Canvas, and embedded in-product AI experiences
Observability MCP servers and Slack / Teams AI agents to unlock observability in the developer / SRE workflows

© 2025 SPLUNK LLC



AI-Powered
Observability

AI helping across your entire
incident lifecycle

. help across
the incident lifecycle

« Faster, more :
More accurate alerting, predictive
analytics, and anomaly detection
driven by Al

. : Al-
directed troubleshooting and root
cause analysis help speed
remediation

© 2025 SPLUNK LLC
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-4h v Environments: All ¥ Workflow : A\
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(0 Show Legend

| see 3 critical alerts triggered for paymentservice,
can you explain more?

| can certainly help with that!

The upstream service from paymentservice is called
checkoutservice, which had critical alerts triggered
30 minutes before alerts were triggered for
paymentservice. Two deployments were made to
checkoutservice today. This could be related. You
can explore these services visually from the service
dependency map in APM, or | can assist you with
some metric names to further explore. Which of
these next steps would you prefer?

[ View service dependency map in apm

—t

( Suggesting some metric names J

L R I O

\ % Ask me anything about your environment

358 days left in trial

=— Observability Assistant
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Publish Date > Share JOnoY (Selected time range - sample data) (Selected time range - sample data) (Selected time range - san.
09-31-2025
=8

oege 10282028 125045 79.49% 1 72% 28h 47m +$22,740.56 7 72%
observabilit
Experience Step 4 %
: Checkout
@ Marketing Email Sentout = First Milestone
a s u r q C e s 24015 Performance Details Events
Count
® ® = |
business impact
| l
=
Eshop visited o 28.6% conversion =6.4% 30d trend
10500 13515 43.7 7
il Count (O Drop-offs (O Conversion (0)
o Monitor and secure = |
1 | po0:79s
° ’ I
apps in one
. S —— Add To Cart 14
solution O BN 4200 6300  40.0%~
Count (O Drop-offs (D Conversion (D
* D e e pe r TO | v Transition Time to milestone

p90:323s

prioritize what matters | 5m 38s

+2m 30d trend

[ UnderSand Ond Op‘l‘imize user Checkout /', Problematic
;‘:fu?to@ gr?p(-)o?fs (©) gg;?r?o?@ 1"

journeys with |
analytics e

Order confirmation
1150 50 95.8% ~
Count (D) Drop-offs (1) Conversion ()

<

Errors

Pictured: Business Insights
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Fix and prevent with AI agents (coming soon)

© 2025 SPLUNK LLC

@)

~

Human in the loop
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Instrumentation
Agent
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Alerting
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Troubleshooting
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Incident Report
Generation
Agent
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splunk>  splunk Observability Cloud Q + 0 ® &

 websocket-service - t-shirt store

Incident ID: Fd5sui9A0AM

Fix & prevent
problems using
Al agenfts

() v <4 Summary of incident history
Home
:, Starting at 3:43 AM and continuing for roughly 2 minutes, the T-Shirt Company product page returned 503 errors to users. Synthetic tests alerted first, follow
Wl

within minutes by a CrashLoopBackOff alert for websocket-service K8s pods.

Investigation showed websocket-service pods were repeatedly OOM-killed (Exit 137) because their working-set memory breached the 1 GB container limit.
Memory climbed steadily over the prior three days as WebSocket client connections leaked; a recent code change stopped closing connections cleanly, lettil

Alerts them accumulate until the process exhausted memory and crashed.
. Remediation applied
® | n -CO nTeXT, TO A 3:45 AM - Remediation agent executed a rolling restart of the affected deployment, restoring service within 2 minutes.
»
*
d M TTI APM NEEDS ATTENTION:
re uce The identified merge request must be reviewed and patched to permanently fix the WebSocket connection leak. Review code [Z

o Al-directed alert correlation &

Infrastructure

and summarization to =

4" Evidence timeline 4% Root cause analysis ¢ Remediation

21 Sep 2025 3:43:39 AM @ High memory usage

C‘I Zital - - =
:;_":,f:lf,,.‘L 2 @ Alert - Synthetics Checked metrics for web-socket pod, and recognized increasing memory utilization hitting limits
: 3:43:17 AM
Entity: cart-service-dd7b95987-44b2v Metric: memory.usage Value: 85%
. to prevent problems ! ® Alert - Memory
Logs 3:43:39 AM Memory usage

by optimizing data collection 9 T
and alert configuration orics S
»* Evidence collection
« Al agents fo automate every 5 B A
i @ Pod Status

stage of the incident response
lifecycle

Pictured: Al directed troubleshooting in Observability Cloud

© 2025 SPLUNK LLC



Observe Al Stack (agents to Infrastructure)

Chatbots | Auto completes |
OpenAl | AWS Bedrock | VertexAl Summarizations | LangChain

Al applications & agents

(ﬁg Model ()
Data \/

Observability Safety & security
for Al Compute for Al
Network
Silicon

Pinecone | Milvus | pgvector

Nvidia GPU | Google TRU

© 2025 SPLUNK LLC



Observe Al
agents &
infrastructure

« Monitor the health and
consumption of
, orchestration
frameworks & agent platforms
fo & ensure
reliability
« Ensure the quality, accuracy,
and security of
to minimize
, and
costs and performance risks

Infrastructure

Log Observer

wi
RUM

Synthetics

Datectors &
SLOs

Dashboards

v

Metric Finder

i |
Data

Managament

0}

Settings

Ray Cluster

RAY CLUSTERS

Overrides:

# Active Rayclu... [l

All Clusters

Wed 06 Aug 2025 11:41:30

Active nodes by type  30s

node_type | Active
g6e-12xl-4-gpu 1
E5-12xl-4-gpu 5
pdd-24xl-B-gpu 1

= ] P ommis

RAY CLUSTER

(e TS ETH SIS LTY M session_2025-08-05_13-13-02_103480_8 = (i =1 e el )

RAY NODES

# Worker nodes ... [

Wed 06 Aug 2025 11:41:00

Active nodesby ... [l

0
11:30

]
28 d

Pending nodesb... [l

RAY NODE

Total allocated resources 30s

L Mame | Peak Units
object_store_memory 3514001
mamary 0
gpu_count:8 0.0010000
Epu_count:d 0.0010000
Wed 06 Aug 2025 11:41:30 Epu_count:2 Q.00 70000
Epu_count:1 0.0100000
N gpu_count:0 0.0330000
. GPU 26.64000
| Pending | cPU 49.50000
1 accelerator_type:L40S 0.0060000
1 asccelerator_typeA106G 0.0120000
1 accelerator_type:A100 0.0010000
GPU Usage (#GPUs) 30s 0
per-Node usage
20
10
- s e~ —
o a_‘_i:b-"‘-:_ e — —.E-t:;;r.::rﬁ-'r:‘giz:f‘f_—_ :
11:30 11:35 11:40
Total CPU core usage  30s 0

100

Time -15m

| Total Units

164.78561G

Wed 06 Aug 2025 11:41:00

Chart resolution W ~

| Peak %

0.0079860 %
0%
0.1000000 %
0.1000000 %
0.1000000 %
1.000000 %
1.650000 %
98.6666T %
50.51020 %
00857143 %
0.3000000 %

0.1000000 %

Cluster GPU Utilization %  30s

Aggregate for all nodes in cluster

100

CPU Utilization (by Node) 30s

Event overlay

Resource

100

30

20

10

11:35

100
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Pictured: AI Infrastructure Monitoring



CiSCO AI POds Splunk Observability for AI Pods

splunk>  splunk Observability Cloud 161daystettintial Q.+ [ @ fhe| & Jedhen o
E] Al Pod UCS Solutions 0
Al POD OVERVIEW INTERSIGHT Al P STORAGE Al POD HOSTS > I:i
a
B Fier | =

D,t.n,, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, . -. 8
[ NVIDIA Al Software <3 D .
NVIDIA o Inter-Token Latency (TL)pSO (105 0+ TotallputTokens 108 o == a - E2E Recuiest Latancy ® a -
-~ | - 24ms 1,781 325 156ms
Kubernetes Platform o %
L4 o g Hemkemew o Frerien(TIED RO e ¢ \ . e st
o _
2 2| = 3ms 24ms 33..
Cisco Networking & Optics %} % g s :
2 < 1.0695187.
Cisco Compute with = = .
NVIDIA Accelerated Computing — -

; Own and control your
[ Partner Storage — D data, avoid vendor lock-in

AUML
driven features like Service Maps and Trace Analytics

_ provide help resolve issues faster.
Reference architecture

Validated solutions and turnkey offerings _ ' Eliminate blind spots by
collecting and analyzing 100% of your data with

Differentiated with Security and Observability Splunk’s NoSample™ tracing



OpenTelemetry
Collector

Full control over your dataq,

« Single agent
for metrics, traces, logs and more

. naming conventions
powers correlation of logs, metrics
and traces

« Complements other GDI, e.g. Splunk
forwarders, cloud API integrations

&

o
(o] Tel t
f‘ penTelemetry Splunk

Observability

Open Standards
Data Collection

© 2025 SPLUNK LLC

— splmﬁ;, Data Setup

Q

Deployed

Drafts
Recommendations
CATEGORIES

All

Agent Monitored Services

AWS Services

Azure Services

Container Platforms

Cloud Providers

GCP Services

Host Agents

Instrumentation Libraries

Other Collectors

Serverless

FEATURED

Amazon Web
Services

AGENT MONITORED SERVICES

Kubernetes

AWS SERVICES

AWS

AZURE SERVICES

Connect Your Data

Connect to your systems and data sources.

GCP

AWS

Microsoft Azure

Kubernetes

Kubernetes

r'—\
o §

OpenTelemetry
Collector
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JCYAELCENEL

Build and future-proof resilient operations with...

Digital Experience
Monitoring

Infrastructure
Application \lelglitelglgle Network

Performance « ENEIEEE @ W Observability
Monitoring (APM) o / @

\ Incident
Response

Event Intelligence P S

Business Insights / \ Database
J 4 Q Monitoring
4 - - 1 4 4 id | «
emanvreane 2 Unified”& “Al-Dr
elemetry Pipeline

Management &
: Splunk observab

Observability for Al

App Security Log Analytics

4 )

Splunk Platform
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Observability - Operational Maturity Model

Tools Transform

Predictive

Optimize L
Monitoring

Proactive Business / Customer-

Monitoring centric Dashboards

Reactive

> D Resolve incidents before _ _ .
= Mor“tor'ng customer impact Analyfucs drive new digital
) - experience and new
= Chaotic _ _ _ . unit
© Monitori Filter out noise (Quickly usiness opportunities
= onitoring ID Root Cause) Automatgd notification with of Impr.ove.d availabil.ity of
Cust ti issues with Business context applications / services
mers r N
] Ustomers repo 9 True real-time End User Intelligently autoscale
ISsues Monitor SaaS apps, remote monitoring — by customer resources in real-time
users, and the internet (ISP); segment, geo, User journeys
Inefficient / High Cost STl Ee! Resource cost optimization

Majority of issues still identified

Basic Monitoring by customers

Alert Fatigue

Services

© 2025 SPLUNK LLC



Next Steps together

Solution
Demonstration

Day-in-the-Life

Accelerated Workshop

Use Case Deep Dive

RCA Process Overview
Reverse Demo
« Best Practice & Guidance

Platform Overview
Live Demo
Use case walk-through

« Review app architectures
o Prioritize use cases
« Initial Splunk solutioning

SRE, Software Engineering ,
ITOps

SRE, Software Engineering,
ITOps, Platform Engineering,
Architecture, Tool Mgmt.

SRE, Software Engineering,
ITOps, Tool Mgmt.

© 2025 SPLUNK LLC



AI-Driven Observability

Building Resilient Operations with Splunk & Cisco
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Prem Gangalakunta
Sales Leader, Splunk Observability
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