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Cisco powers how people and technology work
together across the physical and digital worlds

Al-ready data centers Future-proofed workplaces

Transform data centers to power Al workloads anywhere Modernize everywhere people and technology work and
serve customers

Secure global connectivity
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Digital resilience

Keep your organization securely up and running in the face of any disruption
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Transform data centers to power Al workloads anywhere

Public and private clouds, edge, on-premises

Comprehensive infrastructure

\ Power Al with networking, compute, and storage in fully- é

integrated, scalable, and modular systems for all workloads

Seamless operations and — ¢

observability

Al-ready data
centers

]
il

Remove silos with unified management, observability, and
/ assurance for traditional and Al workloads, across all environments

Security from ground to cloud

Protect hyper-distributed workloads by infusing security everywhere

Digital resilience



Operations - in the
Al Ready
Data Center
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We need to reimagine the data center for the Al era

While managing cost pressures, intensifying threats, and business demands

Intensifying
threat landscape

Business demands |_=

®- Intense =
] cost pressure for speed [Z©

Exponentially more...

Power/Cooling

Storage

Al workloads Compute

- —]
Traditional I: E :I Network

workloads throughput

Data Centers




Cisco Data Center Networking Portfolio

Nexus Hyperfabric Nexus Dashboard
Hyperfabric ACI
ollke
«~[=]-
Cyo
Overating Model Fabric-as-a-Service Customer Managed
P 9 Cisco Cloud-Managed Controller On-Prem Controller
Flexibility & Customization Prescriptive < Customizable
IT Staff . -
Network Skillset Generalist <& Specialist
Deployment Type Greenfield Greenfield & Brownfield

Greenfield: new fabrics not being managed
by Nexus Dashboard



Cisco Nexus
Hyperfabric

Design, deploy and operate on-
premises fabrics located anywhere

Easy enough for IT generalists,
application and DevOps teams

Outcome driven by a
purpose-built vertical stack

/—C Cisco Nexus Hyperfabric H

Pods of plug-and-play
leaf-spine fabrics

Cisco 6000
Series switches
. —
B P (—O—) <J)
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Design Order Deploy Validate Monitor Upgrade Collaborate




ACI simplification
A modern, faster Ul for 2025

Find the information you need with
Edit configurations (Copy + Paste, Clone)
Policy Groups and EPGs
configured on an interface

Switches and Controllers

CEDAMAARECAGAEOARAEAER

and beyond

-------- Quickly identify and how
Associate and devices with ease
security policy and/or domain association
for every EPG/ESG

Tenants, EPGs & contracts

Fabric View

access to main items
t information
jumping between
sections




Introducing Cisco Nexus ONE

Solution Components
Consistent and open fabric experience across platforms

Zero trust networking and
micro-segmentation based on

endpoint / security groups
point / security group Nexus Dashboard

Advanced service chaining and
service redirection

Administrative multi-tenancy

Standards based inter-op with
3 party networks using open
networking protocols

Nexus 9000 Nexus 9000

Integration with CI/CD pipelines
with DevOps ready APIs



Cisco Nexus Dashboard

Data Center Networking Management

Simplified Network
Quickly Deploy any Data Center Network Fabrics
Deploy traditional LAN, EVPN VXLAN, Al/LM and SAN fabrics Ma nagement for modern

Provision data center architectures
—

Multisite fabric and device management in a single view
Device upgrades, Change control with roll-back, traffic steering

Identify, troubleshoot and resolve issues quickly
Traffic Analytics, Delta and pre-change analysis

Unify data center networks across both ACI and NX-OS
Leveraging the capabilities of Cisco Nexus One

s
=

Segmentation




Cisco Nexus Dashboard - Operations ND 4.0 -> 4.1

Fabric and switch management

it Nexus Dashboard Q @ | K Aeander -

Consistent fabric management views

< Fabrics

VXLAN Fabric

2l Nexus Dashboard Q @ | A seanc -

e : AN - . N scins - | ACI, VXLAN, Classical, Routed, IPFM and more!
B —— _ ' New AI/ML Fabric Type

Recent activity, security groups, top X interfaces

Switch configuration (NX-OS only) and monitoring

Anomalies, advisories, analytics summary, traffic

ACI two-way integration expected in 4.1 (future)

General

Benefits

Consistent operations for all switches



Nexus Dashboard - Operations

Automate your Al/ML Network Configurations

GPU's Storage

Manage network congestion
with Lossless Network (PFC + ECN)

RoCEv2 support on Nexus 9800
(Planning Q1CY25)

ECMP DLB between Spine-Leaf

Spine

s §
o. 3| &
% 8 &
.0 ‘l .. Q.’
LN L zy
= = = = =3
Leaf

Fow| ©SESSS fo SESESS (o3 DEEES

Load balance flows/flowlets
based on link utilization

Better hashing results in Al fabrics
with uniform flow size and header information

< ND 4.0 -> 4.1

RoCEv2 Switch
Fabric

Traffic efficiency through pinning rules
Map traffic from each downlink to the desired uplink

Allows efficient selection of Spines for communication
between leaf and spines



Cisco Nexus Dashboard - Operations ND 4.0 => 4.1

Visibility with historical information

“dds Nexus Dashboard Q @ | R Aexander v

Fabric =

Overview  Hardware  Connectivity ~ Segmentationand security  Configuration policies ~ Anomalies  Advisories  History

Aggregate switches, interfaces, and endpoints (including VMs and
containers). View anomalies, advisories, routing changes, and more Anomaly level @ ¢ Advisory level 4 Waring Recent activity
4 hich 2 K

Manage

Switch view Slot 1(1/3) - N9376X Linecard v View hardware reso

Switches and Interfaces . 3
D Learn in real time about traffic, statistics, hardware resources, and

network events. Easily identify what is connected on the other
side

1 1

3 5 7 9
(o ~ i~ ~

0

Endpoints and VMs

Search for DNS names or IP and MAC addresses to find what you
’ ‘ need faster. Extend beyond the switch port through VMware and
Kubernetes integrations

Benefits

Consistent user experience Easy navigation into an issue



Cisco Nexus Dashboard - Operations ND 4.0 -> 4.
Bug Scan

“dses’ Nexus Dashboard

Bug Scan

Continuous fabric assessment A = —;
Nexus Dashboard automatically performs a bug scan every 7 days Summry

\ and reports its findings. Optionally, it can be run it on-demand

Active and Susceptible Bugs per Fabric v

Active Bugs

Bugs that match Nexus Dashboard signatures based on your tech
support files, will be reported as active bugs affecting your fabric(s)

Other known bugs

You may also search for specific bugs in a version related to a
feature you have implemented or are planning to implement

CSCwh14873

Continuous risk identification \ Software recommendations



Cisco Nexus Dashboard - Operations ND 4.0 -> 4.
Software Upgrades - Workflows

xus Dashboard Q search @ | R Aesanger v

Fabric software
AClNEOSlosuE oS Supports fabric upgrades for NX-0OS, I0S-XE/XR

Software Versi

Recommended update plans to minimize disruption

Software Summary

Customize plans based on your preferences

Recommended Update Plan

ACI upgrade support is scheduled for 4.1 (future)

Pre and Post upgrade analysis for ACI, NX-OS

Direct image downloads from Cisco.com (future)*

[ ———

Benefits

Minimize operational risks and keep software up to date * Requires ND connectivity to
Cisco



Securing Data Center Nexus and ACI Switches against Vulnerabilities

Problem: DCN customers face high Opex due to the need to upgrade 100s to 1000s of switches outside regular maintenance windows every 6 to 12

months to address CVEs

Requirement: A solution that offers compensating controls to mitigate the risk posed by CVEs without NXOS or iNXOS upgrades.

Cisco.com =>
CompControl.yml

Import to ND
Nexus NX API
Dashboard APIC API
CompControl.yml
NXOS or iNXOS |
Security Agent
Standalone/Passive Kernel

eBPF Policy
Applied Space

Nexus or ACI Switch

Workflow Proposal:

1.

ND on prem with adv, premier license

2. NXOS runs security standalone agent in passive mode
*  Passive means no external connection cloud or controller
3. All CVE compensating controls (CompControl.yml) are published on CCO
4. ND imports CompControl.yml| from CCO
5.  ND pushes CompControl.yml to NX/iNX switch security agent
6. Security agent applies the fixes with eBPF policy
Packaging:
1. Capability included in DCN advantage and premier license tiers only
2. Security agent will be included in NXOS/iNXOS in a future version



Cisco Nexus Dashboard - Operations
Connected TAC - Log Collector

“dsds’ Nexus Dashboard

Log Collections

General

= Aborted

Avoid manual collection

Nexus Dashboard streamlines the process, removing the need to
collect tech-support files for each switch in your fabric individually

Details

Creation Time End Time

Aug 20 2024, 02:12:14.000 PM Aug 20 2024, 02:45:28.000 PM

By anticipating collection and establishing a direct connection with Cisco Selected Nodes
TAC for problem resolution

(o7
@ Reduce time to resolution

Node * status

msite6-apicl

Accelerate time to Save time through
resolution automation

Nodes
6

Job ID

ND 4.0 -> 4.1

® | R Acxander ~

TACASSIST-ba747dac-5f1f-11ef-b55d-76764ba12e55

Upload Status

File 1 Upload Queued
File 2 Upload Queued

File 3 Upload Queued

File 1 Upload Queued

Download Status

* Connected TAC requires Intersight connection



Cisco Intersight Infrastructure Service

IT Operations. Simplified.

\

Control
your
global infrastructure
from one place,
24x7x365
EJ

See

your global on-premises
and edge environments
in one dashboard

Automate

deployments,
configuration, workflows,
and day-0 to day-N tasks




View in one place - Cisco Intersight

* Your global Cisco and third-party infrastructure

» Servers, virtual machines, third-party
servers, storage, and networking

» Real-time status, security advisories, field notices, Customizable dashboard uses widgets for a single view
and hardware Compatibility status of health and inventory status of managed devices

» Performance monitoring and metrics visibility



Prevent and Resolve - Cisco Intersight

Infrastructure issues with custom insights
and automated support

Reduce troubleshooting by 45-60 minutes*
« Close RMA cases up to two days faster*

Real-time and historical data

Security advisories and field
notices

HCL baselining and notifications

Proactive RMAs

Connected support (Cisco® TAC)

Firmware upgrades

Compliance



Create automated workflows - Cisco Intersight

* Accelerate delivery of applications
and infrastructure

* Reduce risk with standardization
* Simplify cross-domain orchestration

Two options

* Workflow designer
Drag-and-drop workflow authoring
* APIs/SDKs

For using your existing automation tools
(Ansible, Terraform, etc.)




Visibility in the
Al Ready Data
Center

cisco ﬁmwef



Your Network Generates a LOT of Information

Software Telemetry

Config File
Syslog  Tech-Support
Accounting Logs

Debug Logs

Event Environmental
alig el Mac Table

Hardware Telemetry

Flow ASIC
Information Statistics

Buffer

Flow Events | jjization

Advanced
QoS Visibility

Having all the information is not the same as having all the answers



Nexus

Dashboard - How it works

Streaming Telemetry + Actionable Insights

<APIC~

R

Metadata Extraction

@ Software & Hardware @

Telemetry
@ Complex

correlation

-

Modeling and
Machine
Learning

Anomalies

Flows

Failure
Prediction

Root
Cause

servicenaw.

splunk>

kafka

{REST:API}

Proactive Operations: Increase Availability, Performance and Simplify Operation



Nexus Dashboard - SAN Traffic Visibility ND 4.0 -> 4.1

ldentify issues through SAN Insights

Maintain SLAs
Flow Summary (ECT) y Reac ne nclost ummary (ECT)
Monitor SCSI and NVME metrics for your different Initiator and

Target pairs, including ECT/DAL/read/write times and more

Last Hour (d sel o< 1- 15 15-30% @ > 30 Last Ho

Identify deviations and anomalies

AD& Based on active I/O, throughput, and IOPS, detect abnormal traffic ' ' '
=== patterns and spikes that may affect network performance e e

Anticipate performance Customize monitored
issues services



Nexus Dashboard - LAN Flow Visibility ND 4.0 -> 4.1

|dentify latency, congestion, and drops in your network

‘8¢ Nexus Dashboard Q search ® | R Alexander v

“~ Automatically identify services in your network

)‘ Through well-known L4 ports (e.g. Web - TCP port 80) pre-loaded - Tra‘fﬂficrAnal tics
e service categories are learned and monitored. Category - —
customization is also allowed based on your own preferences.

Summary

Pervasive across switches and fabrics

Traffic Analytics Score is C

Thre:

Learn about clients and services connecting across multiple
fabrics without rules or any additional rule configuration.!

Traffic Analytic Metrics

Latency @ Critical
amount of time it tak

Drops & Healthy

g Granular visibility for every connection

g i From OVera” fabric score, to Category, SerVice, and CormectiOﬂ, Endpoint Service Categories by Score Number of Service Endpoints by Category
o Traffic Analytics can monitor individual client-to-service sessions
and allows you to “tap-in” by capturing flow records on demand

Requires: ACI - 6.1.1 and NX-0OS 10.4(2F)

* Fabrics must have PTP configured for timestamping

Anticipate performance Customize monitored
issues services




Nexus Dashboard - Fabric Delta Analysis ND 4.0 -> 4.1
More then comparing individual metrics

Uiy Nexus Dashboard

Health Delta Policy Delta

Anomalies

View new, unchanged, and cleared anomalies between two points in time ~ e Jeosa sz e o s
to learn about changes in your network

Resources
CED Learn about endpoints, interfaces, routes, VRFs, and other objects

that may have changed their configuration or health status

Health Delta

Anomaly Count

Total Anomalies

& critical Anomalies Major Anomalies Warning Anomalies

Earlier ater Earlier

1"

Earlier

Policies and configuration

Health Delta by Resources

— Get an XML (ACI) or CLI (NX-OS) view of the specific objects that
have changed, how they changed and who changed them

Health Delta

Learn about any changes Troubleshoot
in your network faster



Cisco Nexus Dashboard - Operate

Pre-change analysis

Simulate the impact of change before it happens

Simulate adding, removing, or modifying your fabrics’ configuration and
learn if existing anomalies will clear or if new ones will arise

Maintain compliance

Know beforehand if changes in your network will violate any
configuration or communication compliance rules

Execute changes
with confidence

= Jul Nexus Dashboard

Analysis Hub

Policy CAM
Monitor you

Connectivity

anothe

Bug Scan

Evaluate potential
change implications

ND 4.0 -> 4.1

Q Search + Explore 7l

Conformance
Keep tr

Sustainability

Endpoint Locator

LACI only, NX-OS support expected with version 4.1 (not committed)



Nexus Dashboard - Connectivity Analysis
Endpoint to Endpoint Analysis

Al

Evolve from traceroute

Add a source and destination IP or MAC address and let Nexus
Dashboard do the rest. Optionally add L4 ports to be more specific

Increased visibility

Add forwarding (ELAM and OAM) and consistency checks, routing
verification, traffic analytics and security’

Single and multi-fabric?

Visualize the whole path even when endpoints communicate
through different Nexus-Dashboard-managed fabrics

1 Security and Traffic Analytics views are expected to be integrated in version 4.1 (not committed)
2 Must run Nexus Dashboard 4.0 and above

“dses’ Nexus Dashboard

Create Connectivity Analysis

Source IP

@ o273 @ 2034338

@ Analysis Complete

4 Packets Found (D)

m Dallas On-Prem AC

Learn about any
in-transit issues

Avoid isolated
troubleshooting

B Austin On-prem ACI

ND 4.0 -> 4.1

i2 [ @ 204.33.43




Cisco Nexus Dashboard - Search and Explore

Ask Questions -> Get Answers

Q
0

Search for anything across fabrics

Endpoints, IP addresses, switch names, configuration elements. Just type
the first 3 characters and auto-suggestions will come up

Ask questions, get answers

Explore what interfaces are associated with a given VRF, who can
talk to whom and how?', and many others useful tasks.

Uiy Nexus Dashboard

Search and Explore

Al Onling Fabrics

GETTING STARTED

Find Anyth

ND 4.0 -> 4.1

Hi, admin!

Start exploring by asking me a question or giving me an instructicn

* “Can’

Find what you
need faster

Centralize
troubleshooting

queries are only supported on ACI, expected NX-OS support by 4.1 (not committed)



Cisco Nexus Dashboard - Anomaly Correlation N> 4.0 > a1

Simplify path to Root Cause

Analyze > Anomalies > Switch Down

Switch Down  root Refresh [

What’s Wrong?

F neighbor IPN-1 connected to spine-1i

Hardware process crashes

&  Anomaly Level Critical f\ Status Active

C Fabric ction Time
Connectivity ACI-Austin January 1,2023 10:00 AM (PST) January 1, 2023 10:00 AM (PST)

Fan tray, power supply failures

What triggered this anomaly?

F neighbor IPN-1 connected to spine-1 s currentl

Interface utilization, microburst

What’s the impact?

7 additional correlated anomalies me

DOM, CRC, FCS

B switch Down  Root

Hardware temperature, memory

|dentify the root cause anomaly to reduce manual troubleshooting



Cisco Nexus Dashboard @D Nt

Cisco Al

Gy

Predictive Maintenance

Al

Al Aésistant

Fault Detection
(SFP, disk drive, PS)

( Firmware Upgrade )
Suggestions Tj
(Traffic Usage Profiling) g

Intelligent
Documentation (LLM)

( CVE Insights

Automation

Network Pfovisioning

Firmware Upgrade )

( Autonomous Bug ) Event Correlation (Automated TAC Case
Scanning
( Anomaly Correlation ) (Network Deployment)
( Automated Log ) Y Automation ( Integrated GenAl )
Collector ( Network Optimization Framework
. . Network
Advisory Correlation (Network Performance) O] T ——
Optimization
C Root Cause Analysis ) ( Network Validation )
Self Healing Networks

( Autonomous Traffic )
Shaping




Optimizing and Assure
Network Infrastructure
for Al Workloads

cisco @M



Why optimize? Al traffic is moving the needle...

GROWTH OF Al-DRIVEN Meta backbone traffic grew >30% YoY for
TRAFFIC ON OUR BACKBONE the last 4 years

Al-driven traffic grew faster and overtook
non-Al traffic

GPT-4 has 1.76 trillion parameters, a
massive increase from GPT-3's 175
billion parameters, requiring exponentially
more compute and networking resources.

Al workloads require ultra-low latency
(sub-100 microseconds) and high
throughput for efficient processing.

Meta, @Scale conference, September 2024

cisco 0071W









Listening to the market

Gen Al is expected to be the

#1 driver

of infrastructure investments
over the next 18 months

cisco cﬂr/wef

McKinsey reports

/9%

of large enterprises will rely on
Al-infused processes by 2026

Lightreading says there was

29%

Growth in DCI traffic in
2024



Data Center Connectivity

EVPN
Multi-Site
overlay

cmco(jbhﬂ&ﬂ‘




Monitoring DC to XY/Z tlows in transport network
« Using ACI or VXLAN EVPN to L2/L3/MPLS or SR handoff allows the transport team to

monitor the DCs to XYZ flows using Provider Connectivity Assurance

s

IP/MPLS/SR
(Eé)‘) L2 (VLAN/VXLAN)

(JN"EJWQ

Access/Pre-Agg.

cisco cM

S En L

ACI| Remote
Leaf (VXLAN)

ACI (VXLAN) ACI (VXLAN)

SR-MPLS SRr:iAPLS
Interworking Interworking

SR-MPLS
Interyorking

Network
Technology/Encapsulation

/‘ Internet

~ Public Cloud

( Provider )

i

;i

CO /Agg./ HE Regional DC Central DC

B

Peering/Co-Lo



Customers expect a great
experience as network
complexity and costs
Increase.

« Higher demands on networks and
services

Complex and distributed
network; fragmented tools

« Performance visibility silos




Introducing Cisco Provider Connectivity Assurance

Proactive assurance with real-time visibility and unparalleled accuracy for consistently great digital experiences

Activation testing Problem detection Exec dashboard Self-service reporting

\ \ / / Provider

@ Connectivity
Assurance

» Al-enabled predictive analytics

. . . * Multi-layer data ingestion &
Provider Connectivity / ]‘ \ y g

correlation

Assurance Sensors » Real-time anomaly detection
* Accurate synthetic testing @ @

* End-to-end services Multi ult| Multi

« User experience vendor domain layer

A A

L A

Outcome: Improved service quality, lower costs, outstanding experience



Assurance Sensor capabilities

Robust feature set enables critical network service quality measurements

e = (R
FPGA powered hardware Sensor Agents Sensor Capture VM

End-to-end service and QoE assurance

Synthetic (active) multi-layer testing
Predictive/ultra-accurate
(e.g., jitter, bandwidth, latency)

Multi-layer real user experience
Service and application experience

Contextual performance assurance analytics

Synthetic (active) multi-layer testing
« L2/L3: TWAMP, Y.1731, UDP/ICMP echo
u-second precision, 1 second reporting
« L4/L7: TCP, HTTP, FTP, DNS, Trace

Service activation testing
RFC2544; ITU-T Y.1564, RFC6349

Bandwidth metering
Microburst detection, Tms sampling

Multi-layer real user experience (capture)
Service and application experience

Multi-vendor, multi-layer, multi-persona

Reporting, visualization and Al-native analytics



Service-centric visibility for proactive operations

Performance metrics and KPIs

Correlate with network telemetry Optimize digital experience
Sub- 1 Make changes to
Speed second way ensure service quality
sampling metrics
o Enable revenue
' ' 88 vo® —  » End-customer portals for
= SLA visibility and alerts
- pSec 20+ Correlate  Predict
Precision - KPls Apply insights
Macro to microsecond -
, w . .. level view i lick
Provider Connectivity Assurance Provider Connectivity Assurance evel view in 3 clicks
Sensors Real-time Al-native analytics

Continuously optimize digital experience @

Single view of network and end-to-end service performance




Customer perception is measured in milliseconds,
Nnot minutes

1 min ' Delay 966
sampling

Customer
A is impacted!

SLA is breached

meLaeney s | Perception But in reality

below threshold

Service is performing according to SLA/SLO | Service is impacted by intermittent latency issues



Data center network connectivity & service assurance

Challenge

Data centers are at the heart of today’s digital
infrastructures, supporting a myriad of applications and
services. When problems arise, the impact can be crippling.

The ability to detect and address performance bottlenecks,
hardware failures, and network issues is key to safeguarding
the functionality, reliability, and efficiency of DCs.

Solution

Cisco Provider Connectivity Assurance enables data center
providers to gain full visibility into performance across
and/or within their owned or leased estate of DCs.

Offers immediate benefits with proactive performance
monitoring (latency, packet loss, and jitter) across inter DC,
intra-DC, and cloud environments.

Proof of innocence tool to determine if internal application
performance issues are related to the network.

Outcomes

Offers operators per-DC or end-to-end service

Allows operators to monitor and identify issues before
they can impact SLAs, either across the WAN or at the
application layer.

Enables operators to effectively troubleshoot and plan
upgrades (or switching to alternative 3rd party providers in
a leased scenario) - offering OpEx and CapEx benefits.

Orchestration &
Cisco Provider = {3 Automation
e support with CNC,

Connectivity @

Assurance NSO, Nexus and

Splunk
Cisco Provider Connectivity Sensors

Sensor ﬁE H

Agent

il

[
Sensor Sensor El E Sensor
SFP SFP .

compute compute

. Cl:éittaer.‘ @ Req‘;ional @

cloud zones
I‘nterconr:nect ...... ' Data Genter
ion Services L_[\J



Performance N

Monitoring I
° l ol l <—ﬂ_
| 1

il h
MOI’I itOI‘ e Main Building SOC/User/ Enterprise Business

End-to-end end user customer network with metrics of °
Jitter, Delay, PL and BW with a central multi-user

dashboard ﬁ

Identify
Impact of BW consuption, PL, Jitter, Delay by branch o i \

office, topology changes, service degradation, cor
map colors, macro to micro detail by circuit user

o Retail Stores Cisco Router IPSLA Reflector o .E
SkylightRoad Runner
Bandwidth

«— NFV Tunnel

Skylight Qrchestrator

Sensor Control % SFP Compute

ERe A

—_— TWAMP Session



Bandwidth metering

Detecting microbursts

Benefits

» Detect microbursts: Throughput max, avg with 1 second
reporting

+ Validates capacity and traffic engineering

* Business benefits:
- Usage reporting via end-customer portal
- Upsell opportunities for extra bandwidth

 Proactively monitor, assess and diagnose issues when
correlating with continuous PM

Measurements
+ Continuous in-service monitoring of bandwidth utilization

» Supports L2-L4 filters enabling monitoring by IP, protocol,
port number, CoS, VLAN, etc..

« Ultra granular real time monitoring with sampling every
1/10/100/1000ms and reporting per second

« Monitor up to 14 flows per direction (down/up)

Granular measurements
show peak measurements
at 20Mbps

27T IMAX 2

24 2m
20.0m
10.0m
50m

29 Ok L | P

sep 21
3.25

B Average shows
LT AVG 2 obie ect = 615d04 5Mbps throughput

4.0m

3.0m

20m

1.0m

695 L
o

o
b
e

This information can lead to adequate buffer sizing which can result in
either latency or packet loss when traffic increases

Cisco bandwidth

_ metering (ms sampling
and per-second
reporting)

Traditional Reporting
(1min sampling)

time (minutes)



Sensor Capture: real user experience monitoring

Real-time, full stack visibility, down to each session and transaction

Real-time \/$ L4-7 transactions Provider Connectivity
analytics ~ Assurance
SQL, CITRIX, HTTP,
GUIl/visualization/
c analytics
001 ® — HTTPS / TLS, DNS, el Y
10010011 11100011 SIP-RTP, SMB / CIFS / FTP
111000117 10010011 @ — TCP @
—
Universal Wire data Assurance ﬂ e -
Coverage Sensor Capture
Network performance
Ethernet/IP
= Network I Application Application
. i del
£ performance @ et @ performance
+ How is network used? + End-user experience + Transaction-level Power of real_tlme' per—paCkEt |ntelllgence >
« How is it performing? - Application delivery response times Only 0.02% - 2% (avg.) of actual traffic
« Identify and isolate over end-to-end + Application errors .
network-level errors infrastructure * Back-end performance 4

» Degradation scope and
fault domain origin




cisco aM

Nexus Dashboard and Insights driving to
simplify Operations and Visibility

E— s Streaming Telemetry + Insights leads to
//' Actions —and Root Cause
. PCA allows your team to monitor traffic
—4 from a passive and synthetic perspective

N
N
N
N

\\ % A Analyze and forecast traffic patterns and
D ¥ behaviors

N
N
N
N
N

\\
@3’:’%1 Granular msec monitoring



Thank you

cisco aM




	Seamless Operations and Observability in the Data Center
	Slide Number 2
	Cisco powers how people and technology work �together across the physical and digital worlds
	Transform data centers to power AI workloads anywhere
	Operations – in the�AI Ready �Data Center 
	We need to reimagine the data center for the AI era�
	Cisco Data Center Networking Portfolio
	Slide Number 8
	ACI simplification
	Introducing Cisco Nexus ONE�
	Cisco Nexus Dashboard
	Cisco Nexus Dashboard - Operations
	Nexus Dashboard - Operations
	Cisco Nexus Dashboard - Operations
	Cisco Nexus Dashboard - Operations
	Cisco Nexus Dashboard - Operations
	Securing Data Center Nexus and ACI Switches against Vulnerabilities
	Cisco Nexus Dashboard - Operations
	Cisco Intersight Infrastructure Service�
	View in one place – Cisco Intersight �
	Prevent and Resolve – Cisco Intersight �
	Create automated workflows – Cisco Intersight �
	Visibility in the AI Ready Data Center
	Your Network Generates a LOT of  Information
	Nexus Dashboard  - How it works
	Nexus Dashboard – SAN Traffic Visibility
	Nexus Dashboard – LAN Flow Visibility
	Nexus Dashboard – Fabric Delta Analysis
	Cisco Nexus Dashboard – Operate�
	Nexus Dashboard – Connectivity Analysis
	Cisco Nexus Dashboard  - Search and Explore
	Cisco Nexus Dashboard
	Cisco Nexus Dashboard�Cisco AI
	Optimizing and Assure Network Infrastructure for AI Workloads
	Slide Number 35
	AI Traffic Example
	Slide Number 37
	Slide Number 38
	Slide Number 39
	The Need for Service-Centric Assurance
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	Slide Number 45
	Slide Number 46
	Slide Number 47
	Slide Number 48
	Recap
	Thank you

