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About the Documentation

The following table provides an overview of the significant changes to the features in this guide through the
current release. The table does not provide an exhaustive list of all changes made to the guide or of the
new features up to this release.

Change History

e e

January 2026 First publication See Applicable Applications and
Versions.

New and Changed Information

Table 1. New Features and Changed Behavior in Cisco Virtualization Guide for Cisco On-premises Calling Applications

January 2026 Initial release current through:

o Applications release
15 SU4

e VMware vSphere ESXi
8.0

¢ Nutanix AHV 10.0,
AOS 7.0, PC 2024.3

¢ Cisco NFVIS-for-UC
4.18
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Introduction to Supported Virtualization Environments

Cisco only supports on-premises calling applications in the following virtualization environments when
configured in accordance with this document. This document covers common virtualization baseline
support.

Note: For application-specific details, including any application-specific differences from this document,
see the Install Guide of each application.

VMware vSphere ESXi

VMware ESXi (formerly named ESXi, now renamed back to ESX in version 9.0) is an enterprise-class, type-
1 hypervisor developed by VMware and Broadcom. As a Type 1 hypervisor, ESXi runs directly on bare-
metal hardware without requiring a host operating system, providing direct access to hardware resources
for enhanced performance and efficiency.

Cisco on-premises applications are supported on VMware vSphere ESXi running on a broad spectrum of
Cisco Calling Appliances, Cisco General-purpose Compute/Storage, and third-party General-purpose
Compute/Storage.

For more information on vSphere ESXi, see Broadcom.com.

For more information on Cisco on-premises calling applications support on ESXi 8.0, see Virtualization
Requirements for VMware vSphere ESXi.

For more information on Cisco on-premises calling applications' support of vSphere ESXi 7.0 and older,
see Cisco Collaboration Virtualization.

Nutanix AHV

Nutanix is a hyperconverged infrastructure (HCI) platform that integrates compute, storage, and networking
into a single, software-defined system, providing a robust foundation for hybrid cloud deployments.

Acropolis Hypervisor (AHV) is a hypervisor from Nutanix that runs alongside Acropolis OS (AOS)
hyperconvergence software and Prism Central (PC), a web-based, centralized management software.
These products are all part of Nutanix Cloud Infrastructure (NCI) or Nutanix Cloud Platform (NCP) portfolios.

Cisco Compute Hyperconverged with Nutanix (CCHN) is a joint solution that runs Nutanix software on
Cisco hardware, with joint support from both companies.

Cisco on-premises applications are supported on Nutanix AHV, AOS, and PC with CCHN hardware.
For more information on Nutanix software, see the Nutanix Home page.
For more information on CCHN hardware, see Cisco Compute Hyperconverged with Nutanix

For more information on Cisco on-premises calling applications support on Cisco Compute
Hyperconverged with Nutanix, see Virtualization Requirements for Nutanix AHV.
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Cisco NFVIS-for-UC (Network Function Virtualization Infrastructure Software)

Cisco NFVIS (Network Function Virtualization Infrastructure Software) is a hypervisor product from Cisco's
Enterprise Network Function Virtualization (Enterprise NFV)) portfolio. It is a special-purpose Linux/KVM-
based virtualization layer for deploying select application workloads on select Cisco hardware.

Cisco NFVIS-for-UC is a special edition of NFVIS. Select Cisco on-premises calling applications are
supported on Cisco NFVIS-for-UC (not the base Cisco NFVIS product) on select Cisco Calling Appliances
only.

For more information on the base Cisco NFVIS from Cisco Enterprise NFV, see the following:

o Optimize the virtualization layer

o Cisco Enterprise NFV Infrastructure Software

For more information on Cisco on-premises calling applications support on Cisco NFVIS-for-UC, see
Virtualization Requirements for Cisco NFVIS-for-UC.

Applicable Applications and Versions
This document applies to the following:

e Version 15SU4 of UCM, SME, IMP, CUC, CER

o Version X15.4 of Cisco Expressway Series

o The Enhanced Survivability Node of Webex Calling dedicated instance (“DI ESN”) is also supported;
its virtualization requirements are described here: Link

Physical Hardware Categories

Cisco on-premises Calling applications use the following categorizations of compute and storage hardware
in this guide:

Cisco Calling Appliances
o Cisco Business Edition 6000 (BE6000 or BE6K)
« Cisco Business Edition 7000 (BE7000 or BE7K)
o Cisco Expressway CE1400V (CE1400V)

Cisco General-purpose Compute/Storage
Including but not limited to:

o Cisco UCS C-Series

o Cisco UCS X-Series

o Cisco UCS B-Series

e Cisco HCI-Series
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e Cisco HCIX-Series

e Cisco HX-Series

Third-party General-purpose Compute/Storage
e Third-party compute from various vendors.

e Third-party storage from various vendors, either local DAS, external SAN/NAS, or Hyperconverged
(HCI/SDS).

Unsupported Infrastructure

Cisco does not support on-premises calling applications on infrastructure environments that are not
explicitly listed.

Unsupported environments/No support includes (but is not limited to) the following:

« Bare-metal / non-virtualized / physical installation on any hardware or public cloud bare-metal
solutions.

« Any other on-premises hypervisors, for example, Hyper-V or Azure Local

o New features in VMware Cloud Foundation (VCF) 5.2.2 and older; only traditional ESXi+vCenter
supported.

« Any customer-provided open-source environments, for example, RedHat OpenShift or OpenShift
Virtualization, Proxmox VE, Harvester, KVM-based or Xen-based Linux distributions, and more.

« Any customer-provided-3rdparty-public clouds, for example, Amazon EC2 or EVS, Azure
Compute or Azure VMware Solution, OCI or Oracle Cloud VMware Solution, GCP or Google Cloud
VMware Engine, Alibaba, IBM Cloud, and more.

o Hybrid infrastructure, cloud-connected or cloud extension-based environments, for example,
Amazon AWS Outposts, Azure Stack Hub (ASH), Dell Apex Cloud Platform, GKE On-prem, and
more.

© 2026 Cisco and/or its affiliates. All rights reserved. Page 6 of 32



General Requirements

Recommended Design Workflow

The recommended workflow to properly size and configure a virtualized environment for On-premises
Calling applications is below (details in subsequent sections):

1. Inter-application Compatibility
2. For each application:
a. Per-Application Design
b. Per-Application Derive Virtual Machine (VM) count/specifications
3. Application / Hypervisor Compatibility
4. VM Placement
5. For each server/appliance:
a. Required Hardware Specification

b. Bill of Materials (BOM)

For examples of how to use this workflow, see the chapter on Example Hardware Bill of Materials
(BOMs).
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In a Nutshell

© 2026 Cisco and/or its affiliates. All rights reserved.

Cisco Virtualization Design Workflow

PHASE 1 - Inter-Application Comp
« |dentify applications

Check interdependencies

+ Validate communication paths

PHASE 2 - Per-Application Analysis
Step 2a - Per-Application Design Step 2b - Derive VM Specs
» Define arc| VM count per app
» |dentify app = vCPU and RAM per VM
» Data flow mapping = Storage and IOPS needs

PHASE 3 - Application / Hypervisor Compatibility
= Map apps to hypervisor features

Check OS support matrix

+ Validate tools and drivers

PHASE 4 - VM Placement
+ Group VMs by workload
Host capacity planning

+ Availability and HA rules

PHASE 5 - Server / Appliance Specifications

Step 5a - Hardware Specs
+ Total CPU/RAM

Storage capacity

Network interfaces

Step 5b - Bill of Materials
= Server models
= Licenses and subscriptions
Support contracts

Validated Virtualization Design - Proceed to Implementation
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Inter-application Compatibility
Pre-requisites: Identify all of your applications and their compatible versions.
For Cisco on-premises applications compatibility, see the following:
o Cisco Collaboration Systems Release 15
o Cisco Collaboration Systems Release Compatibility Matrix
« Software Compatibility Matrix of each application, for example, Cisco Unified CM+IMP 15 SU4

Result: The “output” is a list of applications and their versions.
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Per-Application Design
Pre-requisites: For each application, perform capacity planning, sizing, and cluster design based on your
scale and redundancy requirements.

Use one of the following documents, based on the level of prescriptive guidance you require:

« If planning a typical best practices design and deploying on Business Edition 6000 (BE6000) hardware,
see section BE600O Supported Solution Capacities in the appropriate Installation Guide.

« If planning a typical best practices design and deploying on Business Edition 7000 (BE7000) or
similarly-spec'd hardware, see the section Simplified Sizing Examples in the appropriate Cisco
Collaboration Sizing Guide.

« If you need a more customized design, see either the Cisco Collaboration Preferred Architectures or
the appropriate Cisco Collaboration System Solution Network Design Guide.

Result: The “output” is a set of application nodes, each with a “T-shirt size” capacity, used to determine
virtual machine information.
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Per-Application Derive Virtual Machine (VM) count/specifications

The previous section details how many Virtual Machines are required.

To get the specifications of each Virtual Machine, see each application node in that application’s
Installation Guide.
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Application / Hypervisor Compatibility
Identify compatible release of hypervisor software and any other required infrastructure software.
For hypervisor major/minor release compatibility, check the Installation Guide of each application.

For hypervisor maintenance/patch release compatibility, check each hypervisor-specific chapter in this
document for the common virtualization requirement, and the Installation Guide of each application for any
app-specific callouts.

Hyperconverged environments like Nutanix also require checking other components, like
hyperconvergence software versions.

For major/minor hypervisor releases, you can use QuoteCollab to save time.

For previous releases, see the Cisco Collaboration Infrastructure Requirements document.
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VM Placement

Derive server/appliance count using applications’ VM Placement and co-residency rules vs. your needs for
sites and redundant hardware.

You can use QuoteCollab to save time.

Unless otherwise indicated in application-specific documentation, co-residency of Cisco on-premises

Collaboration applications + other Cisco applications + 3rd-party/customer-homegrown applications is
allowed if the underlying virtualization environment allows (for example, Cisco NFVIS-for-UC does not

support any “other Cisco” or 3rd-party applications).

All applications sharing hardware must align with the requirements in this document. To diagnose or
resolve an issue with a Cisco on-premises calling application, Cisco TAC may ask that workloads be
powered down or moved to another server (for example, if a 3rd-party workload is a “noisy neighbor”
causing symptoms in Cisco Unified CM).

VM Placement rules for each hardware component are in the next section.
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Required Hardware Specification

Derive raw physical hardware specs required for the set of application VMs you will run on each server,
then combine with hypervisor system requirements to complete the required hardware specifications.

You can use QuoteCollab to save time by checking each hypervisor-specific chapter of this document.
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Bill of Materials (BOMs)

Follow server- and appliance-specific rules to translate these hardware specs into orderable Bill of
Materials (BOMs).

o For Cisco Business Edition 6000/7000 appliances, see their Datasheets and Ordering Guides.

o For the Cisco Expressway CE1400V appliance, see its Installation Guide and the Expressway
Release Notes.

e For Cisco UCS or CCHN servers, see their Datasheets and Spec Sheets.
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Virtualization Requirements for VMware vSphere ESXi

Overview

e For an overview of VMware vSphere ESXi as a supported virtualization environment, see the
Introduction to Supported Virtualization Environments.

« In general, applications on a compatible ESXi release are supported on Cisco and 3rdparty
hardware listed in the VMware by Broadcom Compatibility Guide as supported for that ESXi release.

o Cisco calling appliances: Business Edition 6000/7000 M5, M6, M7 generations and Cisco Expressway
CE1400V M7.

> Cisco UCS, HX, HCI, HCIX models (a Cisco-specific ESXi image may be required).

3rd party compute with local DAS storage or 3rdparty storage (local DAS, 3rd party SAN/NAS, 3rd party
HCI).

« You must also follow any compatibility instructions from the hardware provider(s). For example, the
Cisco UCS Hardware and Software Compatibility tool.

¢ You must also follow the application rules for CPU, Memory, Storage, and Network in this chapter.

Application / Hypervisor Compatibility

ESXi releases through 8.0 can be described as Major and Minor. Within a Major/Minor, there are various
Update and patch releases, and other versioned components like Virtual Machine File System (vmfs),
Virtual Machine Hardware (vmv or vmx), and (only for application releases previous to 15 FCS) VMware
Tools (replaced by Open VM Tools in 15 FCS and beyond).

For compatibility of application releases with ESXi Major/Minor releases (for example, “8.0”, “7.0”, “6.7”),
see each application’s Installation Guide.

o Compatible releases will be explicitly listed.
¢ Unlisted releases are not supported and not tested.

« See Broadcom.com for when compatible releases enter Broadcom’s release end-of-life and
implications for support.

Within a supported ESXi Major/Minor release,

« A minimum Update release may be required for application compatibility (for example, “8.0 U1” not
“8.0 GA” is the minimum requirement for “8.0” compatibility).

« Subsequent Update/Patch releases (for example, “8.0 U2”, “8.0 U3”) are compatible unless
explicitly indicated otherwise.

Note: Certain Update/Patch releases may be compatible only with specific hardware; see
Broadcom.com and your hardware’s documentation for details.

« For Virtual Machine File System (vmfs), see Broadcom.com for Major/Minor/vmfs compatibility. All
vmfs versions are compatible with applications unless explicitly indicated otherwise.
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o For Virtual Machine Hardware (vmv or vmx), see Broadcom.com for Major/Minor/vmv
compatibility.
o Application versions will define the minimum compatible version. For example, UCM 15
requires a minimum vmv 17/vmx 15.

o Newer vmv/vmx versions are compatible unless explicitly indicated otherwise.

o Cisco only provides Application OVAs for the required minimum vmv; if the customer needs
a newer vmv, deploy OVA with the old vmv, then upgrade the vmv.

« VMware VM Tools (vmtools) are not compatible with applications release 15. Open VM Tools
(open-vmtools) are required and are provided with the application.

VM Placement and Required Hardware Specifications

You can use QuoteCollab to save time, or follow the VM Placement Rules.
CPU / Processor Requirements

General

« If Cisco Calling Appliance, the CPU vendor/architecture/model is selected by default in the
appliance model (no changes are supported). For more details, see Install Guide of each appliance.

e For Cisco General-purpose and 3rd-party General-purpose hardware, must follow:

o CPU vendor/architecture must be listed in the table below. Applications are not supported for unlisted
vendors/architectures (for example, ARM is not supported, nor is the Intel Processor-D architecture).

o Within a vendor/architecture, the selected CPU model must follow these rules:

- Model range must be listed in the table below (for example, Intel 69xxP or AMD 9xx5). Applications
are not supported on unlisted model ranges. Some applications support different model ranges for
different scale points.

- Have a minimum Base Frequency defined by each application’s Installation Guide (which may vary by
scale point). Applications are not supported on frequency-scaling technologies like Intel Turbo Boost or
AMD Turbo Core / Core Performance Boost / Precision Boost. Applications are not supported on CPUs
that use power management “throttling” features.

CPU Supported CPU model Example Model Example Cisco Product IDs
vendor/architecture [ranges
codename & details ‘ (Cores [ Base Frequency)
on their website (unlisted ranges not
supported)
(unlisted
vendors/architectures
not supported)
Intel Xeon Granite Xeon 6 6900 P-core 6960P (72C/2.7 GHz) n/a
Rapids (69xxP)
Link
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CPU Supported CPU model Example Model Example Cisco Product IDs
vendor/architecture [ranges

codename & details ‘ (Cores [ Base Frequency)

on their website (unlisted ranges not
supported)

(unlisted

vendors/architectures

not supported)
Xeon 6 6700 P-core 6730P (32C/2.5 GHz) UCS-CPU-16730P
(67xxP)
Xeon 6 6500 P-core 6505P (12C/2.2 GHz) UCS-CPU-I6505P
(65xxP)

(E-core and/or 63xx
models not supported)

AMD 5th-gen EPYC  AMD EPYC 9005 (9xx5) 9115 (16C / 2.6 GHz) UCS-CPU-A9115
Turin

Link

Intel Xeon Emerald Xeon Platinum 8500 (85xx) 6526Y (16C/2.8 GHz) UCS-CPU-16526Y
Rapids Xeon Gold 6500 (65xx) 4510 (12C/2.4 GHz) UCS-CPU-14510
Link

Xeon Gold 5500 (55xx)*
Xeon Silver 4500 (45xx)*

Intel Xeon Sapphire  Xeon Platinum 8400 (84xx) 6426Y (16C/2.5 GHz) UCS-CPU-16426Y
Rapids Xeon Gold 6400 (64xx) 4410Y (12C/2.0 GHz UCS-CPU-14410Y
Link

Xeon Gold 5400 (54xx)*
Xeon Silver 4400 (44xx)*

AMD 4th-gen EPYC AMD EPYC 9004 (9xx4) 9334 (32C / 2.70 GHz)

Genoa 9224 (24C | 2.5 Ghz)

Link

Intel Xeon Ice Lake Xeon Platinum 8300 (83xx) 6326 (16C/2.9 GHz) UCS-CPU-16326
Link Xeon Gold 6300 (63xx) 4310T (10C/2.3 GHz) UCS-CPU-14310T

Xeon Gold 5300 (53xx)*
Xeon Silver 4300 (43xx)*

AMD 3rd-gen EPYC ~ AMD EPYC 7003 (7xx3) 7453 (28C/2.75 GHz)  UCS-CPU-A7453
Mitan 7313P (16C/3.0Ghz)  UCS-CPU-A7313P
Link
Intel Xeon Cascade  Xeon 8200 Platinum (82xx) 6242 (16C / 2.80 GHz)  HX-CPU-16242
"f“ke Xeon 6200 Gold (62xx)
Link Xeon 5200 Gold (52xx) *

Xeon 4200 Silver (42xx) *

Intel Xeon Skylake Xeon 8100 Platinum (81xx) 6132 (14C / 2.60 GHz) UCS-CPU-6132
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CPU Supported CPU model Example Model Example Cisco Product IDs
vendor/architecture [ranges

codename & details ‘ (Cores [ Base Frequency)

on their website (unlisted ranges not
supported)

(unlisted

vendors/architectures

not supported)

Link Xeon 6100 Gold (61xx) 4114 (10C / 2.20 GHz) HX-CPU-6142
Xeon 5100 Gold (51xx) * UCS-CPU-4114

Xeon 4100 Silver (41xx) *

* Only supported for deployments of <1K users and <2.5K devices

VM Placement Rules

« Unless explicitly indicated otherwise in the application Installation Guide, deployments must follow
these rules: Physical CPU cores: Each server must provide a total physical core quantity at least
equal to the sum of all virtual machines' vcpus. For example, if your physical server is 2S/10C, you
may run any combination of VMs totaling 20 vCPUs.

« If Hyperthreading is present in the hardware BIOS, always enable, but ignore any Logical Processor
quantity shown in ESXi.

« ESXi CPU Reservations are hardcoded in the Cisco-provided OVA and may not be changed.
Applications do not use CPU Reservations to control VM placement.

RAM / Memory Requirements

General

« If Cisco Calling Appliance, the memory configuration is selected by default in the appliance model
(no changes are supported). For more details, see Install Guide of each appliance.

e For Cisco General-purpose and 3rd-party General-purpose hardware, must follow:
o Physical memory hardware must be supported by the hardware vendor.
> Cisco applications do not prescribe memory module quantity, density, speed, or layout/population.

Follow instructions from the CPU vendor and your hardware provider. For Cisco UCS, see the server
model's Spec Sheet and Memory Guide.

VM Placement Rules
e Physical memory must not be oversubscribed.

o Usable RAM: Memory configuration must provide at least as many GB as the sum of all virtual
machines' vram plus additional memory for ESXi itself. At the time of this writing, additional usable
GB from ESXi Hardware Requirements are:

o ESXi 8.0 minimum 8GB, 12GB for typical production deployments

© 2026 Cisco and/or its affiliates. All rights reserved. Page 19 of 32


mailto:ark.intel.com/content/www/us/en/ark/products/codename/37572/skylake.html%23@Server

Storage Requirements
General
« If Cisco Calling Appliance, the storage hardware and RAID configuration are selected by default in

the appliance model (no changes are supported). For more details, see Install Guide of each
appliance.

e For Cisco General-purpose and 3rd-party General-purpose hardware, must follow:

o The "storage system" is defined as all hardware and software end-to-end required for the UCM virtual
machine's vdisk to be available to the application. Including but not limited to:

o The ESXi datastore configuration.

o One of the following:
= RAID controller with local DAS disks.

= Network adapter, transport network and 3rdparty SAN/NAS array.
= Hyperconvergence software (AOS, HXDP, and more) and underlying hardware.

o The entirety of the storage system must be listed as supported by the ESXi release being run,
per the beginning of this chapter.

« ESXi datastores may be provisioned with eager zero or lazy zero.

VM Placement Rules

« Maximum latency of storage system: Application requirements must be met, or the storage will be
inadequate for the application software load presented. For application symptoms that correlate
with high storage latency, Cisco may require resolving the storage latency before proceeding with
troubleshooting or resolution.

o Unless otherwise indicated, Cisco Collaboration applications require storage systems to have average
virtual machine operating system latency per command <= 25 ms.

o In VMware documentation and monitoring tools like esxtop, this is also called "GAVG/cmd"
(Guest Average Latency per command), and is the response time as perceived by the guest
operating system. It is the sum of two other latency values (GAVG = KAVG + DAVG):

o "KAVG/cmd" (VM Kernel Average Latency per command) - an indicator of CPU
resources/performance. Expected to be Oms in an ideal environment. Values greater
than 2ms may cause performance problems.

o "DAVG/cmd" (Device Average Latency per command) - an indicator of disk
subsystem performance. Values consistently greater than 20-30ms are often
indicative of performance problems in typical applications.

o Latency values over time are expected to fluctuate. Ephemeral spikes above the application's
indicated maximum with tiny duration and tiny frequency are expected, but spikes above the
application's indicated maximum that are frequent, sustained, and/or high-magnitude indicate a
potential problem and are likely contributors to application symptoms.

o See VMware by Broadcom documentation for monitoring, performance, and esxtop for more
details on viewing and interpreting latency values.
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« Usable space: The storage system must provide usable space in GB at least equal to the sum of all
virtual machines' vdisks. Non-appliance hardware may also use thin provisioning, with the caveat
that disk space must be available to the VM as needed; running out of disk space due to thin
provisioning will cause application instability and data corruption, including preventing restore from
backup.

« IOPS capacity: Some storage system design documentation will request information on the
application workloads' I/O operations, including read/write, sequential, and random. For most
applications, this varies by deployment model and capacity; refer to each application's Installation
Guide for details.

« Best Practices by Storage Option
o Local DAS:

o Make sure the RAID controller and all disks are listed by Broadcom as compatible for the ESXi
release being used, and listed as supported by the hardware vendor.

o See hardware providers for guidance on meeting application latency and IOPS requirements.
Below are guidelines only; your results may vary.

RAID1 o HDD pairs are not recommended unless the environment is
very small (fewer than 100 devices or fewer).

o Consider SSD pairs with sufficient usable space. High-
endurance models are recommended, as many Cisco
Collaboration applications are write-intensive.

RAID5 o For most Collaboration deployments, RAID5 has been the
best tradeoff among competing factors of maximizing
usable space, IO performance, fault tolerance, and ease of
failed disk replacement while minimizing total storage
system price and complexity.

o One HDD per physical CPU core, with 4-6 disks per RAID5
array (more disks per volume are discouraged as it
increases the risk of long rebuild times if there is ever a
multiple disk failure).

o Each disk SAS 10kbps (15kbps recommended). The
following are not recommended because they tend to be
too slow: SATA disks and SAS disks with < 10 kbps.

RAID6 o One HDD per physical CPU core, with 4-8 disks per RAID6
array (more disks per volume are discouraged due to
slowed write times vs. many Cisco Collaboration
applications are write-intensive).

o Each disk is SAS with a minimum of 15K rpm. Otherwise,
same guidelines as for RAID5.

RAID10 o One HDD per 2 physical CPU cores, with at least 4 disks
per RAID10 array

o Each disk same as the RAID5 recommendation.

© 2026 Cisco and/or its affiliates. All rights reserved. Page 21 of 32



o 3rd-party SAN/NAS arrays:

o Make sure the SAN/NAS used is listed by Broadcom as compatible for the ESXi release being
used, and listed as supported by the compute vendor.

o Network planning must include both vDisk storage traffic and vnic network traffic.

o Follow hardware vendors’ guidance for compatibility and meeting application latency and IOPS
requirements.

o Hyperconverged environments:
o Cisco Compute Hyperconverged with Nutanix.
o AOS is the hyperconvergence software.
o Network planning must include both vdisk storage traffic and vnic network traffic.

o Follow AOS and hardware vendor guidance for compatibility and meeting application
latency and IOPS requirements.

o VM Placement needs to factor in a required Controller VM on each server.
Specifications of this VM depend on AOS cluster sizing.

Network Requirements

General

« If Cisco Calling Appliance is selected, the network hardware is selected by default in the appliance
model (no changes are supported). For more details, see Install Guide of each appliance.

e For Cisco General-purpose and 3rd-party General-purpose hardware, must follow:

o Network adapters are defined as all NICs, HBAs, VICs, etc., used for the server to access
the network for LAN access or storage access. If storage is SAN, NAS, or HCI, then network
planning must include both vDisk storage traffic and vNIC network traffic.

o Make sure all network adapters used are listed by Broadcom as compatible for the ESXi release
being used, and listed as supported by the compute/storage vendors.

o Network infrastructure is defined as the physical or virtual switching/routing/fabric network
elements providing LAN access or storage access.

o Make sure all virtual elements running on the server are listed by Broadcom as compatible for
the ESXi release being used, and listed as supported by the compute/storage vendors.

o For a physical access switch, you may need to check the compatibility of that switch with your
compute/storage vendors.

VM Placement Rules

« Physical network access links: Each "server" must provide enough for the vnics of all application
VMs (details out of scope for this policy).

o Redundant physical network access links (for example, "NIC teaming") are permitted where
supported by the VMware Compatibility Guide and the network hardware/software providers'
instructions.
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o If you choose to use access options like VLAN trunking or link aggregation, multiple physical
links will be required.

o Application vnic network traffic capacity/quality of service required:

o vnic traffic: see application design guides for their "min spec"” for network traffic and quality
of service (for example, required bandwidth and max tolerable delay, jitter, and loss, along
with which quality of service traffic marking mechanisms they support). For example:

o For example, see Cisco Collaboration 12x guidelines for Network Infrastructure
o For example, see Cisco Collaboration 12x quality of service guidelines

o vdisk traffic: If the same network will be carrying both application VM vnic network traffic
and application VM vdisk storage traffic, make sure to plan for both sets of traffic. Storage
Requirements must be met for the applications to be supported.

« See Cisco network and datacenter Preferred Architectures for best practices on network element
selection and configuration.
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Virtualization Requirements for Cisco NFVIS-for-UC

Overview

For an overview of Cisco NFVIS-for-UC as a supported virtualization environment, see the Introduction to
Supported Virtualization Environments.

e Cisco NFVIS-for-UC is only supported on the following hardware:

o Cisco calling appliances: Business Edition 6000/7000 M5, M6, M7 generations and Cisco
Expressway CE1400V M7.

¢ You must also follow any compatibility instructions in Supported Platforms from NFVIS Release
Notes (for example, Link).

¢ You must also follow the application rules for CPU, Memory, Storage, and Network in this chapter.

Application / Hypervisor Compatibility
The minimum supported releases are 15 SU4 / X15.4 with NFVIS-for-UC 4.18.

Supported NFVIS-for-UC releases can be classified as Major and Minor. Within a Major/Minor, there are
various Maintenance releases.

For compatibility of application releases with NFVIS-for-UC Major/Minor releases (for example, “4.18”),
see each application’s Installation Guide.

o Compatible releases will be explicitly listed. Newer hardware generations may require a newer
minimum Major/Minor release.

o Unlisted releases are not supported and not tested.

o See Cisco EOL Bulletins for when compatible releases enter Cisco’s release end-of-life and
implications for support.

Within a supported NFVIS-for-UC Major/Minor release,

« A minimum Maintenance release may be required for application compatibility (for example,
“4.18.2a” not “4.18.1” is the minimum requirement for “4.18” compatibility).

o Subsequent Maintenance releases (for example, “4.18.2a” as the minimum compatible release vs.
future “4.18.3”) are compatible unless explicitly indicated otherwise.

e There are no other versioned components that need to be tracked/managed.

VM Placement and Required Hardware Specifications

You can use QuoteCollab to save time, or follow the VM Placement Rules.

CPU / Processor, RAM | Memory, Storage, Network Requirements

General

¢« NFVIS-for-UC is only supported on the Cisco Calling Appliance models listed above.
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o The entire hardware loadout and configurations are selected by default in the appliance
model (no changes are supported). For more details, see Install Guide of each appliance.

e NFVIS-for-UC is NOT supported on Cisco General-purpose or 3rd-party General-purpose
hardware.

VM Placement Rules

o NFVIS-for-UC 4.18 requires a “holdback” of 1-2 pcores and 11-13 GB per appliance (depending
on appliance model). These are reserved for NFVIS-for-UC and are not available to application
workloads.

o For general requirements, see Host System Requirements in the NFVIS Software
Configuration Guide, Release 4.x: Link

o Here is a translation of the general requirements into holdback by appliance model:

NFVIS reservatlons

Total Physical | Total Physical Physical cores Memory (GB)
Cores Memory (GB)

BE6000M M5

BE6000H M5 2 20 64 2 12
BE7000M M5 1 14 96 1 11
BE7000H M5 2 28 192 2 13
BE6000M M6 1 10 64 1 11
BE7000M M6 1 16 96 1 11
BE7000H M6 1 28 192 1 11
BE6000M M7 1 12 64 1 11
BE7000M M7 1 16 96 1 11
BE7000H M7 2 32 192 2 13
CE1400V 1 16 64 1 11

All other rules for CPU, RAM, Storage, and Network are the same as on VMware vSphere ESXi
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Virtualization Requirements for Nutanix AHV

Overview

For an overview of Nutanix AHV as a supported virtualization environment, see the Introduction to
Supported Virtualization Environments.

« Cisco on-premises applications are only supported with Cisco Compute Hyperconverged with
Nutanix (CCHN) hardware, in deployment models HCI / Hyperconverged Node or Compute-only
Node with HCI nodes.

o Cisco HCI-Series, HCIX-Series

o Allowed specifications of UCS C-Series, UCS X-Series, HX-Series, and (compute-only
node) UCS B-Series.

o For more information, see CCHN Spec Sheets for Hyperconverged Nodes and Compute-only
Nodes at the link.

¢ Applications are NOT supported on :
o FlashStack (Cisco HCI Node with external storage from Pure Storage)
o 3rd-party HCI nodes
o 3rd-party Compute node with HCI nodes or external storage
e You must also follow:
o Any compatibility instructions from Nutanix and the hardware provider(s).

o Application rules for CPU, Memory, Storage, and Network in this chapter.

Application / Hypervisor Compatibility

The minimum supported releases are 15 SU4/X15.4 with Nutanix AHV 10.0 / AOS 7.0 / Prism Central
2024.3.

Nutanix software releases can be described as X.Y.z.n, where a single X.Y may contain several z.n. For
more information, see the following link

For compatibility of application releases with Nutanix AHV and AOS X.Y (for example, “10.0” or “7.0”), see
each application’s Installation Guide.

« Compatible releases will be explicitly listed.
¢ Unlisted releases are not supported and not tested.

o See Nutanix.com for when compatible releases enter Nutanix’s release end-of-life and implications
for support.

Within a supported Nutanix AHV or AOS X.Y release,
« A minimum z.n release may be required for application compatibility.

« Subsequent z.n releases are compatible unless explicitly indicated otherwise.
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Note: Some releases may be compatible only with specific hardware; see Nutanix.com and the
hardware documentation for details.

e There are no other versioned components that need to be tracked/managed.

VM Placement and Required Hardware Specifications

You must follow Nutanix technical documentation to determine the minimum and maximum server counts
for the Nutanix cluster, as well as the Controller VM specifications for each server.

For application requirements, you can use QuoteCollab to save time, or follow the VM Placement Rules.

CPU / Processor, RAM | Memory, Storage, Network Requirements

General

Only Cisco Compute Hyperconverged with Nutanix hardware listed above is supported.

VM Placement Rules

¢ Rules for CPU are the same as on VMware vSphere ESXi, but must add the vcpu of the Controller
VM.

¢ Rules for RAM are the same as on VMware vSphere ESXi, but instead of the RAM GB overhead for
ESXi, you must add the vram of the Controller VM.

¢ Rules for Storage are the same as on VMware vSphere ESXi, but you must add the vdisk of the
Controller VM.

¢ Rules for the network are the same as on VMware vSphere ESXi.

Bill of Materials (BOM)

When Nutanix cluster design and physical hardware specifications are finalized, use the Spec Sheet for the
desired CCHN server model.
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Example Hardware Bill of Materials (BOMSs)

Summary of Hardware Examples

Example designs are provided for Small Collaboration Design used for Hardware Examples, Medium
Collaboration Design used for Hardware Examples, and Large Collaboration Design used for Hardware
Examples. Each is built with a variety of hardware options.

Cisco Calling Appliances

These examples are supported with Cisco NFVIS-for-UC as described in this virtualization guide.

Business Edition 6000M (M7)
Example for Small Collaboration

Business Edition 7000M (M7)
Example for Medium Collaboration

Business Edition 7000H (M7)
Example for Medium Collaboration

Spec Product ID | Qty Spec Product ID | Qty Spec Product ID | Qty
Base System | BEGOOOM (M7) Appliance BEGK-M7-K9| 1 | |BE7000M (M7) Appliance BE7M-M7-K9| 1 | |BE7000H (M7) Appliance BE7H-M7-K9| 1
CPU | Single Xeon 4510T (18/12C/2.00 GHz) | Included Single Xeon 6526Y (15/16C/2.80 GHz)| Included Dual Xeon 6526Y (25/16C/2.80 GHz) Included
RAM |64GB RAM Included 96GB RAM Included 192GB RAM Included
RAID Controller w/ SuperCAP Included RAID Controller with SuperCAP Included RAID Controller with SuperCAP Included
Storage Local DAS storage ) Local DAS storage ) Local DAS storage !
6 x 600GB SAS in single 6-disk-RAID5|  Included 16x 600GB SAS in quad 4-disk-RAIDS | Included 24x 600GB SAS in quad 6-disk-RAID5|  Included
~3TB usable GB ~1.8TB usable GB per volume ~1.8TB usable GB per volume
OCP 3.0 MLoM NIC 2x10GE Cu Included OCP 3.0 MLoM NIC 2x10GE Cu Included OCP 3.0 MLoM NIC 2x10GE Cu Included
Network + IO | Single PCIe NIC (4x10GE SFP+) Included Dual PCTe NIC (4x10GE SFP+) Included Dual PCIe NIC (4x10GE SFP+) Included
PCIe Riser Included PCle Riser Included PClIe Riser Included
Redundant power supplies Included Redundant power supplies Included Redundant power supplies Included
Misc. | Rack-mounting kit Included Rack-mounting kit Included Rack-mounting kit Included
Trusted Platform Module Included Trusted Platform Module Included Trusted Platform Module Included
Business Edition 6000M (M6) Business Edition 7000M (MG6) Business Edition 7000H (MG6)
Example for Small Collaboration Example for Medium Collaboration Example for Large Collaboration
Spec Product ID | Qty Spec Product ID |Qty Spec Product ID | Qty
Base System | BEGOOOM (M) Appliance BEGK-M6-K9| 1 | |BE7000M (M6) Appliance BETM-M6-K9| 1 | |BE7000H (M6) Appliance BE7H-M6-K9| 1
CPU | Single Xeon 4310T (1S8/10C/2.30 GHz) | Included Single Xeon 6326 (15/16C/2.90 GHz) Included Single Xeon 6348 (15/28C/2.60 GHz) Included
RAM |64GB RAM Included 96GB RAM Included 192GB RAM Included
RAID Controller (12G) Included RAID Controller (12G) Included RAID Controller (12G) Included
Storage Local DAS storage Local DAS storage Local DAS storage
6 x 600GB SAS in single 6-disk-RAIDS Included 16x 600GB SAS in quad 4-disk-RAIDS Included 24x 600GB SAS in quad 6-disk-RAIDS Included
~3TB usable GB ~1.8TB usable GB per volume ~3TB usable GB per volume
2x10GE Cu LoM NIC Included 2x10GE Cu LoM NIC Included 2x10GE Cu LoM NIC Included
Network + IO Dual 4x10GE Cu NIC Included Dual 4x10GE Cu NIC Included
PCle Riser Included PCle Riser Included
Redundant power supplies Included Redundant power supplies Included Redundant power supplies Included
Misc. | Rack-mounting kit Included Rack-mounting kit Included Rack-mounting kit Included
Trusted Platform Module Included Trusted Platform Module Included Trusted Platform Module Included
Business Edition 6000M (MS3) Business Edition 7000M (MS5) Business Edition 7000H (MS5)
Example for Small Collaboration Example for Medium Collaboration Example for Large Collaboration
Spec ProductID |Qty Spec Product ID | Qty Spec Product ID | Qty
Base System | BEG0OOOM (M5) Appliance BE6M-M5-K9| 1 | |BE7000M (MS5) Appliance BETM-M5-K9| 1 | |BE7000H (MS5) Appliance BETH-M5-K9| 1
CPU |Single Xeon 4114 (15/10C/2.20 GHz) Included Single Xeon 6132 (1S/14C/2.60 GHz) Included Dual Xeon 6132 (28/14C/2.50 GHz) Included
RAM |48GB RAM Included 96GB RAM Included 192GB RAM Included
RAID Controller (12G) Included RAID Controller (12G) Included RAID Controller (12G) Included
Storage Local DAS storage ) Local DAS storage ) Local DAS storage !
6 x 300GB SAS in single 6-disk-RAID5|  Included 14x 300GB SAS in dual 7-disk-RAIDS | Included 24x 300GB SAS in quad 6-disk-RAID5|  Included
~1TB usable GB ~1TB usable GB per volume ~1TB usable GB per volume
2x10GE LoM NIC Included 2x10GE LoM NIC Included 2x10GE LoM NIC Included
Network + IO Dual 4x1GbE NIC Included Dual 4x1GbE NIC Included
PCIe Riser Included PClIe Riser Included
. |Single/ non-redundant Power supply Included Redundant power supplies Included Redundant power supplies Included
Mise. | ack-mounting kit Included Rack-mounting kit Included Rack-mounting kit Included
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Cisco Compute Hyperconverged with Nutanix

<<COMING SOON>>

The following are for the HCI/Hyperconverged Node deployment model.

These examples are supported with Nutanix AHV as described in this virtualization guide.

Cisco Blade Server

The following are for a boot-from-SAN deployment model.

These examples are supported with VMware vSphere ESXi as described in this virtualization guide.

UCSX-210C-M?-U

e UCS X2ioe M7 'UCS X210e MT
Exampie for Medium Collsbsration Exampie for Large Collabaration
Exsmple for Simsll Collaboration
e i = FPesum T lox - :..'\:ﬂ:mw: = x u::x-mm.:n =
. [ ———— 2 ,Iuch ATAMLB 1 | |6ES X100 M7 Compute Node (smndaioae)| ICECNTMLE 1| |UCS X210 M7 Compute Node (standaloe)| U S 1ttt i

‘Singhe Xeon 6426V (15/16C2.5 GHz)

Dual Xeon S126Y (2516025 GHz)

CFU | Single Xeon S410% { 1512C2.0 GHz) UCSN-CPU-L10% 1 UCSX-CPU-Iea26Y 1 UCSX-CPU-Ie20Y F |
et bt S VCSXMRXIGOIREL | 4 | oo forsogn UCSK-MRXI6GIREL | 6 | 19208 (12x1608) UCSK-MRXIGGIRE] | 12
ERQ | Hoxkt ek Sichg et bond - oae - offhox stomge and boot : Nioos - offbo somge ad boot 3
e | S e | VCSXAMLVIQIOGD | 1 | [cisco VIC 13420 (mLOM) UCSX-ML-VIQMG-D | 1 | | Cisco VIC 15420 (mLOM) UCSX-ML-VSQUG-D | 1
| DCRERINC MR | L] UCSN-XI0CFMAR-D | | UCEX-XIDCFMBED | |
BMaking pach | UCSX-AM2-HWRD-FPS| | | | piseing panets UCSXM2HWRD-TPS| | | Planking panels | UCSX ML HWRD-FPS | |
| | VCS-DDRS-BLK. b TCS-DORS-RLE 36 UCS-DORS-RLE 20
| et stk Fac S0 |csxoaasy |1 UCSX-CMVHS-F | | | Hent sigks for CPUs | UCSXCATHSE | 1 |
| UCSX-CMIHSR | 1 |
| Trueed Platform Module v T oncD CCSXTPM002CD | | | | Trusted Platform Module UCSX.TPMO00CD | 1 |
TS D200 M6 UCS 1200 M6 T'CS 1200 M
Example for Small Collsboration Example for Medium Collsboratbon Exampie for Large Collsboration
B spec Prodsctid |Gty B spee Prodsa D On spee Froduct 1D | Oty
Base System | LCS R200 M6 Riade Server (standuloes) ml BmE! T 105 R200 M6 Rlade Server {standakone) ml : H:WE! o | LCS R200 M6 Rlade Server (standabone) &mmu 1
 CPU|Single Xeon 43(0T (IS10C23 GHz) | UCS-CPUM34310T Single Xeon 626 (116029 GHz) | UCS-CPLAISI26 | | Single Xeom 6MS(IST0C26GHz) | UCS-CPUGME | 1

RAM 8GR (4x160R)

DECR (6 16GR)

| 192GR ( 12x16GR)

Cisco Rack Server

The following are for a local storage deployment model.

Netwark + 10 Cisco VIC 1440 (mLOM) UCSD-MLOM-0G04) 1| | |Ciseo VIC 1430 (mLOM) UCSB-MLOM-0G-04| ||| Cisco VIC 1880 (mLOM) UCSE-MLOM-10G-04| 1
e [ UCSD-FBLE-AS 2 = |vcsprmims | 2| | VCSB-FBLE-MG 2
B UCsDbOLBLE | 2| | oiREpe UcsDpoeBLE g D edeEpest UCSDRIMBLE | 20
Mise. | Teat sink for CPU UCSRIIS MaR Theat sink for CPU UCSRIIS MER i Heat sink for CPU TCSRIS MBR i
[Trused unboom Moduie _ UCSX-TPM002C Trsted Platiors Modle [UCSXTPMO0IC | 1| Trused Plsform Mockle UGS TPMOBC | 1
| UCS 5108 Biase Chassis FW Package 3,20 N20.FWo13 UCS 5108 Blade Chiisis FW Package 4.2 N20.FWOIS 1| [UCS 5108 Blade Chassis FW Package 4.2| N2.FWIS 1
[ves ma wis TS B200 MS UCS B200 MS
| Exsmple for Small Collsboration Fasmple for Medium Collaboration Fxsmple for Large Collsboraiion
| Spec | Produc I Qiy Spec Product I |Qay Spec Produc ID Oy
Base System | B200 MS Blade Server (susdaboas) | UCSI-BI00-MS-U | | || D200 MS Blade Server (susdabons)  |UCSE-BI0G-MS-U | | || BI00MS Blade Server (stndaone) | UCSBBXO0-MSL | 1
CPU|Single Xeon £210(15/10C2.0GH:) | UCS-CPUL210 || [shgle Xeon 6132 0514C2.00GMz) | UCSCPUSIR | 1 ||Single Neon 613225140260 Ghn) | UES-CPUIR. | 2
RAM | 32GI RAM (2516G0) | UCSAMR-XIGGIRTH | 2 | |SIGD RAM (2x3268) VCS-ML-XI2GIRS-H | 2 || 19200 RAM (12516G8) UCS-MR-XIGGIRSH | 12
Storag [ ome - offcx erage od bot Hane - affbon stongs and boot Nane - offbox storage and boot
Netwark + 10| Cisco VIC 1440 (mLOM) UCSBAMLOM-400-04| | | |Cisca VIC 1450 (mLOM) UCSBMLOM-400-04| | | |Cinco VIC 1440 (mLOM) UCSBAMLOM.400-04 | |
nuuupuum) UCS-LSTOR-BK | 2 || Blasking passts (Flewstorage) UCSB-LSTOR-BK | 2 | | Blaaking pansls (Flexstorage) UCSBLSTOR-BE | 2
mnmpuummun UCSDIMM-BLK | 22 | | Blaoking pasels (DIMM) |vcsoooemx | 2 Blaaking passls (DIMM) UCS-DIMM-ELE | 2
Mise, | Heat sink fos CPU | vcsmas-AsE 1| | thent sink for CPU UCSBHSMSF | 1 | |Heat sk fee U UCSB-HS-MSF 1
| | UCSBHS-MAR f
[UCS 5108 Bisde Chassis FW Package 4.0 N20.FW016 1| UGS 5108 Bisde Chassis FW Package 40| N20-FWOL6 1| [UCS 3108 Bisde Chiassis FW Package 20| N20.FW016 1

These examples are supported with VMware vSphere ESXi as described in this virtualization guide.
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UCS CROMTS TCS CL40 MTSX UCS C240 MK
Example for Small Collaberation E for Medium Collaborat Example for Large Collsborasion
Spec Produect ID Qry Spec Produc ID Qry Spec Product ID Qiy
Base System | LICS (220 M7S Rack Server s 1 | | s e200 MrSX Rack Sorver x| 1 ||oscemrsx hak s [UCSMIARE |y
CPU | Simghe Xoca 45100 (1512020 Gz} | UCSCPLA3I01 1 || | Singhe Xeon 6526% (1516028 GHx) | UCS-CPLLI6326Y 1| 0wl Xeom BS26Y {15 16028 G | UCS-CPULIG326Y 2
RAM | 630Gl (4n 160iH) DOSMRXIGGIRES | 4 | | S6GH il oGl UCS-MRXIGGIRES | 6 | | 192GH (1 201608) UCS-MRXIGGIRES | 12
RAID Congrnller w' Sapart AP UCSCRANRMILS L} RAID Comtroller w! SapanCAP LS RANMP LR ] RAID Comtraller w!' SuperCAP LCSCRAINLMPILEE | 1
Seornge | a GOUGH 120 SAS dak (HINY LS HIMOOG ORI | & i G 1205 SAS disk jHIMY LSOO =1 | 16 2w D00 | 20 SAS dek (HIMDY DS e OB | 24
Simghe tdiak KA volume 1| | Onsad S-adesk RAILYS voshaene 1| [ Cuad 6k AN volume 1
OCP 11 NIC | 20000k Cu) UCSCO M OG- 0| OCP 30 M (2a0GE Cuj LCRC O OG- 1| JOCP 20 NIC (201 00E Ca) UCSC-O OG- (]
Nerwork + 10 | Simghe PUle MU (nioGE SFP-) | UCSCACIENIOGED | 1 || | sl PUle NIC (dx 100E S5P-) UCSCPCIENIOGED | 2 | | Dual FCle NIC (v DG SEP<) UCSCPCIENHOGED | 2
POl Riser UCSC-RISIA-ZIXMT PClle Riser UCSCRISIAM0.D | 1 | [PCle Riser UCSCRISIA2Z0D | 1
Redizndant Power Sapplies LCSCPSUL-1200W-0 | 2 | | Redundant Powss Sepplics UCSCPSUL-1200w.0 | 2 | [ Redendan Power Suppliss LCSC-PSU - 1200w | 2
Rack-mounging kit VCSCRAIL-D 1 | | Rack-mounting kit UCSC-RAIL-D 1| [Rack-momsmeng ke LCSC-RAIL-1 1
UCSC-BELKDAT 4 UCSC-BBLKL-AT i
E— USRS HLK = iflanking pancls USRS HL K, il ik gyl LACS- DS HL K 20
LCSCHERSC2200 | 1 UCSC-HERS2023000 | 1 UCSC-FERS20C28000 | 1
UCSCHFHRSILCINT | 1 LS PRS2 a0 1 LSO FERS 2800 ]
Ale. CHL-SASCI0MT 1 CHL-SISAS 28T (] CHL-SISASOM0MT | 1
UCSCRIDEE 1-Z2XMT | 1 UCSC-SINK L24XM7T | ) LACSC-SIMHN L-24XMT | 1
Cabies Cables Lable
UCSRSCARD 1 UCS-SCAPLD I LCS-SCAP-D I
CHLSCAPCZN0 1 CHLSCARSDC200] ) CHL-SCAPSLC290-0 | 1
et sink foe CPL UCSCHSLPC220MT | 1 | | b sisk for CP1E UCSC-HSHPC2300T | 1 | | Hiost xink for CPU UCSC-HEHP.C 24007 | 2
LM Mosssmg for OCP NIC UCSCOCPRKIL-D L} mLOM Mowneng for OCFNIC UCSCOCPE-RI -1 I ml.OA Mountieg for O P NIC LCSC-OCPE-RID L
Iransed Plagioem Modak: UCSNIPMO0CA) | 1 | | resied Plasioes Module UCSXAPMCL | 1 | | Trusted Plaefoem Modale LCSX- TP | 1
UCS CROMSS UCS C240 MS5X TCS C240 MSEX
Frample for Small Collaboration ple for Frample for Large Callaborarion
Spec Preduct ID Qey Spec Produect ID Qe Spec Product ID Quy
Bae Systemm | LIS €220 M6S Rack Server e 1| [ucscmonmsxraksover [t anisx UCS CHOMESX Rack Server [ Steti® 1
CPU | Simghe Xeva 43100 { 1S/10C2.3 GHz) | UCSOPLLISII0L 1 | | Single Xeoa 63526 (1 /16029 Gir) | LCS-CPU-I6I2 Singhe Xeon 6385 (| S280/06 Gz | LOSLPLLIGRSK 1
RAM | 63 {4x 160il3) UCSME-XIGIRW | 4 | [ 9o sanadiny UCS-MRXIGGIRW | & | [ 190G (2asian LCSMRX 6GIRW | 12
BAID Consroller LCSCRALD 2200 ] RAID Controller { 120G LCSC-RAIDMMESTY IRALL Consroller | 1200 LCSC-RAIDMESD) 1
SITIER | 1\ GOOGE 126 SAS disk (HDD) VCS-HDGOOGIORIIN | & | {10 conga 126G SAS disk (HDD) | UES H06ooGiowizs | 16 | |2ax sooca 126 84S disk piony | ues-Heoosiokizn | 24
Simphe t-disk RAID volume RIXX-RALDS I
XHOGE Cn Lob NIC ackeid Quiad dochiik RAIDS FIAN-RALLS s fclrk RAILYS RINX.RAIDS 1
20 C Lo NIC b haded 210GE Cii Lab NIC Iachided
Keorwark + 10 Dhuad 4x10GE Cu NI LCSCPIQIKC 2| | el o 0k O NI LCSC-PIQ 100 2
UCSCHORLCI0ME |1 UCSCRISTA-290N ICSCRISIA-2a0e (1
POl Riser Kits POl Kiser PCle Riser
LS FHRS-CT006 |1
Redandant Powsr Sapples UCSCPSUL-1030W | 2 | | Redundent power sspplies LSS0 - 100w Wedunchant poser supplies LCSCPSLI-ISEW 2
Rack-mounging kit LCSC-RAIL-ME 1| | Rack-meunting ki UCSCRAIL-MG 1| | rack-mounting ki LCSC-RAIL-ALS 1
LCSC-HBLKDLS? 4 LICSC-HHLKDRS2 [] LCS.INMM-HLK 2
Bliking punal UCSINMALHLEK X ke et UCS IIMMAHLK b Sking pals LCSC-FHRS 202400 | 1
LCSCFHRS20 24000 LOSC RS SC23006 | 1
Alee. LCSCP RS2 006 | 1
CHL-SASCINMG ] LCS-SCAP.MS LOS-SOARAG 1
Cahles LSS0 AP 1 Ciablles CHL-SUAPSINC 23000 Cables CHLSUAPSDLC2400 ) |
CHLSCAPCXOME | 1 CHL-SISAS. 2400 CHL-SISAS- 23006 [
Heat sik for CPL LOSCHSLPME 1| | hoat simk sow Cos LCSCHSHP- 24000 Hieat sink for CPL LCSCHSHP-240M6 | 1
Irested Plattoem Modsks LCSX. TP 1| | e Plstsorm Module UCSA- IPMANDC Vrsszead Plasform Modsi: LCSX- PV [
UCS C20 MSEX TUCS C240 AESX TCS CHOAESK
Fxample for Small Collaboration for Medizm C: i Example for Large Collaboration
Spec Preduct ID Qey Spec Preduct ID Qrr Spee Product ID Qr
hh_“ UCS CERAMBSY UCSRCCINMARX i LIS O30 MASN SOOI MARN i LICS CIB0MASX UCSCL 2808 i
CPU | Simghe Xevn 4114 (3100220 Ghr | LCS-CPL-S114 2 | | Single Xeon 6132 (15140200 GHey | UCS-CPU-6152 1 | | Simghe Xeon 6132 (28 1407260 Glzp | LOS-OPU6152 2
RAM | 4500 RAM (Ixlelall) UCS-MR-XISGIRSH | 3 | |96 RAM (6 160} UCS-MR-XIG RS | 6 | | 1920 RAM (1 2x1608H) LCS-MR-X 106G IRS-H | 12
RAID Consoller {1 X5} UCSC-RAIMS 1| | mid Commaller (1 XG) UCSC-RAIDAGSHD | 1 | | RAID Consoller (120 LCSC-RAIDASHD | 1
Local DAS Lacal DAS
I-"I i SO0 10K SAS disk UCS- IO IO IIN | & 1 SO0GH SAS indeal T-Belk-RAIDS | UCS-HDAOOGIOK 12N | 14 | | 24 300G SAS = guad tedisk-RAIDS | DCSHDB00GTOKIIN | 24
~ 118 wmablle G4 per volume: ~ 118 wsable GH per volume
RAIDS RINX-RAI 1| [ ranas RIN-RAIS 1| s RIA-RAIDS ]
2xI0GE LoM NIC Inchaded 2u0GE LM NIC I hacdend 2xI0GE LoM NIC oo
Nerwork + 10 Dual 4x1GbE NIC UCSC- PO RS 2 | | e dwiGink NIC LCSC-PCIE- IR 2
PCle Riser UCSC-PCH-1H-20005 | 1 | | ACle Risar LCSC-PCR1H-24008 | 1
Singhe / non-redendant Power supply | UCSC-PSUILTMIW I | | Redundunt Power supplics UCSC-PSUL-1osow | 2 | | Redundami Power supplies UOSCPSUL-1080w | 2
Mmlgh UCSCRAILHAME i Ihdpl'm.g ] UCSC-RALLIMS 1 lnd,-mn‘l.l LCSCRAILEME 1
Bilasking panch (A dot) UCSC-HHLKD-S2 4 | | itanking panchs Sk <oty LCSC-BHLKILS2 12 | | Etanking pancs (disk shoth LCSC- HHLKLLS2 2
Mse. | Blasking panch { power ssppiyl UCSCPSUBLKPIU | 1 | | ilanking pasel (PCT riser slot) UCSC-PCIE240M3 | 1 | | blanking paned (PO riser slot) LCSC-POIF- 20003 1
Cable {xiorage) CHLSCaGMe2 | 1 | | Cable fsoeage) CHL-SC-MRI2GM | 1 | | Cable (sorage) CHLSCaMRIGAeE | 1
Cable (storage) UCSCSCAPAS 1| | Cable tssoragey LCHCSCARMS 1| | Cable (storage) LCSCSCAP-MS 1
Heat sink for CPLU UCSCHS-L23MS 1| | Hhoat sink or P11 UCSCHSC200M3 | 1 | | et sink for CPU LOSC-HS-C2e0ms | 2
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Small Collaboration Design used for Hardware Examples
See the Cisco Collaboration Sizing Guide for Release 15, Simplified Sizing Examples, Small Example.

For a deployment that will fit on Cisco Business Edition 6000 appliances, modify this deployment and its
assumptions to fit within the BE6000 Supported System Capacities.

Medium Collaboration Design used for Hardware Examples

See the Cisco Collaboration Sizing Guide for Release 15, Simplified Sizing Examples, Medium #1 and Medium
H2 Examples.

Large Collaboration Design used for Hardware Examples

See the Cisco Collaboration Sizing Guide for Release 15, Simplified Sizing Examples, Large Example.
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