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Preface

Purpose
This manual preides information to help you understand, install, and implement the
Virtualization SolutionTheVirtualization Solution is supported for Cisco Uni ed Intelligent
Contact Management (Uni ed ICM) and Cisco Uni ed Contact Center Enterprise (Uni ed
CCE).

Audience
This document is intended for the users of Uni ed ICM safeyimplementing theéirtualization
Solution for Uni ed ICM and Uni ed CCE.

Organization
The following table describes the information contained in each chapter of this guide.

Chapter Description

Chapter 10verview (pageb)

A brief overview of theVirtualization Solution.

Chapter 2Deployment Con guration Considerations (pa

7)

d¥scusses depjanent con guration considerations for P
and ClientAWs on avMware platform.

Gs

Chapter 3Virtualization Managemeriiools (pagell)

Describes th¥irtualization management tools.

Chapter 4Installation and Con guration of the ESX Sen

vExplains the steps required to con gure the ESX 8ery

andVMware Managemenools (pagel3)

explains the installation ofMware Managemenfiools.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Preface

Related Documentation

Chapter

Description

Chapter 5Con guring theVirtual Machines (pag&?7)

Explains hav to con gure and install ICM components
aVirtual machine. Explains the procedure to remote co
and monitor &irtual machine.

on
ntrol

Chapter 6System Backup and Migration (pag®8)

Explains the procedures to backup Wieual Machines.

Chapter 7Unsupported Features and Con gurations ([

35)

ags the features that are not supported on the Uni e
ICM/CCE virtualized platform.

Related Documentation

Documentation for the Cisco Uni ed ICM/CCE sofive and related documentation, is accessible
from Cisco.com atwvww.cisco.com (http://www.cisco.com/web/psa/products/

index.html?c=278875240)

Conventions

This manual uses the folling corventions:

Convention

Description

boldfacefont

Boldface font is used to indicate commands, such as user €
keys, luttons, and folder and submenu names.gkample:

ChooseEdit > Find.

Click Finish.

ntries,

italic font

Italic font is used to indicate the folldng:

To introduce a ne term. ExampleA skill groupis a
collection of agents who share similar skills.

For emphasis. Exampl®o notuse the humerical namin
corvention.

A syntax \alue that the user must replace. Example: IF
(condition, true-valugefalse-valug

A book title. Example: See tli@&sco CRS Installation Guid

window font

Window font, such as Courigis used for the follwing:

Text as it appears in code or that the wiwdtisplays.
Example:<html><title>Cisco Systems,Inc. </
title></htmli>

Angle braclets are used to indicate the faliog:

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)
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Preface

Obtaining Documentation and Submitting a Service Request

Convention Description
For aguments where the comtedoes not alle italic, such
asASCII output.

A character string that the user entarstbat does not appear
on the windav such as a passnd.

Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service requestatratigg
additional information, see the montiWyhat's Nev in Cisco Poduct Documentatigrwhich
also lists all n& and reised Cisco technical documentation, at:

http://www .cisco.com/en/US/docs/general/whatsnew/whatsnbnl

Subscribe to th#hat's Ne/ in Cisco Poduct Documentatioas a Really Simple Syndication
(RSS) feed and set content to bedsied directly to your desktop using a reader application.
The RSS feeds are a free service and Cisco currently supporteR&H 2.0.

Documentation Feedback

You can preide comments about this document by sending email to thevioljcaddress:

mailto:ccbu docfeedback@cisco.com

We appreciate your comments.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Documentation Feedback
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Chapter 1

Overview

The\irtualization Solutionenables you to run the Uni ed ICM/CCHientAdministrator
Workstations (AVs) and certain Peripheral Gateys (PGs) oWMwares ESX platform.

This will reduce box count for installations thavbanultiple PGs at the same location and for
deplgyments that require multiple separate desktops solely to supportA&Nesntfor xample,

a supervisor whose primary machine is running an operating system that is not supported by
the ClientAW, needs a separate machine in order to run GhdhtReduced box count helps
reduce general managememedead.

This manual assumes that yowdéhe propeyMware infrastructure training, andeeacquired
the necessary kmodedge andxperience rgarding deplgment and management\éfis. Also,
although Cisco has performed due diligence in testing, Cisco does wiotepsapport on
VMware products. ContaetMware o’vVMware partners for alfMware product support and
training.

Currently Cisco supports virtualization only for Uni ed ICM/CCE Cli&Wws and certain PGs
onVMwares ESX platformAll other Uni ed ICM/CCE components, including CallRouter

Logger AW Distributor, Historical Data Seer (HDS) WebMew Sener, CiscoAgent Desktop

(CAD) Sener, are at this time not supported runningus.

For the Central Processing Unit (CPU) resources to handle critical Call Center operations, on
or more dedicated CPU processors must be allocated WMbeTo avoid interference from

other non-ICM applications, do notJyeaa co-resident deptment with non-ICM application

VMSs running on the same ESX Serv

TheVMs deplg/ed in aVirtualization solution must be run on one of the Ciscoegsrlisted

as supported in thtardware & System SoftwarSpeci cation (Bill of Materials) for Cisco
Uni ed ICM/Contact Center Enterprise & Hosted, Release 7.5(x)

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Chapter 2

Deployment Configuration Considerations

This chapter discusses depioent con guration considerations for PGs and CliWis on a
VMware platform.

This chapter contains the folling topics:

Supported and Not Supported PGsvintual Machines, pagé

Con guration Considerations for the PGs, page

Con guration Considerations for thhegent PGs, pagé

Con guration Considerations for the Uni ed CCE Gamy PG, pagé

Con guration Considerations for théRU PGs, pag®

Con guration Considerations for the MR PG, pdyge

Con guration Considerations for thBme Division Multiplexing (TDM) ACDs PG, page
10

Con guration Considerations for the ClieAWs, pagel0

Supported and Not Supported PGs on Virtual Machines

In general, all PGs are supported in\théw are ESX enironment with the xception of limited
TDM PG types utilizing non-standard communications lididditionally, certain PG

con guration options, such as the MR PG with Outbound Djaler unsupported at this time.
For detailed information on supported PGs, refer to the sectionéiSértualization" in the
Hardware and System SoftveaBpeci cation (Bill of Materials) for Cisco Uni ed ICM/Contact
Center Enterprise & Hostedvailable ahttp://www.cisco.com/en/US/prducts/sw/custcosw/
ps1001/poducts_user_guide_list.html

Configuration Considerations for the PGs

For PG capacity information anéM resource requirements, refer to the section "&erv
Hardware Requirements" in thdardware and System SoftveaBpeci cation (Bill of Materials)

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Chapter 2: Deployment Configuration Considerations

Configuration Considerations for the Agent PGs

for Cisco Uni ed ICM/Contact Center Enterprise & Hostadailable ahttp://www .cisco.com/
en/US/products/sw/custcosw/ps1001/pducts _user_guide_list.html

The folloving considerations are applicable to all the PGs ivittaalization deplgment:
You can install only one PG péM.

For hardvare redundancand fult tolerance, you should not place Sidend Side B PGs
on the same ESX Saw It isrequiredthat you hae two separate ESX Sezxs, one for
each side of the PG depluoent.

Assign the same number of vCPUs as the number of assigned processorglbirtlysur

ESX af nity scheduling. Specify the number of vCPUs during the virtual machine creation
and assign processors to the virtual machine after yoidraated theM. (A vCPU is a
virtual CPU, which is emulated by the ESX Sartypervisor laye)

Configuration Considerations for the Agent PGs

The Uni ed CM PG, Uni ed CCE Generic/System PG, and Uni ed I@RS PG are referred
to asAgent PGs in this manual.

TheARS PG preoides agent routing services, and it gregesTDM peripherals with ICM.

The follonving con guration considerations are applicable deplo/ing Agent PGs oVMs:
The sizing capacity of thégent PGVM is based on the Operating Conditions and
Additional Sizing factors described in th€isco Uni ed Contact Center Enterprise 7.5
Solution Refeance Network Design (SRN{@hapter: Sizing Uni ed CCE Components and
Seners), aailable atwww.cisco.com(http://wwwcisco.com/en/US/docsdice_ip_comm/
cust_contact/contact_center/ipcc_enterprise/srnd/75/ccsrnd75.html.)

The sizing capacity of thégent PGVM is based on the CTIl OS senbeing co-resident
with theAgent PG on the samértual Machine, and on up to e/skill groups per agent.

You can hee only one PIM peAgent PG.

If there are more than e skill groups per agent, refer to the chapter "Sizing Uni ed CCE
Components and Sexrs in theCisco Uni ed Contact Center Enterprise 7.5 Solution
Refeence Network Design (SRNRyailable atwww.cisco.com (http://wwwcisco.com/
en/US/docs/eice_ip_comm/cust_contact/contact_center/ipcc_enterprise/srnd/75/
ccsrnd75.html.)

You cannot install Mobil&gent onAgent PGs running odMs.

TheAgent PG Deplgment Con guration is gplained via the follwing examples:
Example 1:Agent PG Deployment with 4 PGs on an ESX Seer.
In this con guration,

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)
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Chapter 2: Deployment Configuration Considerations

Configuration Considerations for the Unified CCE Gateway PG
There are fouAgent PGVMs on an ESX Seer, with oneAgent PG peVM.
Three PG/Ms have af nity scheduled for tw physical processors and 4GB RAM.

One PGVM has af nity scheduled for one pBical processor and 2GB RAM.

Example 2:Agent PG Deployment with seen PGs on an ESX Serer.
In this con guration,
There are seenAgent PGVMs on an ESX Seer, with oneAgent PG peVM.

Each of the sgeen PGVMs has af nity scheduled for one phkical processor and 2GB RAM.

Configuration Considerations for the Unified CCE Gateway PG

The folloving con guration considerations are applicable for dgpig the Uni ed CCE
Gatevay PGs oiVMs:

The maximum number of skill groups per agent on the childes v

A Uni ed CCE Gatavay PG can manage multiple child Uni ed CCE peripherals, with up
to v e child systems.

For information on general ICMdPent/Child deplpment options, refer to theisco Uni ed
Contact Center Enterprise 7.5 Solution Refere Network Design (SRN[Hection
"Parent/Child"), &ailable atwww.cisco.com (http://wwwcisco.com/en/US/docs/
voice_ip_comm/cust_contact/contact_center/ipcc_enterprise/srnd/75/ccsrnd75.html.)

Configuration Considerations for the VRU PGs

ForVRU PG capacity information andM resource requirements, refer to the section "&erv
Hardware Requirements" in théardware and System SoftveaBpeci cation (Bill of Materials)
for Cisco Uni ed ICM/Contact Center Enterprise & Hostadailable ahttp://www .cisco.com/
en/US/products/sw/custcosw/ps1001/pducts_user_guide_list.html

Configuration Considerations for the MR PG

For the MR PG capacity information andWs resource requirements, refer to the section
"Serer Hardvare Requirements” in thdardware and System SoftveaBpeci cation (Bill of
Materials) for Cisco Uni ed ICM/Contact Center Enterprise & Hostedhilable athttp://
www.cisco.com/en/US/ppducts/sw/custcosw/ps1001/pducts_user_guide_list.html

Note: Deploying an MR PG on &M in an Outbound Option con guration is not supported.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Chapter 2: Deployment Configuration Considerations

Configuration Considerations for the Time Division Multiplexing (TDM) ACDs PG

Configuration Considerations for the Time Division Multiplexing (TDM) ACDs PG

The follonving considerations are applicable to all @M ACD PGs in &/irtualization
deplgyment:

You can install only one PIM p&DM ACD PG.

The sizing capacity of thHEDM ACD PG is based on e skill groups per agent. (Theaya
PG is an gception. See thelardware and System SoftveaBpeci cation (Bill of Materials)
for Cisco Uni ed ICM/Contact Center Enterprise & Hostixt details.)

Running theTDM ACD PGs with the MR PG and the Outbound Option Dialer co-resident
on the sam®M is not supported.

Configuration Considerations for the Client AWs

You must create the ClieAW VM using only one vCPUThe ESX CPU af nity scheduling
for ClientAW VMs depends on whether you choose to deplay ClientAW VMs, or a mix
of ClientAW VMs and PG/Ms on a single ESX Seev
The two typesof ClientAW Virtualization deplgment options are:

Client AW Deployment Option 1 (ClientAW VMs only)

In this case, allocate a dedicated ESX 8efor running ClienAW VMs only. Ensure
that no other application componé&fils are running on this ESX Semwv

Only one ClienAW perVM.

The ESX CPU af nity scheduling is not uséithe CPU processors are shared among the
VMs and are managed by the ES&ikel.

Client AW Deployment Option 2 (Co-resident with PGVMSs)
You can hee ClientAW VMs co-resident with PG&Ms.
Since ClienAW is co-resident with PG virtual machines, the CPU af nity scheduling is

used. Up to tw ClientAW VMs can share one phical processoi.e., if you hae two
ClientAW VMs, you should assign the same processor to both of them.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)
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Chapter 3

Virtualization Management Tools

The following table lists the tools required to depbind manage the virtualizationonment.

Table 1: Virtualization Management Tools

Tools

Description

Source

VMware Infrastructure Client 2.5

This tool allavs the central
management of virtual machines or
virtual host machine.

You can dwnload fromVMware.This
ispackaged along with the ESX Sexr

VMwareTools

VMware drvers that allev your virtual

machines to run more optimally andwith the ESX software.

allow you to manage them more
ef ciently.

TheVMware tools are packaged alq

Veeam BstSCP 2.0 fovMware ESX
Sener

Veeam BstSCP is a tool to perform

management in the ESX\@ronment.
FastSCP alles you to cop les from
one ESX Serer to another ESX Sesv

&ou can dwnload it fromVMware.

WiIinSCP 4.0.5 or later

A tool that allevs Windows machines
SSH access to Linux systems, such
ESX Serer. You can perform le
transfer between th&indows maching
and the ESX Sear. Using this tool,
you can delier an ISO le to ESX
Sener, male a backup copof an
existing virtual machine (VM) or cop
VMs and templates between ESX
Seners through youwindows
machine.

This can be denloaded from the
lagernet.

v

Putty

A tool that allavs you to connect via|
Secure Shell (SSHJgelnet, and Rlogi
to remote Linux/Unix systems, such
the ESX Serer.

This can be denloaded from the
Anternet.
as

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Chapter 3: Virtualization Management Tools

The optionaVMw areVirtual Center tool alls the central management\@¥ls on multiple
host machines, such as virtual machine creation and con guration, remote control, and
performance monitoringfou can obtain this sof@ve fromvVMware.

Refer to the User Manual/Online Help of the respedtols for information on using the tools,
or contacvMware o’VMware partners for training and support.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)
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Chapter 4

Installation and Configuration of the ESX Serv
VMware Management Tools

This chapter discusses Uni ed ICM/CCE speci cgalved in the installation and con guration
of the ESX Serer.

This chapter contains the folling topics:

Installing the ESX Seer Hardvare, pagd.3

Con guring ESX Hardvare, pagd.3

Installing and Con guring the ESX Softawe, pagd4
Installing and Con guring/Mware Managemeriiools, pagel6

Installing the ESX Server Hardware

For virtualization solution hardare and softare requirements, see tHardware and System
Softwae Speci cation (Bill of Materials) for Cisco Uni ed ICM/Contact Center Enterprise &

Hosted

The ESX Serer must be con gured with the follkdng logical drive con gurations:

Logical Drive Logical Drive Disks Usage
0 Disk 1 and Disk 2 ESX Software
1 Disk 3 to Disk 8 Storage folirtual Machines

Configuring ESX Hardware

The folloving steps describe the con guration of ESX Servardvare:

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Releas
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Chapter 4: Installation and Configuration of the ESX Server and VMware Management Tools

Installing and Configuring the ESX Software

Step 1

Step 2

Step 3

Step 4

Step 5

Install the additional RAMThe MCS-7845 seer (MCS-7845-H2-CCE4 or
MCS-7845-12-CCE4) has 4GB RAMdditionally, you need to install 16GB RAM in the
sener. TheVirtualization platform semr should hee 20GB or more of RAM.

Install the additional Ethernet adaptérhe MCS-7845 sepr has tw Ethernet ports.
Additionally, you need to install tavdual Ethernet adapters on the serhis provides a total
of six ethernet ports.

Install the sergr on the rack, and connect the cables for theepdKVM (for keyboard, mouse,
and monitor), and the netrk.

Turn on the seer.

Con gure RAID. There are a total of 8 eés on this machine. Inés 1 to 2 are con gured as
RAID 1, and dives 3 to 8 are con gured as RAID 1+0. Here is zaneple of steps to set up
RAID for the MCS-7845-H2-CCE4 seav

a. During startup, hit the "F8"dy for ROM con guration.
b. Select theCreate Logical Drive menu.

c. Checkthe dries 1 and 2 and RAID 1+0. (Note: Since there aoedisks for logical dxie
0, the HP Option RM Con guration forArrays tool will con gure them as RAID 1.)

d. SelectSave. This will be the logical dvie 0, which is used for the installation of the ESX
software.

e. Select theCreate Logical Drive menu agin.
f. Check drves 3 to 8 and RAID 1+0.
g. SelectSave. This will be the logical dxie 1, which is used for the storage of tHds.

h. Reboot the machine.

Installing and Configuring the ESX Software

Note: Before installing the ESX sof@ve, refer to th¥Mware Infrastructue 3 Online Libary
ESX Server 3 Editionavailable atwww.vmware.com. ( http://pubs.vmware.com/vi35/
wwhelp/wwhimpl/js/html/wwhelp.htm)

For information on hw to install the ESX softare, refer to the section Installing ESX Serv
in theVMware ESX Server 3 Installation Guidehich is aailable for devnload at:
www.vmware.com. (https://mwwwvmware.com/pdf/vi3_35/esx_3/r35/

vi3_35 25 installation_guide.pdf)

While you naigate through the ESX installgrou will see a screen which alle you to set up
partitions on your logical dres. Select the installation options and the con gurataines as
described in the follwing section:

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)
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Chapter 4: Installation and Configuration of the ESX Server and VMware Management Tools

Installing and Configuring the ESX Software
Partition the logical Drive 0O

This logical drve is used for the installation of the ESX saftesTo create a partition, set the
con guration \alues as follws:

Logical Drive 0

Boot
Create a ne& partition on dne O.
Select/boot from mount pointext3 from le system type drop-den menu.
Allocate 100MB.
Make Primary

Swap
Create a ne& partition on dne O.
SelectSwapfrom the le system type drop-@on menu.
Allocate 1.5 x RAM size, 30GB for 20GB of y$ical RAM.
Make Primary

Root
Edit the free partition on dré O.
Select/ from mount pointext3 from the le system type drop-eén menu.
Use the remaining disk space.

Make Primary

Partition the logical Drive 1
This logical drve is used for the storage of tiMls.
Logical Drive 1
Edit the free partition on dré 1.
Selectvmsf3 from le system type drop-den.
Use the remaining disk space.

Make Primary

Con gur e the netwrk and time zone
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Installing and Configuring VMware Management Tools

Enter the IP con guration information for the ESX Sarv

Provide full node and domain name when entering the orétwame, e.g.,
M3P-ESX3.cisco.com. If you do not pide the full name, you may encounter con guration
errors.

Set the time zone for your location.

Installing and Configuring VMware Management Tools

InstallVMware Infrastructure Client on yowindows workstationYou can use this tool to
create and monitdfMs, male backups, etc.

You have the option to usdirtualCenter to perform administredi tasks for your virtualized
ervironment. If you already va aVirtualCenter installed in your datacentgou can just add
the ESX hosts &M cluster to your gisting VirtualCenter Otherwise, you can add the
VirtualCenter to your datacenten@monment.

To install theVirtualCenter component, follotheVMwareQuidk Start Guideand theESX
Server 3 Installation Guide
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Chapter 5

Configuring the Virtual Machines

Refer to th&/Mware documentatiorvailable atvwww.vmware.com (http://pubs.vimware.com/
vi35/quick_start/wwhelp/wwhimpl/common/html/

wwhelp.htm?conteé=quick_start& le=vi_quick start manage.5.1.htmiy creaté/Ms for

the PGs and CliedtWs.The sections in this chapter include the properties of the PG and Client
AW VMs, information that you will need when you create and con gur&/te. The sections

also contain information on con guring netwks forvVMs.

This chapter contains the folling topics:

Virtual Machine Properties for the PG, pdge

Virtual Machine Properties for the ClighitV, pagel8

Virtual Machine Resource Management Considerations, Iage
Virtual Machine Netwrk Con guration, page1

Installing theVMwareTools, page30

Installing ICM Components on\drtual Machine, pag8&1l
Remote Control of th¥irtual Machines, pagal

System Monitoring, pagél

Virtual Machine Properties for the PG

The PGYM CPU and RAM con gurations depend on your capacity requirementshe PG
capacity information and itdM CPU and RAM requirements, refer to the section "8erv
Hardware Requirements" in thdardware and System SoftveaBpeci cation (Bill of Materials)
for Cisco Uni ed ICM/Contact Center Enterprise & Hostedailable ahttp://www .cisco.com/
en/US/products/sw/custcosw/ps1001/pducts_user_guide_list.html

When you create the P@Ms, you need to enter théM properties speci ed in the table b&lo
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Virtual Machine Properties for the Client AW

Table 2: PG and IPCC Gateway Virtual Machine Properties

Parameter

Setting

Comments

Memory (memory for thi¥M)

Speci cation (Bill of Materials) for
Cisco Uni ed ICM/Contact Center
Enterprise & Hosted

see thdHardware and System Softves

1

CPUs (number of virtual processors

Speci cation (Bill of Materials) for
Cisco Uni ed ICM/Contact Center
Enterprise & Hosted

spee theHardware and System Softve

AT he number of vCPUs must be the
same as the number of assigned
processors for théM in your ESX
af nity scheduling.

Floppy Drive 1

CD/DVD Drive 1 CD/DVD drive can be used for
installing softvare that is in the ISO
format.

Network Adapter 2 One for the prate netwrk and one fo
the public netwrk

SCSI Controller LSI Logic

Hard Disk Disk 1: 25GB

For the detailed steps about creatingh\, refer to thevVMware Quik Start Guideavailable

at:www.vmware.com (http://pubs.vmware.com/vi35/quick_start/wwhelp/wwhimpl/common/

html/wwhelp.htm?conté=quick_start& le=vi_quick_start_manage.5.1.htm(Refer to the
section "Creating and ManagiN@iware Infrastructure Components, Creatingréual

Machine").

Virtual Machine Properties for the Client AW

When you create the ClieAW VMs, you need to enter théM properties speci ed in the

table belov.

Table 3: Client AW Virtual Machine Properties

Parameter

Setting

Comments

Memory (memory for thi¥M)

see thdHardware and System Softves
Speci cation (Bill of Materials) for
Cisco Uni ed ICM/Contact Center
Enterprise & Hosted

1

CPUs (number of virtual processors

s3ee theHardware and System Softve
Speci cation (Bill of Materials) for
Cisco Uni ed ICM/Contact Center
Enterprise & Hosted

Bee theCon guration Considerationg

D

for the ClientAWSs (pagel0) section
for ClientAW VM CPU requirements

D.

Floppy Drive 1
CD/DVD Drive 1
Network Adapter 1
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Virtual Machine Resource Management Considerations

Parameter Setting Comments
SCSI Controller LSI Logic
Hard Disk Disk 1: 10GB

Virtual Machine Resource Management Considerations

To achiee consistent system performance, usé/tievare ESX CPU af nity scheduling for
the PGVMs and for the ClienAW VMs if they are co-resident with the PGHhe ESX CPU
af nity con guration option allovs you to allocate dedicated CPU processo¥AMs.

For detailed steps to con gure the CPU af nitgfer to the/Mware Resouwre Mangiement
Guide available atwww.vmware.com/support (http://pubs.vmwre.com/vi35/resmgmt/
wwhelp/wwhimpl/common/html/

wwhelp.htm?contg=resmgmt& le=vc_adwanced_mgmt.11.1.htmljRefer to the section:
"Advanced Resource Management, Using CPU af nitgsignVirtual Machines to Specic
Processors".)

The processor 0 is used by Wiglware ESX lernel and the remaining\sn processors are
assigned to th€Ms that require dedicated CPU processors.

Caution: You must not schedule CPU af nity that assigns prcessor 0 to any¥Ms since
processor 0 is used by the ESXeknel.

The folloving section describesamples of the CPU af nity scheduling for the R®Is and
the ClientAW VMs if they are co-resident with the P@Ms.

Examples of CPU Affinity Scheduling for Agent PG VM

Refer to the sectionsCbn guration Consideration for the PGs (pagdé and "Con guration
Consideration for thAgent PGs (pag8)" regarding the con guration considerations for
Agent PGsThe folloving examples of the CPU af nity scheduling fdgent PG/M are based
on the considerations described in thevalgections.

Example 1:In this xkample, each of the thréggent PGVMs has af nity scheduled for ta
physical processors and Agent PGVM has af nity scheduled for one gkical processor

Note: You must not schedule CPU af nity that assigns processor §/t@a since processor
0 is used by the ESXeknel.

Table 4: CPU Affinity Scheduling for Four PG VVMs on an ESX Server

Virtual Machine

ESX CPU Affinity Scheduling

PG1VM Processors 1 and 2
PG2VM Processors 3 and 4
PG3VM Processors 5 and 6
PG4VM Processor 7
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Virtual Machine Resource Management Considerations

Example 2:In this ekample, there are genAgent PGVMs, and each of these R@®/s has
af nity scheduled for one pfsical processor

Note: You must not schedule CPU af nity that assigns processor §/tga since processor
0 is used by the ESXeknel.

Table 5: CPU Affinity Scheduling for Seven PG VMs

Virtual Machine ESX CPU Affinity Scheduling
PG 1VM Processor 1
PG 2VvM Processor 2
PG 3VM Processor 3
PG 4VM Processor 4
PG 5VM Processor 5
PG 6VM Processor 6
PG 7VM Processor 7

ESX CPU Affinity Scheduling for the Client AW VMs Co-Resident with the PG VMs

If there is a need to ka the ClienAWSs co-resident with P@Ms, then up to tw ClientAW
VMs can share one phical processoi.e., if you hae two ClientAW VMs, you should assign

the same processor to both of them. Simijarbu also need to assign dedicated processors to
the PGVMs.

Here is anxample of CPU af nity scheduling for four ClieAW VMs and other PG@Ms
present on the remaining processors (on the sagscahESX Sersr):

Table 6: CPU Affinity Scheduling for 4 Client AW VMs and 3 PG VMs

Virtual Machine ESX CPU Affinity Scheduling
ClientAW VM 1 Processor 1

ClientAW VM 2 Processor 1

ClientAW VM 3 Processor 2

ClientAW VM 4 Processor 2

PGVM 1 Processors 3 and 4
PGVM 2 Processors 5 and 6
PGVM 3 Processor 7

Virtual Machine Resource Management Default Settings

There is no need to change ¥ resource management con guration delt settingsThe
following table lists th& M resource management con guration delt settings:
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Virtual Machine Network Configuration

Table 7: VM Resource Management Default Settings

Parameters Shares Reservation Limit
CPU Normal 0 Unlimited
Memory Normal 0 Unlimited
Disk Normal NA NA

Virtual Machine Network Configuration

Configuring the VM Network

To con gure the netwrk for theVMs, you create a virtual switch connected to gsidal port,
then associate the virtual machine's retnadapter to this virtual switch.

To Add a vSwitch

1.

Login to the ESX host usingMware Infrastructure Client

. Select the ESX host

. Click on the Con guration tab

. Click on Hardvare/Networking

. Click onAdd Networking...

. Select Connectiofypes:Virtual Machine. ClickNext.

. Select "Create a virtual switch" and select an assocvENIC.

. Enter Port Group Properties/Nati label:VM Network n, where n is an inger.

(Example: "VM Netvork 1")

. Click onFinish.

To Associate &M Network Adapter to Netwrk Connection

1.

2.

Edit virtual machine settings.

Select the Netark Adapter

. Select a virtual switch from the Netwk Connection/netark label. (Example: "VM

Network 1".)

. Click OK.
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Virtual Machine Network Configuration

Virtual Machine Network Configuration for the PGs

You must con gure th& Mware ESX Semr Network based on the foleing requirements:
1GB Ethernet netark is recommended. Maver, you can also use 100MB Ethernet raty
Six Ethernet ports are distuted as follavs:

Two ports are pnaded by the motherboard and one port is connected to the ESX Service
Console.

Among the tvo dual port Ethernet adapters, one is connected to the |@kterietwork
and the other is connected to the ICM public oekw

You must follav the section "Seer Hardvare Con guration Guidelines” in thidardware
and System Softwapeci cation (Bill of Materials) for Cisco Uni ed ICM/Contact Center
Enterprise & Hostedo ensur&M network interace port speed/dupienatching the netark
switch port capability

Figure 1 (pag2) shavs an gample ofVMware ESX Serer network components and
connections for théour PGs for Sidé\. The virtual netwrk for the PG Side B should be
con gured in a similar \ay. If fewer PGs are depjed, then the netwk con guration is scaled
accordingly

Figure 1: VMware ESX Server Network Components and Connections for 4 PGs

In the aboe example:
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Virtual Machine Network Configuration

There are four PGs and each PG hasHthernet connections: one for thevate netwark
and one for the public netwk.

There are e virtual switches:
vSwitchO used for the ESX Service Console.
vSwitchl used for the pvate netwark connected to tavPGs.
vSwitch2 used for the pvate netwark connected to tavPGs.
vSwitch3 used for the public netwk connected to tarPGs.
vSwitch4 used for the public netwk connected to tarPGs.

Figure 2 (pag@4) shavs an &ample of theeSX netvorking con guration for four PGs, as
seen from th&Mware Infrastructure Client.
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Virtual Machine Network Configuration

Figure 2: Example of ESX Networking Configuration for 4 PGs, Side - A

Figure 3 (pag@5) shaws an @ample ofVMware ESX Serer network components and
connections foseven PGs for sidé\. The virtual netwrk for the PG Side B should be con gured
in a similar vay. If fewer PGs are depjed, then the netwk con guration is scaled accordingly
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Virtual Machine Network Configuration

Figure 3: VMware ESX Server Network Components and Connections for 7 PGs

In the abve example:

There are seen PGs and each PG hastithernet connections: one for thevpte netwark
and one for the public nebsk.

There are e virtual switches:
vSwitchO used for the ESX Service Console.
vSwitchl used for the pvate network connected to four PGs.
vSwitch2 used for the pvate network connected to three PGs.
vSwitch3 used for the public netwk connected to four PGs.
vSwitch4 used for the public netwk connected to three PGs.

Figure 4 (pag6) shavs an gample of theeSX networking con guration for seen PGs, as
seen from th&Mware Infrastructure Client.
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Virtual Machine Network Configuration

Figure 4: Example of ESX Networking Configuration for 7 PGS, Side - A

Virtual Machine Network Configuration for the Client AWs

Figure 5 (pag7) shaws an @ample ofVMware ESX Serer Network components and
connections for 20 Clie#Ws on the ESX Seer, with v e ClientAW VMs sharing a pysical
Ethernet port. If a lesser number of CligiYs are deplged, the netwrk con guration scales

accordingly
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Virtual Machine Network Configuration

Figure 5: VMware ESX Server Network Components and Connections for the Client AWs

Figure 6 (pag@8) shavs an @ample of the ESX netwking con guration for 20 ClienAWSs,
as seen from théMware Infrastructure Client.
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Virtual Machine Network Configuration

Figure 6: Example of ESX Networking Configuration for 20 Client AWs

Virtual Machine Network Configuration for a Mix of PGs and Client AWs

Figure 7 (pag9) shavs an @ample ofVMware ESX Serer network components and
connections for tw PGVMs and six ClienAW VMs.

Virtualization Guide for Cisco Unified ICM/Contact Center Enterprise & Hosted Release 7.5(3)

28



Chapter 5: Configuring the Virtual Machines

Virtual Machine Network Configuration

Figure 7: VMware ESX Server Network Components and Connections for 2 PGs and 6 Client AWs

In the aboe example:

There are tw PGs and each PG haotithernet connections, one for thevaté netwark
and one for the public netsk.

There are six ClierAW VMs, and each ClieddAW VM is connected to the public netvk.
There are e virtual switches:

vSwitchO used for the ESX Service Console.

vSwitchl used for the pvate netwark connected to tawwPGs.

vSwitch2 spare, not used.

vSwitch3 used for the public netwk connected to tarPGs.

vSwitch4 used for the public netwk connected to six Cliedtws.

Figure 8 (pag&0) shavs an @ample of the ESX netwrking con guration for tvo PGs and
six ClientAWs, as seen from théMware Infrastructure Client.
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Installing the VMware Tools

Figure 8: Example of ESX Networking Configuration for 2 PGs and 6 Client AWs

Installing the VMware Tools

The VMwar e Tools must be installed on each of théMs and all of theVMwar e Tools
default settings should be used.

To install or upgrad¥MwareTools on the/M, refer to theVMware Quidk Start Guide
available atwww.vmware.com/support (http:/pubs.vmwre.com/vi301/quick_start/wwhelp/
wwhimpl/common/html/wwhelp.htm?comtequick_start& le=vi_quick_start_manage.5.1.html)
(Refer to the section: "Creating and ManagifMw are Infrastructure Components, Installing
Guest Operating SysteméMwareTools".)
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Installing ICM Components on a Virtual Machine

Installing ICM Components on a Virtual Machine

You can install the ICM components (PGs and Chéfis) after the con guration of théMs.
The installation of these ICM components dviMiis the same as the installation of these
components on real phical hardvare.

Refer to the ICM documentatiomailable atwww.cisco.com/support(http://www.cisco.com/
en/US/products/sw/custcosw/ps1001/prod_installation_guides_list.fanthe steps to install
ICM componentsYou can install the support®irus Scan softare, the Cisco Securiygent
(CSA), or ay other softvare in the sameay as it is installed on phkical hardvare.

Remote Control of the Virtual Machines

For administratie tasks, you can use eitM¥mdows Remote Desktop or thMware
Infrastructure Client for remote contrdlhe contact center supervisor can access the Client
AW VM usingWindows Remote Desktop.

System Monitoring

VMware prides a set of system monitoring tools for the ESX platform andNee These
tools are accessible through ¥glware Infrastructure Client or throu@firtualCenter

You can us&indows Performance Monitor to monitor the performance oVi¥s. Be avare
that the CPU counters may not re ect thg/gibal CPU usage since tiéindows Operating
System has no direct access to thgsptal CPU.

You can use ICM Serviceabilifyols and ICM reports to monitor the operation and performance
of the ICM system.

The ESX Seregr and the virtual machines must operate within the limit of thewoilp ESX
performance counters. If you nd that the CPU or RAM usageeds the follwing guidelines,
you need to allocate more CPU or RAM resources to this virtual machine in orgleidto a
interruption due to resource contention.

CPU usage {eerage) should nokeeed 60% for the ESX Sewvand for each of the indiual
processors.

Memory usage f(gerage) should notxeeed 80% for the ESX Sewand for each of the
VMs.
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System Monitoring
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Chapter 6

System Backup and Migration

Use the folleving techniques to back upvértual Machine:
You canbackup and restokMs by copying theVM folders. This technique alles you to
restore your system from disastrous situations, such as a corrupted/badveard dri
Note: It is recommended that you back up YHds, after the ICM application is successfully
installed, con gured, and testetheseVMs can later be restored from the folder backup.

This chapter contains the folling topics:

Backup and RestorEechnique, paga3
Migrating theVMs to another Host by Cloning, pagé

Backup and Restore Technique

Backup by Copying the Virtual Machine Folder

Step 1
Step 2

Step 3

The backup procedure requireg/andows 2003 le serer as the backup system, and the
WiInSCP tool (theVinSCP tool is @ailable for devnload on the Internet).

Follow these steps to backupy®l, by copying theVM folder:

Stop the ICM services and close all the applications orviflis
Shutdavn theVM.

UseWinSCP to cop theVM folder from the ESX host machine to théndows 2003 le
sener. (As an @ample, the/M folder can be in the ESX ho&toot/vmfsfolder)
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Migrating the VMs to another Host by Cloning

Step 4

Step 5

Power on the/M.

Restart the ICM services and applications

Restore VM from a VM Backup Folder

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Follow these steps to restor&® from aVM folder backup:

If the VM is powered on, stop the ICM services and close all the applications drivihis
Shutdaevn theVM.

UseWinSCP to cop theVM folder from thewindows 2003 le serer to the ESX host machine
folder, to the same location from which i/ copied for the backup.

Power on the/M.

You may need to rejoin the Domain if you are unable to log into the Domain and the Domain
Controller is unable to recognize the restovidl

Restart the ICM services and applications.

Migrating the VMs to another Host by Cloning

You can migrate théMs from one ESX host to anotheising the/Mware Cloning technique.
The Cloning technique does not delete the origiihds$. You can delete the origindMs after
you have migrated th&Ms and tested them successfully on the iESX host. Br general
VM cloning steps, refer to the section "ClonMigtual Machines" in th& Mware document
Basic SysterAdministation.
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Unsupported Features and Configurations

This chapter contains the folling topics:

VMware Features, pagd

Uni ed CCE Components/Features Wirtual Machine, pag&6

SAN, iSCSI, and WS, page36

VMware Features

Cisco has notwvaluated nor tested the folling VMware tools or featureSherefore, the are
not supported on the Uni ed ICM/CCE virtualized solution.

Table 8: Unsupported VMware Features

Tools/Features

Description

VirtualCentewirtual machine praisioning and migratiol

ProvisionVMs instantaneously and metheVMs betweer
physical serers.

N

VirtualCenter Intgrated Phisical toVM conversion

Manage multiple simultaneous c@msions td/Ms.

Corverts plysical machines, virtual machine formats s
as MicrosoftirtualSener orVirtualPC, backup images
physical machines such as Symantec BackugcEx
LiveStateReogery, Ghost 9YMware Consolidated back
images to running virtual machines.

VirtualCenter Lve migration olVMs

Migrates running virtual machines from onegypical serer
to another with/MwareVMotion.

VirtualCenter Lve migration oM disk

Migrates running virtual machine disks from one storg
array to another wittkMware Storag¥Motion.

VMotion

Allows you to mee a running virtual machine from ong

physical ESX Sergr to another

uch
of

ge

U
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Unified CCE Components/Features on Virtual Machine

Tools/Features

Description

Platespirs PaverP2V

Tool that allavs ptysical-to-virtual migration

Platespirs PaverRecon

Tool that allevs ESX Serer sizing by gthering the detailed
utilization and trending information of your ydical serer.

VMware HA

VMware HighAvailability solution.This is not applicabl
to Uni ed ICM/CCE since it already has ault-tolerance
solution.

D

Shared storage MMwareVMFS with multiple ESX
Seners

A cluster le system that ierages shared storage to al|o
multiple instances of ESX Sawto read and write to th
same storage

112

Unified CCE Components/Features on Virtual Machine

Cisco has onlyvaluated and tested the Cliéw/ and speci ¢c PGs on the virtualized platform.

No other Uni ed ICM/CCE components or features are supported on the Uni ed ICM/CCE

virtualized platformThis means that components such as theviatip are not supported:

CallRouter

Logger

AW Distributor

HDS

WebView

Outbound

Mobile Agent

Uni ed System CCE

CAD sener

SAN, iISCSI, and NAS

Cisco has neithewveluated nor tested the SAN (Stordgea Netvork), iSCSI, or MAS (Network
Attached Storage) in the virtualizedveonment for the Uni ed ICM/CCE application.
Therefore, the are not supported in the Uni ed ICM/CCE virtualized/eanment.
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