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Chapter1


Introduction 

This document describes the process and steps for full system back up and restore of the Cisco BTS 10200 Softswitch system elements using the mirrored disk approach. 
This procedure assumes that there is a mirrored disk set on each of the Cisco BTS 10200 softswitch system elements i-e each Cisco BTS 10200 Softswitch system element contains two hard disks (disk 0 and disk 1) that are mirrored using Sun Solaris Disk Suite. 
Before starting the disk back up procedure, the following requirements MUST be completed. 
· You must have user names and passwords to log into each EMS/CA/FS platform as root user.
· You must have user names and passwords to log into the EMS as a CLI user.
Chapter 2


BTS 10200 Software Backup Procedure 


[image: image1.wmf] Backup timing :  There are two parts of backup timing: 
· One part is to prepare the disk for split mirror disks; it may take anywhere between 15-25 minutes. 

· Second part is to mirror the disks; it will take about 2.5 hours (for each side).


Creation of Backup Disks



The following instructions split the mirror between the disk set and create two identical and bootable drives on each of the platforms. 
Before continuing with the following procedure, the procedure in Appendix A “Mirroring the disks” must be executed to mirror the disk 0 and disk 1.  

It is possible that the mirror process for a node may have been previously started but may not have completed properly. Refer to Appendix B “Verifying the disk mirror” to verify if the mirror process was completed properly.  

[image: image2.wmf] Caution: If the mirror process was not completed properly the creation of backup disks procedure will not work and the disks will be left in an indeterminate state.





Task 1: Creating a Bootable Backup Disk 



The following steps can be executed in parallel on both the CA and EMS nodes. 

[image: image3.wmf]Note : This procedure has to be executed on Side B EMS and CA nodes while side A is active and processing calls.  Subsequently, it has to be executed on Side A EMS and CA nodes.  

Step 1   Shutdown the platform on the EMS and CA nodes.

   
<hostname># platform stop all

Step 2   Verify that the application is not running. 


<hostname># nodestat 


Step 3  Rename the startup files on the EMS and CA nodes to prevent the platform from starting up after a reboot

<hostname># cd /etc/rc3.d
     
<hostname># mv S99platform _S99platform

Step 4  In the following command set, slot 0 or disk 0 is the left disk on the bottom disk row of a Sunfire 240. It is referenced as /dev/dsk/c1t0d0. Disk 1 is the right disk, bottom row.  Disk 2 is the left disk, top row.  Disk 3 is the right disk, top row.  

· SunFire V240 disk slot layout is described in the following diagram.

	    Disk 2


	    Disk 3


	

	    Disk 0
	    Disk 1
	                   DVD-ROM


· SunFire V440 disk slot layout is described in the following diagram.

	Disk 3
	
DVD-ROM

	Disk 2
	

	Disk 1
	

	Disk 0
	


· Sunfire 1280 disk slot layout:is described in the following diagram.

	
	DVD-ROM

	
	Disk 1

	
	Disk 0


It is possible that the disk drives are connected to SCSI controller 0 and not 1.  In this case you will need to substitute "c0" for "c1".  This can be determined by looking at the available disk selections by using the format command.

  
<hostname># format
     
Searching for disks...done

AVAILABLE DISK SELECTIONS:
       0. c0t0d0 <SUN72G cyl 14087 alt 2 hd 24 sec 424>
          /pci@1c,600000/scsi@2/sd@0,0
       1. c0t1d0 <SUN72G cyl 14087 alt 2 hd 24 sec 424>
          /pci@1c,600000/scsi@2/sd@1,0
Specify disk (enter its number): 


control/c to exit.

Note: that in this disk set, disk 0 is /dev/dsk/c0t0d0


Step 5 Change the /etc/vfstab on the EMS and CA nodes to reference single disk slices. For example, the mirrored vfstab should look like the following. This must be changed to reflect the original un-mirrored vfstab.


<hostname># cat /etc/vfstab

#device         device          mount           FS      fsck    mount   mount
#to mount       to fsck         point           type    pass    at boot options
#
#/dev/dsk/c1d0s2 /dev/rdsk/c1d0s2 /usr          ufs     1       yes     -
fd              -               /dev/fd         fd      -       no      -
/proc   -       /proc   proc    -       no      -
/dev/md/dsk/d8  -       -       swap    -       no      -
/dev/md/dsk/d2  /dev/md/rdsk/d2 /       ufs     1       no      noatime
/dev/md/dsk/d5  /dev/md/rdsk/d5 /var    ufs     1       no      noatime
/dev/md/dsk/d11 /dev/md/rdsk/d11        /opt    ufs     2       yes     noatime
swap    -       /tmp    tmpfs   -       yes     -

Step 6 Edit the /etc/vfstab file that was created when the last mirror procedure was performed. For example

<hostname># ls -rtl /etc/vfstab*
     

-rw-r--r--   1 root     other        463 Feb 16 15:08 /etc/vfstab.org.mirror.488
<hostname># cat /etc/vfstab.org.mirror.488

#device         device          mount           FS      fsck    mount   mount
#to mount       to fsck         point           type    pass    at boot options
#
fd      -       /dev/fd fd      -       no      -
/proc   -       /proc   proc    -       no      -
/dev/dsk/c1t0d0s3       -       -       swap    -       no      -
/dev/md/dsk/d2  /dev/md/rdsk/d2 /       ufs     1       no      -
/dev/dsk/c1t0d0s1       /dev/rdsk/c1t0d0s1      /var    ufs     1       no      -
/dev/dsk/c1t0d0s5       /dev/rdsk/c1t0d0s5      /opt    ufs     2       yes     -
/devices        -       /devices        devfs   -       no      -
ctfs    -       /system/contract        ctfs    -       no      -
objfs   -       /system/object  objfs   -       no      -
swap    -       /tmp    tmpfs   -       yes     -

Step 7 Edit the 7th line referencing /dev/md and change it from

/dev/md/dsk/d2  /dev/md/rdsk/d2 /       ufs     1       no      

to the following. Note that the device replacing md/dsk/d2 and md/rdsk/d2 is found on the other mount points in the file.

/dev/dsk/c1t0d0s0       /dev/rdsk/c1t0d0s0      /       ufs     1       no      -

Step 8 After copying the edited vfstab.org.mirror.xxx file to /etc/vfstab, the correct /etc/vfstab will look like the following and be ready for when the disk mirror is broken and the metadb is deleted.  


<hostname># cp –p /etc/vfstab.org.mirror.488 /etc/vfstab

<hostname># cat /etc/vfstab

#device         device          mount           FS      fsck    mount   mount
#to mount       to fsck         point           type    pass    at boot options
#
fd      -       /dev/fd fd      -       no      -
/proc   -       /proc   proc    -       no      -
/dev/dsk/c1t0d0s3       -       -       swap    -       no      -
/dev/dsk/c1t0d0s0       /dev/rdsk/c1t0d0s0      /       ufs     1       no      -
/dev/dsk/c1t0d0s1       /dev/rdsk/c1t0d0s1      /var    ufs     1       no      -
/dev/dsk/c1t0d0s5       /dev/rdsk/c1t0d0s5      /opt    ufs     2       yes     -
/devices        -       /devices        devfs   -       no      -
ctfs    -       /system/contract        ctfs    -       no      -
objfs   -       /system/object  objfs   -       no      -
swap    -       /tmp    tmpfs   -       yes     -

Step 9 Remove the following three lines near the end /etc/system file

* Begin MDD root info (do not edit)
rootdev:/pseudo/md@0:0,2,blk
* End MDD root info (do not edit)
Step 10 Break the mirror on drive 1.

<hostname># metadetach -f d2 d1

Example output

<hostname># metadetach -f d2 d1

d2: submirror d1 is detached

<hostname># metadetach -f d14 d13

Example output

<hostname># metadetach -f d14 d13

d14: submirror d13 is detached

<hostname># metadetach -f d11 d10


Example output

<hostname>#      metadetach -f d11 d10

d11: submirror d10 is detached

<hostname># metadetach -f d5 d4

Example output

<hostname>#      metadetach -f d5 d4

d5: submirror d4 is detached

<hostname># metadetach -f d8 d7
Example output

<hostname>#metadetach -f d8 d7

d8: submirror d7 is detached

Step 11 Perform the following commands to clear all submirror metadevices.

<hostname># metaclear d1



Example output



<hostname># metaclear d1

d1: Concat/Stripe is cleared

<hostname># metaclear d13

Example output

<hostname># metaclear d13

d13: Concat/Stripe is cleared

<hostname># metaclear d10


Example output



<hostname>#      metaclear d10

d10: Concat/Stripe is cleared

<hostname># metaclear d4

Example output

<hostname>#metaclear d4

d4: Concat/Stripe is cleared


     
<hostname># metaclear d7

Example output



<hostname>#metaclear d7

d7: Concat/Stripe is cleared

Step 12 Delete database replica on the disk 0 backup

    
<hostname>#  metadb -d -f /dev/dsk/c1t0d0s4

Step 13 Delete database replica on the disk 1 backup

    
 <hostname>#  metadb -d -f /dev/dsk/c1t1d0s4

Step 14  Install boot block on disk 1

<hostname>#  installboot /usr/platform/`uname -i`/lib/fs/ufs/bootblk /dev/rdsk/c1t1d0s0

Example Output 

<hostname># installboot /usr/platform/`uname -i`/lib/fs/ufs/bootblk /dev/rdsk/c1t1d0s0

<hostname># installboot /usr/platform/`uname -i`/lib/fs/ufs/bootblk /dev/rdsk/c1t1d0s0

Step 15 Create a temporary mount point /troot and mount disk 1 on it
    
<hostname>#  mkdir /troot

     
<hostname>#  mount /dev/dsk/c1t1d0s0 /troot

Step 16 Copy the /etc/system and /etc/vfstab files to /troot/etc

     
<hostname>#  cp /etc/system /troot/etc


    
<hostname>#  cp /etc/vfstab /troot/etc


Step 17 cd to  /troot/etc
Step18 Modify disk1 vfstab as shown below:

Note: Basically replace all t0 to t1 in vfstab file

#device         device          mount           FS      fsck    mount   mount

#to mount       to fsck         point           type    pass    at boot options

#

fd      -       /dev/fd fd      -       no      -

/proc   -       /proc   proc    -       no      -

/dev/dsk/c1t1d0s3       -       -       swap    -       no      -

/dev/dsk/c1t1d0s0       /dev/rdsk/c1t1d0s0      /       ufs     1       no      -

/dev/dsk/c1t1d0s1       /dev/rdsk/c1t1d0s1      /var    ufs     1       no      -

/dev/dsk/c1t1d0s5       /dev/rdsk/c1t1d0s5      /opt    ufs     2       yes     -

/devices        -       /devices        devfs   -       no      -

ctfs    -       /system/contract        ctfs    -       no      -

objfs   -       /system/object  objfs   -       no      -

swap    -       /tmp    tmpfs   -       yes     -

Step 19 Both disk 0 and disk 1 are now in stand-alone bootable mode in the first disk slot/position. Verify that both disks are bootable. First reboot the system and verify that the system boots up properly on disk 1. 
Step 20 To boot from disk1, do the following commands


<hostname># eeprom boot-device=”disk1 disk0”
<hostname>#  shutdown –i6 –g0 –y

  

Step 21 After logging in as root, run following commands to verify system booted on disk1. 

<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># df 

The expected result will be similar to the following:

Note: t1 in the output below indicates that disk1 is the current disk being used.

<hostname># df

/                  (/dev/dsk/c1t1d0s0 ):  899706 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483618 files

/proc              (proc              ):       0 blocks    29897 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):19172656 blocks  1195637 files

/system/object     (objfs             ):       0 blocks 2147483524 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t1d0s1 ): 7874224 blocks   605599 files

/tmp               (swap              ):19172656 blocks  1195637 files

/var/run           (swap              ):19172656 blocks  1195637 files

/opt               (/dev/dsk/c1t1d0s5 ):94107562 blocks  6866390 files
Step 22 Verify that there are no metastat devices.
     


<hostname>#  metastat -p 
Example output:



<hostname># metastat -p

metastat: <hostname>: there are no existing databases
Step 23 Rename the startup files on the EMS and CA nodes to prevent the platform from starting up after a reboot on disk 1.
<hostname># cd /etc/rc3.d
     
<hostname># mv S99platform _S99platform

Step 24 Now, verify that disk0 is bootable.  

Step 25 To boot from disk0, do the following commands


<hostname># eeprom boot-device=”disk0 disk1”


<hostname>#   shutdown –i6 –g0 –y

Step 26 After logging in as root, run following commands to verify system booted on disk0. 


<hostname># eeprom boot-device

boot-device=disk0 disk1

<hostname># df 

The expected result will be similar to the following:

Note: t0 in the output below indicates that disk0 is the current disk being used.

<hostname># df

/                  (/dev/dsk/c1t0d0s0 ):  899736 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483617 files

/proc              (proc              ):       0 blocks    29946 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):21848816 blocks  1195652 files

/system/object     (objfs             ):       0 blocks 2147483530 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t0d0s1 ): 7874186 blocks   605601 files

/tmp               (swap              ):21848816 blocks  1195652 files

/var/run           (swap              ):21848816 blocks  1195652 files

/opt               (/dev/dsk/c1t0d0s5 ):94077916 blocks  6866397 files
     


Step 27 Verify that there are no metastat devices. 

<hostname>#  metastat -p 
Example output:



prica76# metastat -p

metastat: prica76: there are no existing databases
. 

Task 2: Restore the BTS Platforms


Step 1 Start all BTS platforms on the EMS and CA nodes 


<hostname>#   platform start -nocopy

Step 2 Verify that the platform elements are all in standby state.

<hostname>#  nodestat

Step 3 Restore the auto platform start on bootup capability

<hostname>#   cd /etc/rc3.d

<hostname>#   mv _S99platform S99platform
[image: image4.wmf] Note: At this point the system has two bootable disks (disk 0 & disk 1), and currently the system is in a spilt mirror state running on disk 0.



Task 3 Perform Switchover to prepare Side A CA and EMS Bootable Backup Disk



Step 1   Control all the platforms to standby-active. Login into the EMS side A and execute the following commands

<hostname>#   su - btsadmin

CLI> control call-agent id=CAxxx; target-state=STANDBY_ACTIVE;

CLI>control feature-server id=FSPTCyyy; target-state= STANDBY_ACTIVE;

CLI>control feature-server id=FSAINzzz; target-state= STANDBY_ACTIVE;

CLI>control bdms id=BDMSxx; target-state= STANDBY_ACTIVE;

CLI>control element_manager id=EMyy; target-state= STANDBY_ACTIVE;

[image: image5.wmf] Note:  It is possible that the mirror process for a node was previously started and not completed.  If this is the case, the Backup Disk Creation procedure will not work and the disks will be left in an indeterminate state.

Refer to Appendix B to verify if the disks are properly mirrored. 



Task 5 : Repeat tasks 1 and 2 on the Side A EMS and CA Nodes

[image: image6.wmf] Note: At this point both Side A and Side B are running in a split mirror state on disk 0, thus both Side A and Side B (EMS & CA) are fully prepared to do fallback if needed on disk 1.


Chapter 3


Full System Successful Upgrade Procedure



[image: image7.wmf]Note: This procedure is recommended only when full system upgrade has been completed successfully and the system is not experiencing any issues. 


This procedure is used to initiate the disk mirroring from disk 0 to disk 1, once Side A and Side B have been successfully upgraded.



The system must be in split mode and both Side A and Side B (EMS and CA) have been upgraded successfully on disk 0, with disk 1 remains as fallback release. Both Side A and Side B (EMS and CA) disk 1 can be mirrored to disk0, so that both disks will have the upgrade release.
Step 1 Stop the Side B EMS and CA platforms and initiate mirroring using the procedure in Appendix A. 

Step 2 Verify that the platforms on the Side B EMS and CA have started and are in standby state.

Step 3 Stop the Side A EMS and CA platforms and initiate mirroring using the procedure in Appendix A.  
Step 4 Verify that the platforms on the Side A EMS and CA have started and are in standby state.

Step 5 Verify that phone calls are processed correctly.

Chapter 4


Full System Backout Procedure



[image: image8.wmf]CAUTION: This procedure is recommended only when full system upgrade has been completed and the system is experiencing unrecoverable problems for which the only solution is to take a full system service outage and restore the systems to the previous release as quickly as possible.


This procedure is used to restore the previous version of the release using a fallback release on disk 1.


The system must be in split mode so that the Side B EMS and CA can be reverted back to the previous release using the fallback release on disk 1. 


Step 1 On the EMS Side A place oracle in the simplex mode and split the Hub.
        


<hostname> su – oracle

        
<hostname>$ cd /opt/oracle/admin/utl

        
<hostname>$ rep_toggle -s optical1 -t set_simplex
        
<hostname> /opt/ems/utils/updMgr.sh -split_hub
Step 2 On the EMS Side A  

        

<hostname> platform stop all 

        

<hostname> platform start all     

Step 3 Verify that the EMS Side A is in STANDBY state.


<hostname> btsstat

Step 4 Control Side A EMS to ACTIVE state. 

On EMS Side B execute the following commands. 
<hostname> su - btsuser
            
CLI> control bdms id=BDMSxx; target-state=active-standby;
            
CLI> control element-manager id=EMyy; target-state=active-standby;
     


CLI> exit

Step 5 Verify that the Side A EMS and CA are ACTIVE and Side B EMS and CA are in STANDBY state.

<hostname> btsstat

Step 6 Stop Side B EMS and CA platforms.  Issue the following command on Side B EMS and CA.

 <hostname> platform stop all
[image: image9.wmf]Note: At this point, Side B system is getting prepared to boot from fallback release on disk 1.

Step 7 To boot from disk1 (fallback release), do the following commands

<hostname># eeprom boot-device=”disk1 disk0”

<hostname>#  shutdown –i6 –g0 –y

  

Step 8 After logging in as root, run following commands to verify system booted on disk1. 


<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># df 

The expected result will be similar to the following:

Note: t1 in the output below indicates that disk1 is the current disk being used.
<hostname># df

/                  (/dev/dsk/c1t1d0s0 ):  899706 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483618 files

/proc              (proc              ):       0 blocks    29897 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):19172656 blocks  1195637 files

/system/object     (objfs             ):       0 blocks 2147483524 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t1d0s1 ): 7874224 blocks   605599 files

/tmp               (swap              ):19172656 blocks  1195637 files

/var/run           (swap              ):19172656 blocks  1195637 files

/opt               (/dev/dsk/c1t1d0s5 ):94107562 blocks  6866390 files

Step 9 Verify that there are no metastat devices.
     


<hostname>#  metastat -p 
Example output:



 <hostname># metastat -p

metastat: <hostname>: there are no existing databases
Step 10 Verify that side B EMS and CA nodes boot up on the “fallback release” recovery disk and that the platform on the secondary side is not started.

<hostname> btsstat

Step 11 Log into the Side B EMS as root

       
<hostname> /opt/ems/utils/updMgr.sh -split_hub

<hostname> platform start -i oracle
<hostname> su – oracle
<hostname> cd /opt/oracle/admin/utl
<hostname>rep_toggle -s optical2 -t set_simplex
[image: image10.wmf]The next steps will cause FULL system outage [image: image11.wmf]

Step 12 Stop Side A EMS and CA nodes. 

<hostname> platform stop all
Step 13 Start Side B EMS and CA nodes.  


<hostname> platform start all
Step 14 Verify that Side B EMS and CA are ACTIVE on the “fallback release” and calls are being processed. 

<hostname> btsstat
[image: image12.wmf]Note: At this point, Side A system is getting prepared to boot from fallback release on disk 1.

Step 15 To boot from disk1 (fallback release) on Side A EMS and CA, do the following commands


<hostname># eeprom boot-device=”disk1 disk0”

<hostname>#  shutdown –i6 –g0 –y

  

Step 16 After logging in as root, run following commands to verify system booted on disk1. 


<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># df 

The expected result will be similar to the following:

Note: t1 in the output below indicates that disk1 is the current disk being used.
<hostname># df

/                  (/dev/dsk/c1t1d0s0 ):  899706 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483618 files

/proc              (proc              ):       0 blocks    29897 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):19172656 blocks  1195637 files

/system/object     (objfs             ):       0 blocks 2147483524 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t1d0s1 ): 7874224 blocks   605599 files

/tmp               (swap              ):19172656 blocks  1195637 files

/var/run           (swap              ):19172656 blocks  1195637 files

/opt               (/dev/dsk/c1t1d0s5 ):94107562 blocks  6866390 files

Step 17 Verify that there are no metastat devices.
     


<hostname>#  metastat -p 
Example output:



<hostname>#  metastat -p

metastat: <hostname>: there are no existing databases
Step 18 Verify that side A EMS and CA nodes boot up on the “fallback release” recovery disks and that the platform on the Primary side is not started.
Step 19 Log in as root and issue the platform start command to start up the primary EMS and CA nodes. 

<hostname> platform start all

Step 20 Verify that Side A EMS and CA platforms are in standby state.

<hostname>  btsstat

Step 21 Start Oracle and restore hub on the Side B EMS. 

       
<hostname>  /opt/ems/utils/updMgr.sh -restore_hub

       
<hostname> platform start -i oracle

Step 22 On Side B EMS set mode to Duplex 

       
<hostname>  su - oracle

       
<hostname> $ cd /opt/oracle/admin/utl

       
<hostname> $ rep_toggle -s optical2 -t set_duplex

<hostname> $ exit 

Step 23 Restart Side B EMS and CA

<hostname> platform stop all  
 

<hostname> platform start all 

Step 24 Verify that the Side A EMS and CA are in active state.  
        
<hostname> nodestat
            
* Verify  HUB communication is restored.
* Verify OMS Hub mate port status: communication between EMS nodes is restored

Step 25 Verify call processing is working normally with new call completion.

Step 26 Perform an EMS database audit on Side A EMS and verify that there are no mismatch between side A EMS and Side B EMS. 

    
<hostname> su - oracle
     

<hostname> dbadm -C db
     

<hostname> exit;

Step 27 Perform an EMS/CA database audit and verify that there are no mismatches. 
     
<hostname> su - btsadmin

     
CLI>audit database type=full;

     
CLI> exit

[image: image13.wmf] The backup version is now fully restored and running on non-mirrored disk.  
Step 28 Restore the /etc/rc3.d/S99platform feature for auto platform start on all four nodes using the following commands.

<hostname> cd /etc/rc3.d

<hostname> mv _S99platform S99platform

Step 29 Stop the Side B EMS and CA platforms and initiate mirroring using the procedure in Appendix D.
Step 30 Verify that the platforms on the Side B EMS and CA have started and are in STANDBY state.
Step 31 Stop the Side A EMS and CA platforms and initiate mirroring using the procedure in Appendix D.  
Step 32 Verify that the platforms on the Side A EMS and CA have started and are in STANDBY state.
Step 33 Verify that phone calls are processed correctly.

Chapter 5

Backout Procedure for Side B Systems





This procedure allows you to back out of the upgrade procedure if any verification checks (in "Verify system status" section) failed. This procedure is intended for the scenario in which the side B system has been upgraded to the new load and in active state, or side B system failed to upgrade to the new release, while the side A system is still at the previous load and in standby state. The procedure will back out the side B system to the previous load. 

This backout procedure will: 

· Restore the side A system to active mode without making any changes to it

· Revert to the previous application load on the side B system

· Restart the side B system in standby mode

· Verify that the system is functioning properly with the previous load



This procedure is used to restore the previous version of the release on Side B using a fallback release on disk 1.



The system must be in split mode so that the Side B EMS and CA can be reverted back to the previous release using the fallback release on disk 1. 


Step 1 Verify that oracle is in simplex mode and Hub is in split state on EMS Side A


<hostname># nodestat

· Verify ORACLE DB REPLICATION should be IN SIMPLEX SERVICE

· Verify OMSHub mate port status: No communication between EMS

· Verify OMSHub slave port status: should not contain Side B CA IP address

[image: image14.wmf] Note: If the above verification is not correct then follow following bullets, otherwise go to step 2

· On the EMS Side A place oracle in the simplex mode and split the Hub.
        


· <hostname> su – oracle
· <hostname>$ cd /opt/oracle/admin/utl
· <hostname>$ rep_toggle -s optical1 -t set_simplex
· <hostname> /opt/ems/utils/updMgr.sh -split_hub
· On the EMS Side A  

· <hostname> platform stop all 

· <hostname> platform start all     

· Verify that the EMS Side A is in STANDBY state.

· <hostname> btsstat

· Control Side A EMS to ACTIVE state. 

· On EMS Side B execute the following commands. 
· <hostname> su - btsuser       
· CLI> control bdms id=BDMSxx; target-state=active-standby;            
· CLI> control element-manager id=EMyy; target-state=active-standby;     


· CLI> exit
Step 2 Verify that the Side A EMS and CA are ACTIVE and Side B EMS and CA are in OOS-FAULTY or STANDBY state. If side A EMS and CA are in STANDBY state, the following “platform stop all” command will switchover.


<hostname> btsstat
Step 3 Stop Side B EMS and CA platforms.  Issue the following command on Side B EMS and CA.

 <hostname> platform stop all
[image: image15.wmf]Note: At this point, Side B system is getting prepared to boot from fallback release on disk 1.

Step 4 To boot from disk1 (fallback release), do the following commands


<hostname># eeprom boot-device=”disk1 disk0”

<hostname>#  shutdown –i6 –g0 –y

  

Step 5 After logging in as root, run following commands to verify system booted on disk1. 


<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># df 

The expected result will be similar to the following:

Note: t1 in the output below indicates that disk1 is the current disk being used.

<hostname># df

/                  (/dev/dsk/c1t1d0s0 ):  899706 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483618 files

/proc              (proc              ):       0 blocks    29897 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):19172656 blocks  1195637 files

/system/object     (objfs             ):       0 blocks 2147483524 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t1d0s1 ): 7874224 blocks   605599 files

/tmp               (swap              ):19172656 blocks  1195637 files

/var/run           (swap              ):19172656 blocks  1195637 files

/opt               (/dev/dsk/c1t1d0s5 ):94107562 blocks  6866390 files

Step 6 Verify that there are no metastat devices.
     


<hostname>#  metastat -p 
Example output:



 <hostname># metastat -p

metastat: <hostname>: there are no existing databases
Step 7 Verify that side B EMS and CA nodes boot up on the “fallback release” recovery disk 1 and that the platform on the secondary side is not started.

<hostname> btsstat

Step 8 On the EMS and CA Side B

  <hostname> platform start all
<hostname> btsstat
Step 9 Verify that the Side A EMS and CA are ACTIVE and Side B EMS and CA are in STANDBY state.
Step 10 Restore hub on the Side A EMS. 


       
<hostname>  /opt/ems/utils/updMgr.sh -restore_hub


Step 11 On Side A EMS set mode to Duplex 

       
<hostname>  su - oracle

       
<hostname> $ cd /opt/oracle/admin/utl

       
<hostname> $ rep_toggle -s optical1 -t set_duplex

<hostname> $ exit 

Step 12 Restart Side A EMS 

<hostname> platform stop all  
 

<hostname> platform start all 

Step 13 Verify that the Side B EMS in active state.  
        
<hostname> nodestat
            
· Verify  HUB communication is restored.
· Verify OMS Hub mate port status: communication between EMS nodes is restored

Step 14 Control the Side A EMS to active state.

<hostname> su - btsuser
            
CLI> control bdms id=BDMSxx; target-state=active-standby;
            
CLI> control element-manager id=EMyy; target-state=active-standby;
     


CLI> exit
Step 15 Verify call processing is working normally with new call completion.

Step 16 Perform an EMS database audit on Side A EMS and verify that there are no mismatch between side A EMS and Side B EMS. 


    
<hostname> su - oracle
     

<hostname> dbadm -C db
     

<hostname> exit;

Step 17 Perform an EMS/CA database audit and verify that there are no mismatches. 
     
<hostname> su - btsadmin

     
CLI>audit database type=full;

     
CLI> exit

[image: image16.wmf] The backup version is now fully restored and running on non-mirrored disk.  

Step 18 Restore the /etc/rc3.d/S99platform feature for auto platform start on Side B nodes using the following commands.

<hostname> cd /etc/rc3.d

<hostname> mv _S99platform S99platform

Step 19 Verify that phone calls are processed correctly.
[image: image17.wmf]Note: At this point, Side B is running on disk 1 (fallback release) and Side A running on disk 0. Also both systems Side A and Side B are running on non-mirrored disk.

Appendix A


Mirroring The Disks 



The following procedure is necessary and must be executed for mirroring the disks for field installations. 

Step 1 
<hostname>#  cd /opt/setup

Step 2 
Execute the following command on EMS to set up the mirror for an EMS node.
     
<hostname>#  ./setup_mirror_ems
Expected Output:

Warning: Current Disk has mounted partitions.

/dev/dsk/c1t0d0s0 is currently mounted on /. Please see umount(1M).

/dev/dsk/c1t0d0s1 is currently mounted on /var. Please see umount(1M).

/dev/dsk/c1t0d0s3 is currently used by swap. Please see swap(1M).

/dev/dsk/c1t0d0s5 is currently mounted on /opt. Please see umount(1M).

partioning the 2nd disk for mirroring

fmthard:  New volume table of contents now in place.

checking disk partition

Disk partition match, continue with mirroring

If you see any error at all from this script, please stop

and don't reboot !!!

metainit: waiting on /etc/lvm/lock

d0: Concat/Stripe is setup

d1: Concat/Stripe is setup

d2: Mirror is setup

d12: Concat/Stripe is setup

d13: Concat/Stripe is setup

d14: Mirror is setup

d9: Concat/Stripe is setup

d10: Concat/Stripe is setup

d11: Mirror is setup

d3: Concat/Stripe is setup

d4: Concat/Stripe is setup

d5: Mirror is setup

d6: Concat/Stripe is setup

d7: Concat/Stripe is setup

d8: Mirror is setup

      Dump content: kernel pages

       Dump device: /dev/md/dsk/d8 (dedicated)

Savecore directory: /var/crash/secems76

  Savecore enabled: yes

Step 3 
Execute the following command on CA to set up the mirror on the CA.

<hostname>#  cd /opt/setup     

<hostname># ./setup_mirror_ca

Expected Results:

Warning: Current Disk has mounted partitions.

partioning the 2nd disk for mirroring

fmthard:  New volume table of contents now in place.

checking disk partition

Disk partition match, continue with mirroring

If you see any error at all from this script, please stop

and don't reboot !!!

d0: Concat/Stripe is setup

d1: Concat/Stripe is setup

d2: Mirror is setup

d12: Concat/Stripe is setup

d13: Concat/Stripe is setup

d14: Mirror is setup

d9: Concat/Stripe is setup

d10: Concat/Stripe is setup

d11: Mirror is setup

d3: Concat/Stripe is setup

d4: Concat/Stripe is setup

d5: Mirror is setup

d6: Concat/Stripe is setup

d7: Concat/Stripe is setup

d8: Mirror is setup

      Dump content: kernel pages

       Dump device: /dev/md/dsk/d8 (dedicated)

Savecore directory: /var/crash/secca76

  Savecore enabled: yes

[image: image18.wmf] NOTE: Do not reboot your system if an error occurs. You must fix the error before moving to the next step.

Step 4  After the mirror setup completes successfully, reboot the system. 

     
 <hostname># reboot -- -r

Step 5  Once the system boots up, login as root and issue the following command 


<hostname># cd  /opt/setup

Step 6  Synchronize the disk 

<hostname>#
nohup ./sync_mirror &
Step 7  Wait for the disks to synchronize. Synchronization can be verified by executing the following commands 
<hostname># cd /opt/utils
 <hostname># Resync_status 
Step 8 
Execute the following command to check the “real time” status of the disk sync,  

   
<hostname># tail -f /opt/setup/nohup.out

NOTE: The disk syncing time will vary depending on the disk size. For a 72 gig disk, it can take approximately 3 hours. 
Step 9 
Execute the following command to find out the percentage completion of this process. (Note that once the disk sync is complete no output will be returned as a result of the following command.)
<hostname># metastat | grep % 
Step 10 The following message will be displayed once the disk syncing process completes.
Resync of disks has completed

Tue Feb 27 17:13:45 CST 2007

Step 11 Once the disk mirroring is completed, refer to Appendix B to verify Disk Mirroring. .


Appendix B


Verifying The Disk Mirror 



Step 1 The following command determines if the system has finished the disk mirror setup.
<hostname>#  metastat |grep % 
If no output is returned as a result of the above command then the system is syncing disks and the systems are up to date. Note however that this does not guarantee the disks are properly mirrored.

Step 2  The following command determines status of all the metadb slices on the disk. 

<hostname>#  metadb |grep c1 
The output should look very similar to the following 

     a m  p  luo        16              8192            /dev/dsk/c1t0d0s4

     a      p  luo        8208          8192            /dev/dsk/c1t0d0s4

     a      p  luo        16400        8192            /dev/dsk/c1t0d0s4

     a     p   luo        16              8192            /dev/dsk/c1t1d0s4

     a     p   luo        8208          8192            /dev/dsk/c1t1d0s4

     a     p   luo        16400        8192            /dev/dsk/c1t1d0s4

Step 3  The following command determines the status of all the disk slices under mirrored control.  

<hostname>#  metastat |grep c1 
The output of the above command should look similar to the following:  
        c1t0d0s1          0     No            Okay   Yes 

        c1t1d0s1          0     No            Okay   Yes 

        c1t0d0s5          0     No            Okay   Yes 

        c1t1d0s5          0     No            Okay   Yes 

        c1t0d0s6          0     No            Okay   Yes 

        c1t1d0s6          0     No            Okay   Yes 

        c1t0d0s0          0     No            Okay   Yes 

        c1t1d0s0          0     No            Okay   Yes 

        c1t0d0s3          0     No            Okay   Yes 

        c1t1d0s3          0     No            Okay   Yes 

c1t1d0   Yes    id1,sd@SFUJITSU_MAP3735N_SUN72G_00Q09UHU____

c1t0d0   Yes    id1,sd@SFUJITSU_MAP3735N_SUN72G_00Q09ULA____

 [image: image19.wmf]Caution: If an Okay is not seen on each of the slices for disk 0 and disk 1, then the disks are not properly mirrored. You must execute steps 1 through 16 in Task 1 of Chapter 2 to correct this. Steps 1 through 16 will break any established mirror on both disk 0 and disk 1. After completion, verify that disk 0 is bootable and proceed with mirroring disk 0 to disk 1 according to procedure in Appendix A. 
(Note: For the fallback disk mirroring, verify that disk 1 is bootable and proceed with mirroring disk 1 to 0 according to procedure in Appendix D).
Next, run the steps 1 – 3 above and verify that the disks are properly mirrored before running the procedure Creation of Backup Disk (Chapter 2).
Appendix C 


Emergency Fallback Procedure Using the Backup Disks



This procedure should be used to restore service as quickly as possible in the event that there is a need to abandon the upgrade version due to call processing failure. 
This procedure will be used when there is either no successful call processing, or the upgrade performance is so degraded that it is not possible to continue operations with the upgrade  release. 

Step 1 
Determine if the upgraded disks should be gracefully shutdown for purposes of failure analysis at a later time. If this is desired then issue the following commands on Side A and Side B EMS and CA nodes, other wise go to Step 2.

<hostname>#  platform stop all.

<hostname>#  shutdown –i5 –g0 –y

Step 2 
Perform following commands on all four nodes in the system to boot Side A and Side B EMS and CA nodes on disk 1 (fallback recovery disk).

<hostname># eeprom boot-device=”disk1 disk0”

<hostname>#  shutdown –i6 –g0 –y

Step 3 Wait for the Side A and Side B EMS and CA nodes to boot up successfully and then enter the following commands on all four nodes to verify system booted on disk1 (fallback recovery disk). 
<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># df 

The expected result will be similar to the following:

Note: t1 in the output below indicates that disk1 is the current disk being used.
<hostname># df

/                  (/dev/dsk/c1t1d0s0 ):  899706 blocks   473252 files

/devices           (/devices          ):       0 blocks        0 files

/system/contract   (ctfs              ):       0 blocks 2147483618 files

/proc              (proc              ):       0 blocks    29897 files

/etc/mnttab        (mnttab            ):       0 blocks        0 files

/etc/svc/volatile  (swap              ):19172656 blocks  1195637 files

/system/object     (objfs             ):       0 blocks 2147483524 files

/dev/fd            (fd                ):       0 blocks        0 files

/var               (/dev/dsk/c1t1d0s1 ): 7874224 blocks   605599 files

/tmp               (swap              ):19172656 blocks  1195637 files

/var/run           (swap              ):19172656 blocks  1195637 files

/opt               (/dev/dsk/c1t1d0s5 ):94107562 blocks  6866390 files

Step 4 Verify that there are no metastat devices on all four nodes.
     


<hostname>#  metastat -p 
Example output:



<hostname>#  metastat -p

metastat: <hostname>: there are no existing databases
Step 5 
 Start Side A EMS and CA nodes
<hostname>#  platform start all

Step 6
Start Side B EMS and CA nodes 
<hostname>#  platform start all

Step 7 
 Verify that the Side A EMS and CA node platforms and hub are in active mode and that the Side B EMS and CA nodes are in standby mode.

Step 8 
Enable platform auto start at boot-up with the following commands on all four nodes.

<hostname>#  cd /etc/rc3.d

<hostname>#  mv _S99platform S99platform

Step 9 
At a time that is appropriate for minimal impact on system performance,  initiate  disk mirroring on Side B EMS and CA by using Appendix D. 
Step 10 At a time that is appropriate for minimal impact on system performance,  initiate  disk mirroring on Side A EMS and CA by using Appendix D. 
Appendix D


Mirroring The Disks For Fallback Procedure


The following procedure is necessary and must be executed for fallback mirroring the disks for field installations. 

Use the format command to collect required hard disk information.  Running this command will yield output similar to the following:

<hostname># format

Searching for disks...done

AVAILABLE DISK SELECTIONS:

       0. c1t0d0 <SUN72G cyl 14087 alt 2 hd 24 sec 424>

          /pci@1c,600000/scsi@2/sd@0,0

       1. c1t1d0 <SUN72G cyl 14087 alt 2 hd 24 sec 424>

          /pci@1c,600000/scsi@2/sd@1,0

Specify disk (enter its number):

At the prompt, enter <CTRL-C> to abort the format command.  Retain the disk information (e.g., c1t0d0 is the first physical disk, c1t1d0 is the second physical disk, etc.).

NOTE: 
If the system does not have 2 hard disks, DO NOT CONTINUE.  Mirroring can not be configured for a single disk system.

Determine which disk is the "primary" disk and which is the "secondary" disk.  The primary disk is the disk the system uses to boot.  This can be determined by running the eeprom command as follows:

<hostname># eeprom boot-device

boot-device=disk0 disk1
In this example, the primary disk is disk0 and equates to c1t0d0 as determined previously via format.  Likewise, the secondary disk is disk1 and equates to c1t1d0.

These associations can vary, depending on the system configuration.  Do not assume a preset sequence.  For example, consider this boot sequence:

<hostname># eeprom boot-device

boot-device=disk1 disk0
In this example, the primary disk is disk1 and equates to c1t1d0 and the secondary disk is disk0 and equates to c1t0d0.
Using the disk information obtained in the previous steps, configure the secondary disk's partitions for mirroring by performing the following:

<hostname># prtvtoc -h /dev/dsk/c1t1d0s2 | fmthard -s - /dev/rdsk/c1t0d0s2
fmthard:  New volume table of contents now in place.
Verify that the partition information for c1t1d0 and c1t0d0 are identical by using the prtvtoc command for each disk as follows:

<hostname># prtvtoc -h /dev/dsk/c1t1d0s2
       0      2    00    8201856   4100928  12302783   /

       1      7    00   12302784  10247232  22550015   /var

       2      5    00          0 143349312 143349311

       3      3    01          0   8201856   8201855

       4      0    00   22550016     50880  22600895

       5      0    00   22600896 116647488 139248383   /opt

       6      0    00  139248384   4100928 143349311

<hostname># prtvtoc -h /dev/dsk/c1t0d0s2
       0      2    00    8201856   4100928  12302783   /

       1      7    00   12302784  10247232  22550015   /var

       2      5    00          0 143349312 143349311

       3      3    01          0   8201856   8201855

       4      0    00   22550016     50880  22600895

       5      0    00   22600896 116647488 139248383   /opt

       6      0    00  139248384   4100928 143349311

NOTE: 
If the partition information does not match, do not continue.  Partitions must be configured to be identical before mirroring can be established.
Initialize the mirror DB by running the metadb command as follows:

<hostname># /usr/sbin/metadb -a -f -c 3  c1t1d0s4 c1t0d0s4
Set up mirroring for the root (/) partition by performing the following command sequence:

<hostname># /usr/sbin/metainit -f d0 1 1 c1t1d0s0
d0: Concat/Stripe is setup
<hostname># /usr/sbin/metainit -f d1 1 1 c1t0d0s0
d1: Concat/Stripe is setup
<hostname># /usr/sbin/metainit d2 -m d0
d2: Mirror is setup
<hostname># /usr/sbin/metaroot d2

<hostname># /usr/sbin/lockfs -fa

Set up mirroring for the remaining partitions by performing the following commands:

<hostname># /usr/sbin/metainit -f d12 1 1 c1t1d0s6
d12: Concat/Stripe is setup
<hostname># /usr/sbin/metainit -f d13 1 1 c1t0d0s6
d13: Concat/Stripe is setup
<hostname># /usr/sbin/metainit d14 -m d12
d14: Mirror is setup
<hostname># /usr/sbin/metainit -f d9 1 1 c1t1d0s5
d9: Concat/Stripe is setup
<hostname># /usr/sbin/metainit -f d10 1 1 c1t0d0s5
d10: Concat/Stripe is setup
<hostname># /usr/sbin/metainit d11 -m d9

d11: Mirror is setup
<hostname># /usr/sbin/metainit -f d3 1 1 c1t1d0s1
d3: Concat/Stripe is setup
<hostname># /usr/sbin/metainit -f d4 1 1 c1t0d0s1
d4: Concat/Stripe is setup
<hostname># /usr/sbin/metainit d5 -m d3

d5: Mirror is setup
<hostname># /usr/sbin/metainit -f d6 1 1 c1t1d0s3
d6: Concat/Stripe is setup
<hostname># /usr/sbin/metainit -f d7 1 1 c1t0d0s3
d7: Concat/Stripe is setup
<hostname># /usr/sbin/metainit d8 -m d6

d8: Mirror is setup
Save a copy of the /etc/vfstab file as shown:

<hostname># cp /etc/vfstab /etc/vfstab.org.mirror.$$
Replace /etc/vfstab with a new version configured for mirroring via the following command:

<hostname># cp /opt/setup/vfstab_mirror /etc/vfstab

Configure a new dump device for operating system crash dumps via the following command:

<hostname># dumpadm -d /dev/md/dsk/d8

      Dump content: kernel pages

       Dump device: /dev/md/dsk/d8 (dedicated)

Savecore directory: /var/crash/prica24

  Savecore enabled: yes
[image: image20.wmf] NOTE: Do not reboot your system if any errors occur in the above steps (1-10). You must fix the error before moving to the next step.

Step 11 After the mirror setup completes successfully, reboot the system. 

     
 <hostname># reboot -- -r

Step 12 Once the system boots up, login as root and issue the following command 


<hostname># eeprom boot-device

boot-device=disk1 disk0

<hostname># cd  /opt/setup

Step 13 Synchronize the disk 

<hostname>#
nohup ./sync_mirror &

Step 14 Wait for the disks to synchronize. Synchronization can be verified by executing the following commands 
<hostname># cd /opt/utils

 <hostname># Resync_status 

Step 15 Execute the following command to check the “real time” status of the disk sync,  

   
<hostname># tail -f /opt/setup/nohup.out

NOTE: The disk syncing time will vary depending on the disk size. For a 72 gig disk, it can take approximately 3 hours. 

Step 16 Execute the following command to find out the percentage completion of this process. (Note that once the disk sync is complete no output will be returned as a result of the following command.)

<hostname># metastat | grep % 
Step 17 The following message will be displayed once the disk syncing process completes.

Resync of disks has completed

Tue Feb 27 17:13:45 CST 2007

Step 18 Once the disk mirroring is completed, refer to Appendix B to verify Disk Mirroring. .
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