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Preface


Obtaining Documentation



These sections explain how to obtain documentation from Cisco Systems.

World Wide Web



You can access the most current Cisco documentation on the World Wide Web at this URL: http://www.cisco.com/
Translated documentation is available at this URL: http://www.cisco.com/public/countries_languages.shtml


Documentation CD-ROM



Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM package, which is shipped with your product. The Documentation CD-ROM is updated monthly and may be more current than printed documentation. The CD-ROM package is available as a single unit or through an annual subscription.



Ordering Documentation


You can order Cisco documentation in these ways:
Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from the Networking Products MarketPlace: http://www.cisco.com/cgi-bin/order/order_root.pl
Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription Store: http://www.cisco.com/go/subscription
No registered Cisco.com users can order documentation through a local account representative by calling Cisco Systems Corporate Headquarters (California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by calling 800 553-NETS (6387).



Documentation Feedback 



You can submit comments electronically on Cisco.com. In the Cisco Documentation home page, click the Fax or Email option in the “Leave Feedback” section at the bottom of the page. 

You can e-mail your comments to mailto: bug-doc@cisco.com.

You can submit your comments by mail by using the response card behind the front cover of your document or by writing to the following address:

Cisco Systems, INC.

Attn: Document Resource Connection

170 West Tasman Drive

San Jose, CA 95134-9883


Obtaining Technical Assistance



Cisco provides Cisco.com as a starting point for all technical assistance. Customers and partners can obtain online documentation, troubleshooting tips, and sample configurations from online tools by using the Cisco Technical Assistance Center (TAC) Web Site. Cisco.com registered users have complete access to the technical support resources on the Cisco TAC Web Site: http://www.cisco.com/tac


Cisco.com



Cisco.com is the foundation of a suite of interactive, networked services that provides immediate, open access to Cisco information, networking solutions, services, programs, and resources at any time, from anywhere in the world. 

Cisco.com is a highly integrated Internet application and a powerful, easy-to-use tool that provides a broad range of features and services to help you with these tasks:

 Streamline business processes and improve productivity 

 Resolve technical issues with online support

 Download and test software packages

 Order Cisco learning materials and merchandise

 Register for online skill assessment, training, and certification programs

If you want to obtain customized information and service, you can self-register on Cisco.com. To access Cisco.com, go to this URL: http://www.cisco.com/


Technical Assistance Center



The Cisco Technical Assistance Center (TAC) is available to all customers who need technical assistance with a Cisco product, technology, or solution. Two levels of support are available: the Cisco TAC Web Site and the Cisco TAC Escalation Center.

Cisco TAC inquiries are categorized according to the urgency of the issue:

Priority level 4 (P4)—you need information or assistance concerning Cisco product capabilities, product installation, or basic product configuration.

Priority level 3 (P3)—your network performance is degraded. Network functionality is noticeably impaired, but most business operations continue.

Priority level 2 (P2)—your production network is severely degraded and is affecting significant aspects of business operations. No workaround is available.

Priority level 1 (P1)—your production network is down, and a critical impact to business operations will occur if service is not restored quickly. No workaround is available.

The Cisco TAC resource that you choose is based on the priority of the problem and the conditions of service contracts, when applicable.



Cisco TAC Web Site



You can use the Cisco TAC Web Site to resolve P3 and P4 issues yourself, saving both cost and time. The site provides around-the-clock access to online tools, knowledge bases, and software. To access the Cisco TAC Web Site, go to this URL: http://www.cisco.com/tac
All customers, partners, and resellers who have a valid Cisco service contract have complete access to the technical support resources on the Cisco TAC Web Site. The Cisco TAC Web Site requires a Cisco.com Log in ID and password. If you have a valid service contract but do not have a Log in ID or password, go to this URL to register: http://www.cisco.com/register/
If you are a Cisco.com registered user, and you cannot resolve your technical issues by using the Cisco TAC Web Site, you can open a case online by using the TAC Case Open tool at this URL: http://www.cisco.com/tac/caseopen
If you have Internet access, we recommend that you open P3 and P4 cases through the Cisco TAC Web Site: http://www.cisco.com/tac


Cisco TAC Escalation Center



The Cisco TAC Escalation Center addresses priority level 1 or priority level 2 issues. These classifications are assigned when severe network degradation significantly impacts business operations. When you contact the TAC Escalation Center with a P1 or P2 problem, a Cisco TAC engineer automatically opens a case.

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml
Before calling, please check with your network operations center to determine the level of Cisco support services to which your company is entitled: for example, SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When you call the center, please have available your service agreement number and your product serial number. 










Chapter 1

Disaster Recovery Requirements



Introduction


Application software loads are designated as Release 900-aa.bb.cc.Vxx, where 

· aa=major release number, for example, 01

· bb=minor release number, for example, 03

· cc=maintenance release, for example, 00

· Vxx=Version number, for example V04



This procedure is recommended only when full system upgrade to release 4.5 has been completed and the system is experiencing unrecoverable problems for which the only solution is to take a full system service outage and restore to the previously working release as quickly as possible.


Note:   In this document, the following designations are used:


· EMS -- Element Management System

· CA/FS -- Call Agent / Feature Server

· Primary -- Also referred to as "Side A"

· Secondary -- Also referred to as "Side B"



Assumptions



The following assumptions are made. 

· The installer has a basic understanding of UNIX and Oracle commands.

· The installer has the appropriate user name(s) and password(s) to log on to each EMS/CA/FS platform as root user, and as Command Line Interface (CLI) user on the EMS.

· The installer have full administrative access to the DNS

· Total live traffic outage for a period of approximately 30 minutes is acceptable

· ITP commands to remove AS and ASP are prepared

· ITP commands to restore E-link(s) and linkset are prepared.

· All analysis of the outage is leading to the BTS as the main contributor in the current situation



	
	Note:   Contact Cisco Support before you start if you have any questions. 




Requirements



Locate release 3.5.5 disks with following labels:
· Side A EMS

· “Release 3.5.5 EMS side A disk0”
· “Release 3.5.5 EMS side A disk1”

· Side B EMS
· “Release 3.5.5 EMS side B disk0”
· “Release 3.5.5 EMS side B disk1”
· Side A CA/FS
· “Release 3.5.5 CA/FS side A disk0”
· “Release 3.5.5 CA/FS side A disk1”
· Side B CA/FS
· “Release 3.5.5 CA/FS side B disk0”
· “Release 3.5.5 CA/FS side B disk1”


Important notes about this procedure



Throughout this procedure, each command is shown with the appropriate system prompt, followed by the command to be entered in bold. The prompt is generally one of the following: 

· Host system prompt (<hostname>#)
· Oracle prompt (<hostname>$)
· SQL prompt (SQL>)
· CLI prompt (CLI>)
· SFTP prompt (sftp>)
· Ok prompt (ok>)


1. Throughout the steps in this procedure, enter commands as shown, as they are case sensitive (except for CLI commands).
2. It is recommended that you read through the entire procedure before performing any steps.
3. The system will incur about 30 minutes of total live traffic outage before side B systems can be fully functional. Please plan accordingly to minimize any negative service impact. 
4. There will be no new provisioning allowed during entire disaster recovery process. 
5. Newly provisioned data including handset and CLI data, after the point that side B system disks were swapped out are lost.


Chapter 2
System Disaster Recovery Procedure



Warning   Executing this backout procedure will result in lost of all provisioning data which includes north bound handset data from the point where the side B system disks were swapped out. Lost of billing CDR is also expected.


Introduction



This backout procedure allows you to restore the BTS system back to release 3.5.5. This procedure is intended for the disaster scenario in which the entire system has been upgraded to the release 4.5.13 load and calls cannot be made or maintained.
This backout procedure will: 

· Power off each BTS machine
· Restore physical MGCP IPs from DNS

· Restore the side-B systems with release 3.5.5 disks

· Revert the ITP back to STP mode to restore the E-links and linksets

· Bring up applications to active mode without making any changes to it

· Verify that the system is functioning properly with the previous load

· Restore the side-A systems with release 3.5.5 disks

· Restart the side-A systems in standby mode
· Control the system to a normal operational state  -- side A active, side B standby


Note:   In addition to performing this backout procedure, you should contact Cisco Support when you are ready to retry the upgrade procedure.



Task 1: Change MGCP domain IP addresses from DNS



Step 1   DNS changes:

From each Domain Name Server that is serving the BTS 10200, restore the IP addresses for MGCP domain name from 2 logical IPs back to 4 physical IPs. So the IPs for MGCP domain name is changed:  2L ( 2P + 2S.

Please make sure the DNS setting for physical IPs are:

· 300 seconds of Time-to-Live (TTL) value

Please refresh the DNS cache and make sure the new IP addresses are taking affect. 

Step 2   Verify the DNS changes:

To verify the change has taken affect, please log in to CA/FS side A and perform “nslookup” of the MGCP domain name.

For an example:

<hostname># nslookup ca-mgcp.twc.cisco.com

…

Non-authoritative answer:

Name:   ca-mgcp.twc.cisco.com
Address: 13.200.10.11
Name:   ca-mgcp.twc.cisco.com
Address: 13.200.20.11
Name:   ca-mgcp.twc.cisco.com
Address: 13.200.10.12
Name:   ca-mgcp.twc.cisco.com
Address: 13.200.20.12
<hostname># ping 13.200.10.11

13.200.10.11 is alive     (  Primary CA/FS physical IP 1
<hostname># ping 13.200.20.11

13.200.20.11 is alive     (  Primary CA/FS physical IP 2
<hostname># ping 13.200.10.12

13.200.10.12 is alive     (  Secondary CA/FS physical IP 1
<hostname># ping 13.200.20.12

13.200.20.12 is alive     (  Secondary CA/FS physical IP 2
Step 3   Check TTL setting from CA/FS side A. Please use the actual Domain Name for parameter DNS_FOR_CA_MGCP_COM from /etc/opticall.cfg.

For an example:

· The MGCP Domain Name “ca-mgcp.twc.cisco.com” is configured with 4 physical IPs (2 from Primary CA/FS and 2 from Secondary CA/FS).


· Verify the TTL for all 4 IPs is 300 seconds

<hostname># dig ca-mgcp.twc.cisco.com

· The TTL value will be shown in the second field in the ANSWER SECTION

; <<>> DiG 9.2.4 <<>> ca-mgcp.twc.cisco.com

;; global options:  printcmd

;; Got answer:

;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 1664

;; flags: qr aa rd ra; QUERY: 1, ANSWER: 3, AUTHORITY: 2, ADDITIONAL: 2

;; QUESTION SECTION:

; ca-mgcp.twc.cisco.com.       IN      A

;; ANSWER SECTION:

ca-mgcp.twc.cisco.com. 300 IN A     13.200.10.11
ca-mgcp.twc.cisco.com. 300 IN A     13.200.20.11

ca-mgcp.twc.cisco.com. 300 IN A     13.200.10.12
ca-mgcp.twc.cisco.com. 300 IN A     13.200.20.12


Task 2: Shutdown each machines


From CA/FS side B


Step 1   Login to the CA/FS Side B machine through console server and shutdown the machine.

<hostname># eeprom diag-level=init


<hostname># sync;sync;shutdown –i5 –g0 –y
· Notice the normal console prompt is now changed to lom>
Step 2   Remove disk0 from slot 0 off the machine with label “Release 4.5 CA/FS side B disk0”. Also remove disk1 from slot 1 off the machine with label “Release 4.5 CA/FS side B disk1”.
· Sunfire 1280 disk slot lay out:

	
	DVD-ROM

	
	Disk 1

	
	Disk 0


Step 3   Place disk labeled with “Release 3.5.5 CA/FS side B disk0” in slot 0. Also place disk labeled with “Release 3.5.5 CA/FS side B disk1” in slot 1.


From EMS side B


Step 1   Login to the EMS Side B machine through console server and shutdown the machine.

<hostname># eeprom diag-level=init

<hostname># sync;sync;shutdown –i5 –g0 –y
· Notice the normal console prompt is now changed to lom>
Step 2   Remove disk0 from slot 0 off the machine with label “Release 4.5 EMS side B disk0”. Also remove disk1 from slot 1 off the machine with label “Release 4.5 EMS side B disk1”.
· Sunfire 1280 disk slot lay out:

	
	DVD-ROM

	
	Disk 1

	
	Disk 0


Step 3   Place disk labeled with “Release 3.5.5 EMS side B disk0” in slot 0. Also place disk labeled with “Release 3.5.5 EMS side B disk1” in slot 1.


From CA/FS side A



Step 1   Login to the CA/FS Side A machine through console server and shutdown all applications

<hostname># platform stop all


<hostname># cd /opt/ems/bin


<hostname># daemon_mgr.sh stop

<hostname># daemon_mgr.sh remove


From EMS side A



Step 1   Login to the EMS Side A machine through console server and shutdown all applications

<hostname># platform stop all


<hostname># cd /opt/ems/bin


<hostname># daemon_mgr.sh stop

<hostname># daemon_mgr.sh remove


Note:   It is recommended to perform Task 3 and Task 4 in parallel. 


Task 3: Restore side B to the old release



From CA/FS side B



Step 1   Power on the machine

<lom> poweron

Step 2   Monitor the system boot progress thru console, log back in when system completes boot process


From EMS side B



Step 1   Power on the machine

<lom> poweron

Step 2   Monitor the system boot progress thru console, log back in when system completes boot process



Task 4: Restore SCTP settings


From ITPs


Step 1   Please remove all SCTP settings from ITPS by executing IOS commands. The IOS command file should already be prepared before the upgrade. If not, please remove the configurations manually.
Step 2   Restore SS7 link(s) and linkset on the ITPs prior to starting the applications on Secondary Side B with release 3.5.5. Sample IOS command is given below:

cs7 as TB12-LNP sua

shut

no cs7 as TB12-LNP sua

!

cs7 as TB12-CNAM sua

shut

no cs7 as TB12-CNAM sua

!

cs7 as TB12-ISUP m3ua

shuT

no cs7 as TB12-ISUP m3ua

!

cs7 as TB12-800A sua

shut

no cs7 as TB12-800A sua

!

cs7 as TB12-800T sua

shut

no cs7 as TB12-800T sua

!

cs7 as TB12-ACAR sua

shut

no cs7 as TB12-ACAR sua

!

cs7 asp tb12CAPRI 11146 2905 m3ua

shut

no cs7 asp tb12CAPRI 11146 2905 m3ua

!

cs7 asp tb12CASEC 11146 2905 m3ua

shut

no cs7 asp tb12CASEC 11146 2905 m3ua

!

cs7 asp tb12AinPRI 12205 14001 sua

shut

no cs7 asp tb12AinPRI 12205 14001 sua

!

cs7 asp tb12AinSec 12205 14001 sua

shut

no cs7 asp tb12AinSec 12205 14001 sua

!

cs7 asp tb12PotPri 12235 14001 sua

shut

no cs7 asp tb12PotPri 12235 14001 sua

!

cs7 asp tb12PotSec 12235 14001 sua

shut

no cs7 asp tb12PotSec 12235 14001 sua

!

cs7 linkset to_TB12 1.12.1

 description linkset to TB-12

 link 0 Serial1/1/5:0

 link 1 Serial1/1/6:0

no shut

!

cs7 linkset to_inet3 8.203.103

 description to_inet3_pod_1 for TB-12

 link 0 Serial1/1/3:0

no shut

cs7 linkset to_bts10200 7.7.7
description linkset to bts10200

link 0 Serial1/1/5:0
link 1 Serial1/1/6:0

no shut



Note:   It is recommended to perform Task 5 and Task 6 in parallel. 


Task 5: Bring up applications on CA/FS side B


From CA/FS side B



Step 1   <hostname># platform start
Step 2   Activate SS7 Links on CA/FS side B.

              1. <hostname># termhandler -node a7n1 

· OMNI [date] #1:actv-slk:slk=< link on CA/FS side B >; 

· Enter y to continue.

· Repeat above two steps for each inactive link

             2. OMNI [date] #2:display-slk; 

· Enter y to continue

· Verify that the state of each link is ACTIVE. If any link is not in ACTIVE state, please activate it now. 
             3. OMNI[date]#3:quit 

Step 3   <hostname># mv /etc/rc3.d/_S99platform /etc/rc3.d/S99platform 



Task 6: Restore EMS side B to the old release



From EMS side B



Step 1   <hostname># platform start
Step 2   <hostname># mv /etc/rc3.d/_S99platform /etc/rc3.d/S99platform



Task 7: Verify system health


Verify that the system is functioning properly with the previous load

Step 1   Verify that call processing is working by making on-net and off net calls
Step 2   Verify that Billing CDRs are being generated with correct billing details for the calls just made

· Log in to EMS side B as CLI user
· CLI> report billing-record tail=<Choose # CDRs to be displayed>;

Step 3   Verify CLI data provision is functioning properly from EMS side B
· CLI> add carrier id=8080;

· CLI> show carrier id=8080;

· CLI> delete carrier id=8080;

· CLI> show carrier id=8080;

· CLI> show transaction-queue;

· You should expect to see following:

 Reply : Success: Database is void of entries.

· CLI> exit;

Step 4   Verify Oracle DB replication on EMS side B is enabled:


<hostname># su - oracle
<hostname>$ cd /opt/oracle/admin/utl


<hostname>$ rep_toggle -s optical2 -t show_mode

· You should expect to see following:

 The optical2 database is set to DUPLEX now.
Step 5   If you answered NO to any of the above questions (Step 1 through Step 4), Contact Cisco Support for assistance.



Note:   It is recommended to perform Task 8 and Task 9 in parallel. 



Task 8: Restore CA/FS side A to the old release



From CA/FS side A



Step 1   Login to the CA/FS Side A machine through console server and shutdown the machine.

<hostname># eeprom diag-level=init


<hostname># sync;sync;shutdown –i5 –g0 –y

· Notice the normal console prompt is now changed to lom>
Step 2   Remove disk0 from slot 0 off the machine with label “Release 4.5 CA/FS side A disk0”. Also remove disk1 from slot 1 off the machine with label “Release 4.5 CA/FS side A disk1”.
· Sunfire 1280 disk slot lay out:

	
	DVD-ROM

	
	Disk 1

	
	Disk 0


Step 3   Place disk labeled with “Release 3.5.5 CA/FS side A disk0” in slot 0. Also place disk labeled with “Release 3.5.5 CA/FS side A disk1” in slot 1.
Step 4   Power on the machine

<lom>poweron

Step 5   Monitor the system boot progress thru console, log back in when system completes boot process

Step 6   <hostname># /opt/ems/utils/install.sh -clearshm

· Answer “y” when prompt
Step 7   <hostname># platform start
Step 8   <hostname># mv /etc/rc3.d/_S99platform /etc/rc3.d/S99platform 



Task 9: Restore EMS side A to the old release



From EMS side A


Step 1   Login to the EMS Side A machine through console server and shutdown the machine.

<hostname># eeprom diag-level=init


<hostname># sync;sync;shutdown –i5 –g0 –y
· Notice the normal console prompt is now changed to lom>
Step 2   Remove disk0 from slot 0 off the machine with label “Release 4.5 EMS side A disk0”. Also remove disk1 from slot 1 off the machine with label “Release 4.5 EMS side A disk1”.
· Sunfire 1280 disk slot lay out:

	
	DVD-ROM

	
	Disk 1

	
	Disk 0


Step 3   Place disk labeled with “Release 3.5.5 EMS side A disk0” in slot 0. Also place disk labeled with “Release 3.5.5 EMS side A disk1” in slot 1.
Step 4   Power on the machine:
<lom>poweron

Step 5   Monitor the system boot progress thru console, log back in when system completes boot process

Step 6   <hostname># /opt/ems/utils/updMgr.sh -restore_hub

Step 7   <hostname># platform start -i oracle
Step 8   Log in as Oracle user:
<hostname># su – oracle 

Step 9   Copy data from EMS side B:

<hostname>$ cd /opt/oracle/admin/upd
<hostname>$ java dba.upd.UPDMgr -loadconfig
<hostname>$ java dba.upd.UPDMgr -skip reset copy
<hostname>$ java dba.upd.UPDMgr -copy all
<hostname>$ grep "FAIL=" UPDMgr.log
· Verify the FAIL count 0 is reported
<hostname>$ grep constraint UPDMgr.log | grep –i warning
· Verify there is no constraint warning reported



Note: if FAIL count is not 0 and/or there is constraint warning, please contact Cisco support.

Step 10   Set EMS side A replication to duplex:

<hostname>$ cd /opt/oracle/admin/utl 

<hostname>$ rep_toggle -s optical1 -t load_pkg

<hostname>$ rep_toggle -s optical1 -t add_toggle

<hostname>$ rep_toggle -s optical1 -t set_duplex 

· Answer “y” when prompt

· Answer “y” again when prompt

Step 11   <hostname>$ java dba.adm.DBUsage –sync 

· Verify Number of tables “unable-to-sync” is 0. 

Step 12   <hostname>$ exit 

Step 13   Make sure all oracle DB connections are terminated:
<hostname># platform stop -i oracle
Step 14   Bring up all BTS applications:

<hostname># platform start

Step 15   <hostname># mv /etc/rc3.d/_S99platform /etc/rc3.d/S99platform 



Task 10: Reset TTL value from DNS



Step 1   DNS changes:
From each Domain Name Server that is serving the upgraded BTS 10200, please change the Time-to-Live value from 300 seconds to 86400 seconds.

Please refresh the DNS cache and make sure the new TTL value is taking affect.

Step 2   Verify the DNS changes:

To verify the new TTL value has taken affect from Primary CA/FS, please login as root and use the actual Domain Name for parameter DNS_FOR_CA_MGCP_COM from /etc/opticall.cfg.

For an example:

· Verify the TTL for all 4 IPs is 86400 seconds

<hostname># nslookup -debug ca-mgcp.twc.cisco.com

· The TTL will be shown in the ANSWERS section as: ttl = <time to live in seconds>
…

    ANSWERS:

    ->  ca-mgcp.twc.cisco.com

        internet address = 13.200.10.11              (Primary CA/FS physical IP
        ttl = 86400 (1D)

    ->  ca-mgcp.twc.cisco.com

        internet address = 13.200.20.11              (Primary CA/FS physical IP
        ttl = 86400 (1D)

    ->  ca-mgcp.twc.cisco.com

        internet address = 13.200.10.12              (Secondary CA/FS physical IP
        ttl = 86400 (1D)

    ->  ca-mgcp.twc.cisco.com

        internet address = 13.200.20.12              (Secondary CA/FS physical IP
        ttl = 86400 (1D)



Task 11: Verify system status



Verify that the system is operating properly before you leave the site. 



Step 1   Perform full database audit between EMS and CA/FS:
· Log in to EMS side B as CLI user

· CLI> audit database;

· Check audit report.  If there are any mismatches found, please contact Cisco support immediately.

· CLI> exit;
Step 2   Performance Oracle DB audit between EMSs:

<hostname># su - oracle

<hostname>$ dbadm -C db
· You should expect to see following:
optical2:secems36:/opt/orahome$ dbadm -C db 

OPTICAL2::Deftrandest is empty?         YES

OPTICAL2::dba_repcatlog is empty?     YES

OPTICAL2::Deferror is empty?              YES

OPTICAL2::Deftran is empty?               YES

OPTICAL2::Has no broken job?            YES

OPTICAL2::JQ Lock is empty?             YES

OPTICAL1::Deftrandest is empty?         YES

OPTICAL1::dba_repcatlog is empty?     YES

OPTICAL1::Deferror is empty?            YES

OPTICAL1::Deftran is empty?              YES

OPTICAL1::Has no broken job?            YES

OPTICAL1::JQ Lock is empty?             YES

You are connecting to OPTICAL2, remote DB is OPTICAL1

…

Number of tables to be checked: 195

Number of tables checked OK:    195

Number of tables out-of-sync:   0
· If “Number of tables out-of-sync” is not 0, please contact Cisco support immediately.
<hostname>$ exit
Step 3   Check for critical and major alarms

· Log in to EMS side B as CLI user

· CLI> show alarm severity=MAJOR;

· CLI> show alarm severity=CRITICAL;


· Check report.  Please determine each major and critical condition, contact Cisco support if necessary.
Step 4   If you answered NO to any of the above questions (Step 1 through Step 4), Contact Cisco Support for assistance.


 You have completed the disaster recovery process successfully.


























































































































































































































































































































































































































































































Cisco BTS 10200 Softswitch Software Upgrade

Page 27

