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Documentation Overview

Documentation for this product release includes the following general topics.

Release Notes (on page 21) - Describes new features, improvements, deprecated/removed features, fixes, and known
issues

Installation (on page 45) - Helps you install Workload Optimization Manager in your on-prem environment
Product Overview (on page 113) - Provides an overview of the platform and its underlying architecture
Getting Started (on page 121) - Describes login steps, the Home Page, actions, and policies

Target Configuration (on page 148) - Provides a list of targets that the product can monitor, and describes how to
configure each target properly

User Interface Reference (on page 357) - Provides a list entities discovered from targets, and describes how to configure
plans, charts, and administrative settings

API Reference (on page 784) - Helps you use the REST API as you script interactions with the product

Integration - Embedded Reporting (on page 1351) - Describes how to set up Embedded Reporting, an add-on that stores
a history of your managed environment and presents this history via dashboards and reports
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Release Notes

Release Date: December 1, 2023

These release notes describe the following for Workload Optimization Manager 3.8.6:
New features

Deprecated or removed features

Improvements

Fixes

Known issues

REST API changes

For any questions, contact your support representative.

Configuring Kubernetes Targets for Workload Optimization Manager

To set up a Kubernetes target for Workload Optimization Manager, you deploy the Kubeturbo pod with specific
configuration resources. These resources require your version of Workload Optimization Manager, mapped to a
TURBONOM C_SERVER _VERSI ON. Use the following table to map your version of Workload Optimization Manager:

Workload Optimization Manager Version TURBONOMIC_SERVER_VERSION number
3.8.6 8.10.6
3.85 8.10.5
3.84 8.10.4
3.8.3 8.10.3
3.8.2 8.10.2
3.8.1 8.10.1
3.8.0 8.10.0
3.7.7 8.9.7
3.7.6 8.9.6
3.7.5 8.9.5
3.7.4 8.9.4
3.7.3 8.9.3
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Workload Optimization Manager Version TURBONOMIC_SERVER_VERSION number
3.7.2 8.9.2
3.7.1 8.9.1
3.7.0 8.9.0
3.6.6 8.8.6
3.6.5 8.8.5
3.6.4 8.8.4
3.6.3 8.8.3
3.6.2 8.8.2
3.6.1 8.8.1
3.6.0 8.8.0
3.5.6 8.7.6
3.5.5 8.7.5
3.54 8.7.4
3.5.3 8.7.3
3.5.2 8.7.2
3.5.1 8.7.1
3.5.0 8.7.0

For information about Kubeturbo, see the Kubeturbo GitHub repository at _https://github.com/turbonomic/kubeturbo.

For more information about Kubernetes targets, see Target Configuration (on page 148).

What’s New

Workload Optimization Manager is powered by our next-generation architecture, allowing the core platform to scale with large
application and infrastructure environments in a single-instance deployment. This eliminates complexity and provides scale-on-
demand capabilities, while continuing to assure application performance and health.

NOTE:
Frequent changes to the product or third-party targets require that some features are updated, deprecated, removed, or no
longer supported. For more information about these features, see Feature Updates and Notices (on page 28).

Version 3.8.6

m Improved Analysis for VM Placement on Hosts

Workload Optimization Manager analysis now recognizes reserved CPU and Memory resources when calculating VM
placement on hosts. For vCenter Server environments, Workload Optimization Manager no longer uses the reserved CPU or
Memory as a shared resource for VM placement.

m Filter on the File Directory of Delete Wasted File Actions
A new filter option has been added when browsing delete actions. You can now filter based on the directory a file exists in.

Version 3.8.5
m  Improved CPU Ready Analysis
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Workload Optimization Manager analysis improves the management of infrastructure latency by considering the overall
CPU Ready on both VMs and hosts when it makes placement decisions for VMs. The results of the analysis are reflected

in a new CPU Ready chart that highlights trends that closely resemble the trends that are seen in vCenter. To view the new
chart, set the scope to on-premises hosts or VMs, and then click the Details tab.

The CPU Ready commodity replaces the Q1, Q2, Q4, Q8, Q16, Q32, and Q64 commodities that were available in previous
versions of the product. As of version 3.8.5, charts that track these commodities are no longer available.

To view the host clusters, hosts and VMs with the highest CPU Ready resources, add the Top Utilized chart, scoped to
Clusters, Virtual Machines, or Hosts, to your dashboard. Be sure to select and sort by CPU Ready as the commodity when
you set up these charts. From these charts, you can quickly identify the Host Cluster, Host, or VM experiencing the highest
CPU Ready and see any pending actions that address CPU Ready issues.

Workload Optimization Manager also includes a built-in On-Prem CPU Ready Dashboard to assist in tuning your CPU Ready
settings for the specific workloads that are running in your environment. To view this dashboard, select DASHBOARD from
the main navigation menu and click On-Prem CPU Ready Dashboard.

Placement Automation for GPU-Enabled Virtual Machines

This release introduces the ability to define which GPU-enabled Virtual Machines are able to be moved non-disruptively. In
the default Virtual Machines policy, or in a scoped custom policy, under "Operational Constraints," you can now construct a
regex statement to identify which GPU models should support workload placement automation.

New Merge Policy - Network Merge

This release introduces the ability to define compatible networks that have dissimilar names through policy, expanding the
potential hosts or clusters to which Virtual Machines can migrate. To configure a policy, navigate to Settings > Policies >
Placement Policy, and then select Merge as the type and Network as the entity to merge. You need to select individual
networks; group support for dynamic policies will be included as a future enhancement.

WARNING:
If you have reservations defined, network merge policies do not currently respect these reservations. This will be resolved
in a future release.

For details, see Creating Placement Policies (on page 722).

Version 3.8.4

Usage of GCP Billing Data for Discount Calculations

Workload Optimization Manager now uses billing data from GCP to calculate discount coverage and utilization for
workloads. With this improvement, the calculated values that display in Workload Optimization Manager charts should now
closely match the coverage and utilization data reported by GCP.

Discounts include committed use discounts (CUDs) for VM vCPU and memory. Use the Discount Coverage chart to view
historical CUD coverage, and the Discount Inventory chart to view current CUD utilization.

NOTE:

Historical CUD utilization is not tracked because GCP does not track this data.

After you update to this version, it could take up to two days for charts to populate with data.
Support for Service Level Objective (SLO) Based horizontal scaling actions for Dynatrace

This release introduces support for SLO based horizontal scaling actions for Dynatrace to maintain SLOs for your
applications that are hosted in Kubernetes clusters. With these actions, you can scale the replicas that are horizontally
scalable Kubernetes Services.

For details, see Dynatrace (on page 164).

Version 3.8.3

Parking Actions for Azure Dedicated SQL Pools

This release introduces 'parking' actions for Azure dedicated SQL pools to help you reduce your cloud expenses. With
these actions, you can stop and start dedicated SQL pools on demand or according to a schedule.

NOTE:
Dedicated SQL pools are represented as Database entities in Workload Optimization Manager.
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For details, see Park: Stop or Start Cloud Resources (on page 638).

Workload Optimization Manager requires a new permission (M cr osof t . Synapse/ wor kspaces/ sql Pool s/
resune/ act i on) to enable this feature. For the full list of permissions, see Azure Permissions (on page 310).

Version 3.8.2

Capacity Management with Cluster Overprovision

This release provides enhancements to better manage available resources for hosts in a cluster. This new feature allows
capacity planners to overprovision CPU and memory resources at the cluster level, while maintaining a limit on resource
usage for the hosts for compliance. Overprovisioning at the cluster level increases density and efficiency by analyzing the
cluster as a whole.

For details, see Host Policies (on page 524).
Support for GCP Regional Persistent Disks

Workload Optimization Manager now provides cost information for GCP regional persistent disks and recommends actions
to delete unattached disks as a cost-saving measure.

Version 3.8.1

= MySQL 8.0 Support
This release introduces support for MySQL 8.0 as a target entity type to be managed, and as an optional alternative
database server to MariaDB for running Workload Optimization Manager.
For details, see MySQL (on page 181) and Configuring an External MySQL Database (on page 58).

m Visibility of Commodity Source Information
Workload Optimization Manager can now display the source of metric data for all targets in the Capacity and Usage chart.
This chart shows the source of both the available capacity and the utilization of these commodities across all entities in the
Workload Optimization Manager environment in the Capacity Source and Used Source columns.
For details, see Capacity and Usage Chart (on page 666).

m Declarative Configuration of Container Spec Policies
This release introduces a declarative approach to creating and managing Container Spec policies. Workload Optimization
Manager uses these policies when recommending resize actions for Workload Controllers.
With this new approach, application owners who do not have access to the Workload Optimization Manager user interface
can now use Custom Resources (CRs) in a Kubernetes cluster to create and manage policies. The settings in these policies
are synced with Workload Optimization Manager every ten minutes to keep your environment up-to-date.
For details, see Container Spec Policies - Declarative Configuration (on page 384).

= Enhancement to Cloud Savings Charts
Workload Optimization Manager now displays savings associated with stop and suspend actions in the Savings and
Cumulative Savings charts. Actions include stopping parkable VMs (AWS, Azure and GCP VMs) and suspending idle
dedicated SQL pools used in Azure Synapse Analytics.
For details, see Savings and Investment Charts (on page 704) and Cumulative Savings and Investments Charts (on page
700).

m  Usage of Azure Billing Data for Discount Calculations
Workload Optimization Manager now uses billing data from Azure to calculate discount coverage and utilization for non-
government workloads. With this improvement, the calculated values that display in the Discount Coverage and Discount
Utilization charts should now closely match the coverage and utilization data reported by Azure.
Points to consider:
— The use of billing data to calculate discount coverage and utilization for Azure Government workloads is not supported.
— After you update to this version, it could take up to two days for charts to populate with data.
— If you are currently using a Microsoft Enterprise Agreement target to manage non-government workloads, the charts

will not show coverage and utilization data. To see this data, add an Azure Billing target.
m  Collection of Tags from Instana Targets
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Workload Optimization Manager can now collect instrumented tag-related information from Instana targets. You can use
these tags to search for, filter, or group entities discovered from these targets.

To collect tags, select Collect Tag Information in the target configuration pages for any of the supported targets. To view
the collected tags, set the scope to a particular entity and then check the Related Tag Information chart.

For details, see Instana (on page 172).

Version 3.8.0

Application Performance Management

Support for Datadog Targets

This release introduces support for the Datadog target. This integration provides insights into application performance while
optimizing resource allocation, ensuring that applications receive the necessary resources while minimizing waste, resulting
in improved operational efficiency and cost savings. Workload Optimization Manager discovers the Business Application,
Business Transaction, Service, Application Component, and Virtual Machine and its related commodities for Tomcat and
Standalone Java applications.

In addition, the Datadog target supports containers and related entities for Azure Kubernetes Service (AKS), Amazon Elastic
Kubernetes Service (EKS), and Google Kubernetes Engine (GKE), including discovery and stitching when the kubeturbo
target is added.

For details, see Datadog (on page 161).

Enable the Datadog probe before adding the target. To enable the probe, set the following in the
charts_vilal phal x| cr.yam resource:

spec:
dat adog:
enabl ed: true

Collection of Tags from APM Targets

Workload Optimization Manager can now collect tags from Datadog, Dynatrace, and New Relic targets. You can use these
tags to search for, filter, or group entities discovered from these targets.

To collect tags, select Collect Tag Information in the target configuration pages for any of the supported targets. To view
the collected tags, set the scope to a particular entity and then check the Related Tag Information chart.

For details, see Datadog (on page 161), Dynatrace (on page 164), and New Relic (on page 185).
Service Level Indicator (SLI) Data For Instana Entities

SLI data is now available in the Entity Information and Response Time charts for Instana Business Applications, Business
Transactions, and Services.

Discovery of SQL Server Clusters

When you add SQL Server as a target, Workload Optimization Manager can now discover SQL Server clusters from the
target, and represent the instances in those clusters as individual Database Server entities in the supply chain.

Workload Optimization Manager also creates a group for each cluster. When you set the scope to a group and click
Database Server in the supply chain, the user interface displays a list of instances in the cluster, and indicates which
instance is currently active and which ones are idle (redundant). Workload Optimization Manager only monitors resources
for the active instance.

For details, see SQL Server (on page 194).
Server Configuration Filter

For SQL Database Servers discovered from SQL or APM targets, the Ser ver Confi gur at i on filter is now available
when you search for servers or create server groups. This filter returns a list of standalone or clustered servers.

NOTE:

The filter supports two options: clustered and standalone. However, currently only SQL Server databases support both
scenarios. For all non-SQL databases, including database servers like Oracle and MySQL, we recommend using the filter
in the standalone mode by default. This means Workload Optimization Manager will recognize and treat the database as a
standalone configuration.
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Container Resource Management

Execution of SLO-driven Scale Actions

For Kubernetes environments, SLO-driven scale actions are now run via Workload Controllers. These actions adjust
the number of replicas that are associated with horizontally scalable Kubernetes Services to comply with SLOs for your
applications. A single scale action represents the replicas that are currently needed to meet SLOs.

For details, see Workload Controller Scale Actions (on page 394).

On-prem Resource Management

m  Support for IBM® Power Systems
Initial feature support for managing IBM® Power Systems is now available. For IBM Power 8, 9, and 10 environments using
Hardware Management Console (HMC) versions 9 or 10, Workload Optimization Manager will discover and continuously
decide on the optimal logical partition (LPAR) processing unit allocation and virtual processor capacity based on historical
demand collected from the HMC. IBM Power Systems and LPARs are represented as Hosts and Virtual Machines and are
visible across all HMC targets in the Workload Optimization Manager Ul. Recommended LPAR resize PU and VP actions
will better inform IBM Power users on the optimal LPAR size. The recommended actions can leverage existing Workload
Optimization Manager workflow capabilities for external approval and execution.
For details, see IBM PowerVM (on page 222).
Enable the PowerVM probe before adding the target. To enable the probe, set the following in the
charts_vilal phal x| cr.yam resource:
spec:
power vim
enabl ed: true
NOTE:
Features such as Virtual I/0 Server (VIOS) LPAR optimization, move actions, planning, and full stack visibility are being
considered for future releases.
m  Sustainability Features for On-prem Environments
Workload Optimization Manager now tracks the energy consumption and carbon footprint of on-prem hosts and VMs to
help you put your sustainability goals into action.
This release introduces the following key features:
— Sustainability data is now available when you set the scope to hosts or VMs discovered via VMware vCenter targets,
and then view the Energy and Carbon Footprint charts.
— To calculate carbon footprint, Workload Optimization Manager uses industry standards that take into account
energy consumption, data center efficiency, and carbon intensity data. You can create Data Center policies to adjust
the calculations according to the requirements of your data centers. After you adjust the calculations, Workload
Optimization Manager can accurately report your organization's carbon footprint.
— If you have enabled the Embedded Reporting add-on, use the sustainability dashboards to gain insight into how you
can reduce your energy consumption and carbon footprint.
For details, see Sustainability Features (on page 118).
m Discovery of Hardware Compatible Versions for vCenter Environments
For vCenter environments, Workload Optimization Manager now discovers the hardware versions that are compatible with
VMs to ensure that these VMs can start after they move to a new host through vMotion. This improvement also prevents
VMs from moving to a host with an incompatible hardware version.
To view compatible hardware versions, set the scope to a vCenter VM or host and then check the 'Hardware Compatibility
Version' field in the Entity Information chart.
m Execution of vCenter Rightsize Actions Together
If a VMware vCenter entity has several pending rightsize actions, they execute together when they are automated, manually
accepted simultaneously, or approved before entering an execution schedule window. Executing rightsize actions together
prevents multiple restarts of a single VM when there are multiple pending actions, allowing for more changes within an
execution window. This feature was enabled by default starting in version 3.6.6 and applies to all VMware vCenter rightsize
actions.
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Cloud Resource Management

Support for Azure Dedicated SQL Pools

Workload Optimization Manager now discovers dedicated SQL pools used in Azure Synapse Analytics, and represents
them as Database entities in the supply chain. If there are no connections to a SQL pool for at least one hour, Workload
Optimization Manager will recommend suspending the pool as a cost-saving measure.

For details, see Database (Cloud) (on page 469).

Workload Optimization Manager requires a new set of permissions to discover dedicated SQL pools and execute suspend
actions. For details, see Azure Service Principal and Subscription Permissions (on page 310).

Parking Policies for Cloud Workloads

You can now create parking policies to enforce parking actions dynamically and at scale. For example, you can create a
parking policy at the cloud provider level so that all existing and newly discovered parkable entities from a specific cloud
provider are parked uniformly.

For details, see Parking Policies (on page 749).
Parking Actions for AWS RDS Instances

This release introduces 'parking' actions for AWS RDS instances to help you reduce your cloud expenses. With these
actions, you can stop instances for a period of time and then start them when you need them. You can enforce parking
actions on demand or according to a schedule.

NOTE:
AWS RDS instances are represented as Database Server entities in Workload Optimization Manager.

For details, see Park: Stop or Start Cloud Resources (on page 638).

Workload Optimization Manager requires the r ds: St opDBI nst ance and r ds: St art DBl nst ance permissions to stop
and start instances. For the full list of permissions, see AWS Permissions (on page 266).

Usage Of AWS Billing Data for Discount Calculations

Workload Optimization Manager now uses billing data from AWS to calculate your discount coverage and utilization. With
this improvement, the calculated values that display in the Discount Coverage and Discount Utilization charts should now
closely match the coverage and utilization data reported by AWS.

Discounts include Reserved Instances (RIs) and Savings Plans for both non-government and GovCloud workloads.

NOTE:
After you update to this version, it could take up to 24 hours for charts to populate with discount data.

Enhancements to Cloud Savings and Investments
Workload Optimization Manager now uses cost snapshots and daily billing reports from your cloud providers to calculate
top-down savings and investments associated with scale and delete actions. With this enhancement, savings and

investments charts can now accurately report the impact of actions on your cloud expenses. In addition, the charts can now
break down savings and investments by account, region, and other meaningful categories.

For details, see Cumulative Savings and Investments Charts (on page 700).

NOTE:
To view savings and investments before version 3.7.3, add the legacy savings and investments charts to your dashboards.

'Buy Reservations' Actions Based on Azure MCA Pricing

Workload Optimization Manager can now recommend actions to buy Azure reservations based on MCA pricing, both for the
real-time environment and for plans.

User Interface Management

New View of the Target Configuration Page

A new Target Configuration user experience is now enabled by default. This new view includes the following
improvements:
— You can easily view targets in a tabular form with improved search, sort, and filtering capabilities.

— Targets with health issues are easily identified, alongside details such as who changed the target configuration and
when it was changed.
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— The Target Details page for some target integrations communicate the stages of validation and discovery, as well as
any encountered error conditions to aid in troubleshooting your target configurations. Related targets are also shown
where applicable.

— The target view no longer requires a manual refresh after adding or changing a target and is more dynamic than the
previous view.

The option to use the older view is still available; however, this will be deprecated in a future release.
For details, see Configuring Targets - Enhanced View (on page 131).
m  Action Center Improvements

Action Center provides a comprehensive view of the actions that Workload Optimization Manager recommends to assure
performance and improve infrastructure efficiency. To provide easy access to Action Center and the details for individual
actions, we are introducing the following improvements:

— A new Action button is now available on the main menu of the user interface. This opens a dedicated Action Center
page with a unique URL, which you can bookmark and share with interested parties.

— Action Center is now the default view for actions. Check out Action Center in entity views and plan results, and launch
it conveniently from action-focused charts, such as the Pending Actions, Top Utilized, and Potential Savings charts.
For a list of Action Center features, see Working with Action Center (on page 550).

— The Action Details page for a specific action now has a unique URL (or deep link), so you can easily share the page
with interested parties. To get the URL, click the 'share' icon at the top-right section of the page and then copy the
URL displayed in the address bar of the new tab. For details, see Action Details (on page 556).

— From Action Center, you can select up to 75 actions and then click Print Action Details to open a new printable view
of the action details. This prints the action details for all of the selected actions at once.

Platform Management
m  RedHat Certified Ansible Hub Content Collection for Workload Optimization Manager

The RedHat Certified Ansible Hub Content Collection for Workload Optimization Manager is now available to provide a
starting point for integrating Workload Optimization Manager with Event Driven Ansible (EDA) using Webhooks. Workload
Optimization Manager actions for scaling AWS or Azure instances can now be fed into EDA to trigger playbooks to make
the changes that are required on AWS or Azure. The content collection, which includes a module to create the Workload
Optimization Manager Webhook, roles, an example rulebook and playbooks can be found at these locations:

— RedHat Ansible Hub Content Collection (requires a Hub subscription)

— RedHat Galaxy
—  Public IBM GitHub repository

Feature Updates and Notices

Frequent changes to the product or third-party targets require that some features are updated, deprecated, removed, or no
longer supported. See the following sections for more information about these features.

Updates

The updates listed here will be made in the noted version. Consider the details and recommended actions that are provided.
Feature Status Details and Recommended Action
Microsoft Hyper-V Added to version Workload Optimization Manager now supports Microsoft Hyper-V 2022
2022 and Microsoft 3.8.1 and Microsoft System Center Virtual Machine Manager 2022 targets.

System Center Virtual
Machine Manager
2022

MySQL 8.0 Added to version Workload Optimization Manager now supports MySQL 8.0 as an
3.8.1 optional alternative database server for MariaDB for running Workload
Optimization Manager.
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Feature

Status

Details and Recommended Action

Legacy savings and
investments charts

Added to version
3.7.5

When we released the enhanced savings and investments charts in
version 3.7.3, we announced that legacy savings and investments data
is not available in the enhanced charts, but can be extracted from the
platform using a script.

Starting in version 3.7.5, legacy data is available in the legacy savings
and investments charts. The charts are titled 'Legacy' so you can
distinguish them from the enhanced charts.

Sustainability features

Documentation
updated in version
3.7.4

When we released the first set of sustainability features (on page 118)
in version 3.7.2, the documentation incorrectly listed three targets that
fully support these features - HPE OneView, Cisco UCS Manager, and
VMware vCenter.

Currently, only VMware vCenter fully supports these features. The
documentation has been updated accordingly.

Azure permissions

Updated in version
3.7.1

Permissions were updated to more accurately reflect the minimum
permissions for discovering workloads and executing actions. For
example, permissions with wildcards (*) were replaced with the exact
permissions.

For details, see Azure Service Principal and Subscription Permissions (on

page 310).

Rate of Resize setting
in on-prem VM
policies

Updated in version
3.7.1

The Rate of Resize default value has changed from 2 to 3.

If you have changed your default setting to 1 or want to keep the current
default setting of 2, create a new policy scoped to all on-prem VMs and
configure the Rate of Resize to your desired setting.

Notices

Features are labeled based on the following definitions:

m Deprecated - The feature is still supported but no longer developed or enhanced. The feature is not recommended for use
and might become obsolete. Cisco might remove it in a subsequent release of the product.

Removed - The feature is no longer available in the product.
Unsupported - The feature is no longer supported in the product.

NOTE:

When a specific release or version of an integration partner technology reaches end-of-life (EOL) or its end of support
date, Workload Optimization Manager no longer provides support for that version. Workload Optimization Manager follows
integration partners' official EOL timeline for version support. Targeting a non-supported version, or one that is no longer
supported by the vendor, is at your own risk.

The changes listed here will be made in the noted version. Consider the details and recommended actions that are provided.

Feature

Status

Details and Recommended Action

MySQL 5.7

Unsupported since
version 3.8.4

MySQL version 5.7 reached EOL on October 21, 2023 and is no
longer supported. For details, see EOL MySQL. Because it is no
longer supported, references to MySQL 5.7 were removed from the
documentation in version 3.8.4.

Workload Optimization Manager supports MySQL 8.0 as an optional
alternative database server for MariaDB for running Workload
Optimization Manager.

Application Insights
target

Deprecated in version
3.8.3

To be removed by the
end of 2023

The Application Insights target has been deprecated and is targeted to
be removed from the product by the end of 2023.
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Feature

Status

Details and Recommended Action

Azure unmanaged
volumes

No longer discovered
or monitored, if
unattached

Microsoft recently started deprecating Azure unmanaged volumes (disks).
In response, Workload Optimization Manager no longer discovers or
monitors unmanaged volumes that are not attached to any VM.

Workload Optimization Manager continues to discover and monitor
unmanaged volumes that are attached to VMs, to establish their
relationship with VMs in the supply chain. Workload Optimization
Manager does not recommend actions for these volumes.

SAAS
deploymentMode

Removed in version
3.7.7

Use the "HYBRID_SAAS" deploymentMode instead. For details, see
ProductCapabilityDTO (on page 1253).

"Use hypervisor
VMEM for Resize"
setting in on-prem VM
policies

Removed in version
3.7.4

This setting is replaced by the Collect Virtual Machine Metrics option in
the target configuration pages for APM targets.

MySQL 5.6

Removed in version
3.7.0

MySQL version 5.6 reached EOL on February 5, 2021. Because it is no
longer supported, references to MySQL 5.6 were removed from the
documentation in version 3.7.0.

For details, see EOL MySQL.

Billing Breakdown
and Estimated Cost
Breakdown charts

Removed in version
3.7.1

The charts have been removed from the product and can no longer be
added to dashboards.

If you have added these charts to your dashboards, delete them
immediately and start using the replacement chart, Workload Cost
Breakdown.

Microsoft Enterprise
Agreement target

Deprecated in version
3.6.6

Deprecation impacts customers who previously added, or plan to add, a
Microsoft Enterprise Agreement target to manage Azure non-government
subscriptions.

For details, see Microsoft Enterprise Agreement (on page 306).

VMware vCenter
versions 6.0, 6.5, and
6.7

Unsupported since
version 3.6.3

Update your VMware vCenter version to 7.0 or 8.0, which are fully
supported.

Tbmigrate, the
Classic-To-XL
Migration Tool

Unsupported since
version 3.3.0

If you need to migrate from a Classic installation to one of the 3.x version
families, contact your support representative.

Versioning Explanation

Workload Optimization Manager versioning uses V-R-M elements (Version, Release, Modification) in the version number to
express the status of a release.

Numbered Element Example Description

V - Version number 3.X.X m  Changes to platform architecture or significant changes to data
models

R - Release number X.1.X m  Major feature changes

M - Modification number is 0 X.X.0 A quarterly release

(zero) All Early Access (EA) features from previous bi-weekly releases
are now GA
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Numbered Element Example Description
m  No new Early Access (EA) features in this release

M - Modification number is X.X.3 m A bi-weekly release

greater than zero (1 or higher) m Can include new Early Access (EA) features
m Includes fixed issues
NOTE:

For API developers, the X.X.1 release can include final
implementations of deprecated API features. These final
implementations can make API changes that are not compatible with
an earlier version.

Configuration Requirements

For this release of Workload Optimization Manager, you must satisfy the following configuration requirements.

Compute and Storage Requirements

The requirements for running a Workload Optimization Manager instance depend on the deployment method and the size of the
environment you are managing.
Virtual Machine image installations of Workload Optimization Manager version 3.7.1 or later require 1.5 TB or greater for disk

storage (using Thin provisioning or Thick provisioning), and the / var partition must be at least 340 GB in size. For more
information, see Installing on a Virtual Machine Image (on page 46).

NOTE:

Prior to updating to the latest version of Workload Optimization Manager, you must extend the / var partition to 340 GB in size
or greater. If the / var partition requirement is not met, your upgrade may fail, new container images may not load properly, and
you can run into an ImagePullBackOff issue for some of the images. Before upgrading, be sure that the partition has sufficient
disk space. If you need to free up disk space to increase the size of the partition, you can delete old images that are not in use.
For details, see Increasing Available Disk Space (on page 61).

For more information, see Minimum Requirements (on page 45).

Dynatrace Targets

Starting with Workload Optimization Manager version 3.4.2, the API token that you use when you configure a Dynatrace target
must access specific scopes of the Dynatrace API V1 and V2.

If you are updating to Workload Optimization Manager version 3.4.2 or later, from a version that is earlier than 3.4.2, you must
generate a new API token for the Dynatrace target configuration. Then, you must enter that token in the target configuration,
and validate the target.

Workload Optimization Manager uses the API token to authenticate its calls to the Dynatrace API. This token must have
permission to run GET methods using the Dynatrace API, both Version 1 and Version 2. Generate a new generic access token
with these scopes:

Workload Optimization Manager Required Permissions

Functions
Monitoring m  API V1 scopes
- Access problem and event feed, netrics, and
t opol ogy

m APl V2 scopes

- Read entities
- Read netrics
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NOTE:

If the target still fails to validate after you update the access token, take note of your configuration settings, delete the target,
and configure the target again. Be sure to use the new API token that you generated.

Workload Optimization Manager Updates and Operator Version

Workload Optimization Manager deploys as a cloud-native application on a Kubernetes cluster. This cluster can be pre-
configured on a VM that you deploy, or you can deploy Workload Optimization Manager to a Kubernetes cluster in your
environment. In either case, Workload Optimization Manager uses an Operator to manage the application deployment.

For different versions of Workload Optimization Manager, the version of Operator you use changes as follows:

Product Version Operator Version
3.8.6 42.45
3.8.5 42.44
3.84 42.43
3.8.3 42.42
3.8.2 42.41
3.8.1 42.40
3.8.0 42.39
3.7.7 42.38
3.7.6 42.37
3.7.5 42.36
3.7.4 42.35
3.7.3 42.34
3.7.2 42.33
3.7.1 42.32
3.7.0 42.31
3.6.6 42.30
3.6.5 42.29
3.6.4 42.28
3.6.3 42.27
3.6.2 42.25
3.6.1 42.24
3.5.6 - 3.6.0 42.23
3.5.5 42.22
3.54 42.21
3.5.3 42.20
3.5.2 42.19
3.5.1 42.18
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Product Version Operator Version
3.4.6 - 3.5.0 42.17
3.44-345 42.16
3.4.3 42.15
3.4.2 42.14
3.4.1 42.13
3.4.0 42.12

When you update Workload Optimization Manager, always include the matching version of Operator in the update. Online or
offline updates that were completed according to the latest installation instructions (on page 95) automatically include the
latest Operator.

If you installed Workload Optimization Manager on a Kubernetes cluster, you might need to manually update the Operator
version.

After you update the Operator version, and you verify that the pod is running and ready, edit your Custom Resource declaration
to update Workload Optimization Manager to the version that matches your Operator version.

For more information, contact your support representative.

Supported MariaDB Version for OVA and VHD Installations

For its default historical database on Open Virtual Appliance (OVA) and Virtual Hard Disk (VHD) installations, Workload
Optimization Manager currently supports MariaDB version 10.5.20. This support includes comprehensive testing and quality
control for Workload Optimization Manager usage of the historical database.

IMPORTANT:
Because of a known issue, you must never use MariaDB versions 10.5.14, 10.5.15, 10.6.7, 10.7.3, or 10.8.2.

If you are running Workload Optimization Manager installed as an OVA or VHD image, and are using the database that is
included in that installation, then you must use version 10.5.20. For versions of Workload Optimization Manager that you
installed as an OVA or VHD before version 3.5.6, you must now update to MariaDB version 10.5.20 if not already done.

For more information, see Verifying Your MariaDB Version (on page 55).

SQL Server Modes for External Databases

If you deploy Workload Optimization Manager to work with an external database instead of the included historical database,
then you must specify the correct SQL Server modes for the database.

Workload Optimization Manager supports using MariaDB version 10.5.20 and MySQL 8.0.x for the historical database. This
support includes comprehensive testing and quality control for Workload Optimization Manager usage.

For more information, see Configuring an External MySQL Database (on page 58).

Transport Layer Security Requirements

By default, Workload Optimization Manager requires Transport Layer Security (TLS) version 1.2 to establish secure
communications with targets. Most targets have TLS 1.2 enabled; however, some targets do not enable TLS or they enabled
an earlier version. In that case, you see handshake errors when Workload Optimization Manager tries to connect with the target
service. When you go to the Target Configuration view, you see a Validation Failed status for such targets.

NetApp filers often do not enable TLS and the supported version is TLS 1.0, which causes the NetApp target to fail validation.
If target validation fails because of TLS support, you see validation errors with the following strings:
m  No appropriate protocol

Ensure that you enable the latest version of TLS that your target technology supports. If you still encounter issues, contact
Cisco Technical Support.

m  Certificates do not conform to algorithm constraints
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Refer to the documentation for your target technology (such as the NetApp documentation) for instructions to generate a
certification key with a length of 1024 or greater on your target server. If you still encounter issues, contact Cisco Technical
Support.

Improvements

m Improvement:

“IBM Docs is now the only source for Workload Optimization Manager Data Ingestion Framework (DIF)
documentation.”

We removed the GitHub documentation for Data Ingestion Framework (DIF) and updated the IBM Docs DIF documentation
to be the only source for all Workload Optimization Manager DIF documentation.

m  Improvement:

“The Reports icons for the ThoughtSpot and Grafana reporting add-ons have been updated.”

In the navigation bar of the user interface, the reporting add-on powered by ThoughtSpot is now represented by a new
icon to help you distinguish it from the reporting add-on powered by Grafana. Also, the ThoughtSpot add-on is now
labeled Reports (New), while the Grafana add-on is now labeled Reports (Legacy).

= Improvement:

“New default rightsizing behavior for operator-controlled workloads and workloads in select Kubernetes
system namespaces.”

To improve user experience with resize actions on workloads that are not typically executed in running environments,
Workload Optimization Manager introduces new default behavior for resize actions in the following containerized workload
types:

— Operator-controlled workloads: container specs of workloads that are managed by operators will be placed into an
auto-discovered group for each cluster and resize actions will be set to recommend only in a new default policy.
The creation of these groups is enabled by default, but you can opt to exclude any workload by setting configuration
parameters. If you are upgrading an existing Kubeturbo, you must redeploy your instance to implement group creation.

— System namespaces: container specs of workloads running in system namespaces such as kube- and
openshi f t - will be placed into an auto-discovered group for each cluster and resize actions will be set to disabled
in a new default policy. You must configure which namespaces are enabled for group creation. If you are upgrading an
existing Kubeturbo, you must redeploy your instance to apply the updated configuration and enable group creation for
the specified namespaces.

For more information, see Actions and Handling Special Cases on the Kubeturbo wiki.

m Improvement:

“Google Cloud Platform (GCP) billing target can retrieve billing data from regions outside the US.”

For GCP, the billing target retrieves billing data from BigQuery data sets across all applicable regions, both inside and
outside the US.

Fixed Issues

m Fixed Issue:
“Discount Utilization chart might incorrectly show 0% utilization of AWS Compute Savings plans.”

The Discount Utilization chart might show 0% utilization of AWS Compute Savings plans when the environment has AWS
serverless resources such as AWS Lambda and AWS EKS that are covered by such AWS Compute Savings plans.
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Known Issues

Known Issue:
“In rare circumstances, Kubeturbo might report zero CPU usage for running containers.”

In rare circumstances, Kubeturbo might report zero CPU usage for running containers. If you encounter this issue in your
Kubernetes environment, contact your Workload Optimization Manager representative for assistance.

Known Issue:

“Upgrade issues from Workload Optimization Manager version 3.3.2 or earlier to version 3.7.2 or later.”

If you upgrade from Workload Optimization Manager version 3.3.2 or earlier to version 3.7.2 or later, you might see issues
such as the Workload Optimization Manager Ul forcing you to reset the administrator password and seeing no targets on
the Targets page.

These issues occur because the data stored in the consul is lost during the upgrade. To avoid this issue, first upgrade
Workload Optimization Manager to a version before 3.7.2, then upgrade again to your preferred version.

For example, if you are running 3.2.1 and want to upgrade to 3.7.5, you can upgrade to 3.7.1 first, then upgrade to 3.7.5.
Known Issue:

“The Top VM and Top Host widgets on the PowerVM dashboard may display incorrectly. ”

The Top VM and Top Host widgets on the PowerVM dashboard might encounter an issue related to temporary groups,
which are ad-hoc groups created in the following scenarios:
— When you click on any of the nodes or entity donuts in the supply chain

— When you select entities in the search and scope the selection

To work around this issue, you can do one of the following:
— Edit the Top VM or Top Host widget to add the power commodities.

— Reopen the PowerVM group.
—  Edit the URL to remove the ?ent i t yType= query string parameter.
Known Issue:

“For Kubernetes environments with nodes running Linux with cgroup v2 enabled, you must use
Kubernetes version 1.23.2 or later.”

For Kubernetes environments with nodes running Linux with cgroup v2 enabled, an issue in earlier versions of Kubernetes

prevents Workload Optimization Manager from collecting CPU utilization data for the affected nodes. To collect CPU
utilization from the cgroup v2 nodes, you must run Kubernetes version 1.23.2 or later.

Known Issue:

“For customers going through MySQL 5.7 to MySQL 8.0 in-place or full data migrations between a
MySQL 5.7 instance and a MySQL 8.0 instance.”

For customers going through MySQL 5.7 to MySQL 8.0 in-place or full data migrations between a MySQL 5.7 instance and
a MySQL 8.0 instance, you may run into View related errors as follows:

| ssues reported by 'check table x for upgrade' command
vnt db. app_daily_ins_vw - Tabl e 'vntdb. app_spend_by_hour' doesn't exi st

vnt db. app_daily_ins_vw - View 'vntdb.app_daily_ins_vw references invalid table(s) or colum(s) or f
unction(s) or definer/invoker of view lack rights to use them

vnt db. app_daily_i ns_vw - Corrupt

vnt db. app_dai |l y_upd_vw - Tabl e 'vntdb. app_spend_by_hour' doesn't exi st
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vnt db. app_daily_upd_vw - View 'vntdb. app_daily upd_vw references invalid table(s) or colum(s) or f
unction(s) or definer/invoker of view lack rights to use them

If this is the case, the following workaround can be used:

Connect to the MySQL database server.
Run the following commands, with the sample output provided:

nmysql > use vntdb;
Dat abase changed

nysql > SHOW FULL TABLES I N vntdb WHERE TABLE_TYPE LIKE ' VI EW ;

__________________________________ +
Tabl es_i n_vnt db Tabl e_type
__________________________________ +
app_dai ly_ins_vw VI EW

app_dai |l y_upd_vw VI EW
app_nont hly_i ns_vw VI EW
app_nont hly_upd_vw VI EW
service_daily_ins_vw VI EW
service_daily_upd_vw VI EW
service_nonthly_ins_vw VIEW
service_nonthly_upd_vw VIEW
vmdaily_ins_vw VI EW

vmdai ly_upd_vw VI EW

vm nonthly_ins_vw VI EW

vm nont hl y_upd_vw VI EW
__________________________________ +

Proceed to drop all of these views as follows:

drop view app_daily_ins_vw, app_daily_upd_vw, app_nonthly_ins_vw app_nonthly_upd_vw, service_dai
ly_ins_vw, service_daily_upd_vw, service_nonthly_ins_vw, service_nmonthly_upd_vw, vmdaily_ins_vw,
vmdaily_upd_vw, vmnonthly_ins_vw, vmnonthly_upd_vw,
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For more information about in-place MySQL upgrades, see Configuring an External MySQL Database (on page 58).
m  Known Issue:

“When upgrading to Workload Optimization Manager version 3.7.5 - 3.8.1, you may encounter a crash
loop with the Suspend component.”

When upgrading to Workload Optimization Manager version 3.7.5 - 3.8.1, you may encounter a crash loop with the
Suspend component. If you encounter the crash loop, contact Customer Support to request assistance disabling Suspend.

m  Known Issue:

“The Discount Coverage chart does not include on-demand usage of memory or CPU for Google Cloud
C3instances.”

The Discount Coverage chart does not include on-demand usage of memory or CPU for Google Cloud C3 instances.
m  Known Issue:

“For Instana targets, tag information is not being pulled into Turbonomic.”

Instana tag information is returned with varying datatypes depending on the type of host. Instana tag functionality has been
temporarily disabled in Turbonomic until we can gather more information.

m  Known Issue:

“When updating to Workload Optimization Manager version 3.7.3 or later from OVAs that run older
versions of Kubernetes, you might encounter an error.”

When updating to Workload Optimization Manager version 3.7.3 or later from OVAs that run older versions of Kubernetes,
you might encounter the following error: / opt / | ocal / bi n/t8c-1i cense-service.sh >>>>> ERROR - Pre
requi renent check: FAI LED. The License Service cannot be installed since it is not supported in older versions
of Kubernetes. The upgrade of other Workload Optimization Manager components and the normal use of Workload
Optimization Manager are not affected.

This error affects Kubernetes versions earlier than 1.19. To check your Kubernetes version, run the following command:
kubect| version.

If you encounter this error and need assistance, contact your support representative.
m  Known Issue:

“When deploying to certain Kubernetes environments, the prometheus-server may fail.”
When deploying Workload Optimization Manager on certain customer-provided Kubernetes environments, the
prometheus component might enter a crash loop due to a failure to write to attached volumes. To resolve this, add a

securi t yCont ext that specifies an f SG oup in the pr onet heus section of the CR file as follows:

spec:
pr onet heus:
server:
securityCont ext:

fsGroup: 2000

If the pr onet heus section is not already present in the CR file, add a new one underneath the top level Spec section.

After modifying the CR file, apply it to activate the change.
= Known Issue:

“For vCenter Server environments, Workload Optimization Manager does not recognize DRS rules for VM
restart dependencies that are based on VM VM Dependency rules.”
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For vCenter Server environments, Workload Optimization Manager does not recognize DRS rules for VM restart
dependencies that are based on VM VM Dependency rules.

You may be able to achieve a similar effect by expressing dependencies via the VM Host rule, or cluster affinity or anti-
affinity rules.

m  Known Issue:

“For Workload Optimization Manager deployments where the database uses a custom (non-3306) port for
MariaDB or MySQL, the Parking feature cannot start.”

For Workload Optimization Manager deployments where the database uses a custom (non-3306) port for
MariaDB or MySQL, the Parking feature cannot start. In these cases, suspend should be disabled from the
charts_vilal phal x| _cr.yanl resource as follows:

spec:
suspend:

enabl ed: fal se

m  Known Issue:

“ThoughtSpot Liveboard queries that take more than 10 minutes to complete result in a query timeout
message.”

ThoughtSpot Liveboard queries that take more than 10 minutes to complete result in a query timeout message.
m  Known Issue:

“New Relic has ended support for monitoring integration with Microsoft SQL Server 2012. ”

Workload Optimization Manager no longer supports monitoring and stitching of Microsoft SQL 2012 discovered through
New Relic. We recommend that you upgrade your Microsoft SQL instance to a version New Relic supports.

m  Known Issue:
“For Azure, billing information for Rls can show costs as NA.”

In Azure environments, if you configure a Microsoft Enterprise Agreement target, costs for RIs can show in the user
interface as NA. For example, a VM that shows 100% RI coverage can show the Reserved Compute Cost as NA. This
occurs because of a known gap in the data provided by the Microsoft EA API that the target probe uses to collect data.

m  Known Issue:

“Cloud VMs might scale to very large instance types even if there are smaller instance types available for
scaling.”

When a cloud VM with a specific disk count and disk type applies a policy that enables 'instance store aware scaling’,
Workload Optimization Manager might recommend scaling the VM to a very large instance type, even if there are smaller,
less expensive instance types that can adequately meet the VM's resource requirements.

To avoid this issue, disable instance store aware scaling and restrict the VM to its current instance family. For example, if an
AWS VM is currently running the i 3. 2x| ar ge instance type, specify the i 3 instance family as a scaling constraint for the
VM.

m  Known Issue:
“For New Relic MySQL 8.0, DB Cache Hit Rate values are incorrect.”

For New Relic MySQL 8.0, DB Cache Hit Rate values are incorrect in Workload Optimization Manager. Because the
percentage of queries that are retrieved from the cache (db. qCacheHi t Rat i 0) is not supported in New Relic MySQL
version 8.0 and higher, the DB Cache Hit Rate values are no longer displayed in Workload Optimization Manager.

For more information, see the New Relic documentation.
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m  Known Issue:

“The user interface shows incomplete Azure billed costs and metrics because of an issue with the Azure
APL.”

When attempting to discover Azure billing targets configured with partitioned cost exports on the first day of any month,
Workload Optimization Manager is unable to find the directory containing the export files within a customer's Azure Storage
account. The export files exist, but the Azure API does not return the correct storage location of that day's cost export files.
As a result, the Workload Optimization Manager user interface may not reflect any billed cost that Azure exported on the
first of the month, and the metrics dependent on that billed cost. The billed cost, including costs for the first day of the
month, will start appearing on the second day of the month. Note that the billed cost is not limited to expenses incurred on
the first day of the month.

m  Known Issue:

“In a Nutanix environment, a Replace Hosts plan can fail to place VMs.”

You can configure a Replace Hosts plan on a Nutanix cluster to replace the hosts with HCI templates. However, the plan will
fail to create the HCI hosts, and will result in unplaced VMs.

m  Known Issue:

“Hardware Refresh to replace hosts with HCI templates can fail to place workloads.”

When running a Hardware Replace plan, the plan can fail to place workloads onto HCI hosts. The plan correctly places
workloads if the plan scope is in a hyperconverged environment. If the scope is not in a hyperconverged environment, then
you must scope the plan to an entire cluster, and you must configure the plan to replace all the hosts in the cluster with HCI
templates.

m  Known Issue:

“For Kubernetes, in some environments analysis cannot execute Scale Node actions.”

For Kubernetes OCP 4.x and AKS environments, Workload Optimization Manager can generate and execute Scale Node
actions. However, if the environment includes other Kubernetes distributions that don't support execution of Scale Node
actions (EKS, AKS, and OCP), then Workload Optimization Manager can disable execution of all Scale Node actions in the
environment.

m  Known Issue:

“With Executed Actions charts, some data is missing for actions on entities that have been removed from
the environment.”

When you view Executed Actions charts or export data from them, some data is missing for actions on entities that have
been removed from the environment. For example, assume an action was executed on a storage volume, and that volume
has later been removed from the environment. In that case, the exported data for that action will not include values that
describe the removed volume.

m  Known Issue:

“For AppDynamics environments, the platform cannot discover Database Servers if the target
authentication uses oAuth for credentials.”

For AppDynamics environments, Workload Optimization Manager cannot discover Database Servers if the target
authentication uses 0Aut h for credentials.

m  Known Issue:

“Changes to a policy do not immediately show up in the user interface view of the affected scope.”

When you set the scope of the Workload Optimization Manager view to a group, you can then view the automation policies
that impact the given group. If you edit a policy for that group (in Settings: Policies), and then scope the view to that group
again, the policy changes do not appear in the display for that group.

The display should update within ten minutes, after the next round of incremental discovery. If the condition persists, log
out of your session and log in again to update the display.
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m  Known Issue:
“Optimized Improvements for plans do not include hosts to provision.”

For cases where actions indicate provisioning new hosts, the Optimized Improvements chart does not include the hosts to
provision in the After Plan section.

m  Known Issue:
“The Optimal Improvements chart can show incorrect data for hosts to be suspended.”

In cases where actions recommend that you suspend hosts, the Optimal Improvements chart should indicate no utilization
on the hosts to be suspended. Under some circumstances, the chart can show utilization on these hosts. The result is
incorrectly low values for utilization on the other hosts in the current scope.

REST API Notes

This section describes issues that result in changes to the REST API. It is a running list of changes that accumulates until the
next release of the API Guide. When we release a new version of the guide, it will include these changes. At that time, this list
will start with new changes to the API.

Because the API is a full reflection of the Workload Optimization Manager product, some changes to the product necessarily
cause changes in the API. This can include bug fixes and improvements to the product. For example, we might add new
commodities that you can get for a given entity type, or a bug fix might change the data that is returned by an API request. We
strive to make these changes backward-compatible whenever possible.

In some instances, we must make changes that are not backward-compatible. In this case, we deprecate the change for a
period of time that should be sufficient for you to understand the change and implement an alternative in your scripts.

REST API Changes

For this release (version 3.8.6), there are no new API changes to report. APl changes from the previous version family are
incorporated in the new API Guide.

API| Deprecation History

The following endpoints, requests, DTOs, and/or parameters have been deprecated in the Workload Optimization Manager API.
The changes were finalized and removed from the API in the listed release.

NOTE:
See the instructions for alternative usage for deprecated items.

3.8.1
Endpoints None
Requests None
Request Parameters None
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DTOs

None

DTO Parameters

DTO: St at Api | nput DTO
Parameter Name: cost Pri ce

Instruction: Use the dedicated cost endpointsin/entities, /groups,and/

mar ket s instead.

NOTE:
These are marked "In Development" currently but will reach GA soon.

/entities/{entity_ Uuid}/cost
/ groups/ {group_Uui d}/ cost
— [ market s/ {mar ket Uui d}/ cost

3.7.1
Endpoints None
Requests None
Request Parameters None

DTOs

DTO: Scenar i oChangeApi DTO

Instruction: Use the | oadChanges or conf i gChanges parameters in the
Scenar i oApi DTO

DTO Parameters

DTO: Scenar i oApi DTO
Parameter Name: changes
Instruction: Use the | oadChanges or conf i gChanges parameters.

3.6.1
Endpoints None
Requests m GCET /search/ market/

Instruction: Use GET / mar ket s.

GET /search/target/

Instruction: Use GET /tar gets.

GET / groups/ <groupl d>/ acti ons/ <acti onl d>
Instruction: Do not use this call (not implemented).

GET, POST /target/<targetld>/stats
Instruction: Do not use this call (not implemented).

GET /busi nessunits/<busUnitld>/stats

Instruction: Use GET /entities/<entityld>/stats or GET /stats/
<entityl d>/ st ats. These calls use the business unit entity ID.

POST / busi nessunits/ <busUnitld>/stats
Instruction: Use POST /stats/<entityld>/stats or POST /stats.

Request Parameters None
DTOs None
DTO Parameters None

ENUM Values

entityType: V\Bpec
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Instruction: Use Vi r t ual Machi neSpec.
m entityTypes: VMSpec

Instruction: Use Vi r t ual Machi neSpec.
m entityTypeFilter: VMspec

Instruction: Use Vi r t ual Machi neSpec.
m providerEntityType: VMSpec

Instruction: Use Vi r t ual Machi neSpec.
m relatedEntityType: VMSpec

Instruction: Use Vi r t ual Machi neSpec.
m providerType: VMSpec

Instruction: Use Vi r t ual Machi neSpec.

3.5.1
Endpoints None
Requests m DELETE /entities/<entityld>/tags/<tagKey>
Instruction: Use DELETE /entities/ <entityl d>/tags?key=<t agKey>.
m DELETE /groups/ <groupl d>/t ags/ <t agKey>
Instruction: Use DELETE / gr oups/ <gr oupl d>/ t ags?key=<t agKey>.
Request Parameters None
DTOs m LicenseApil nput DTO
Instruction: Use Li censeApi DTO.
DTO Parameters m DTO: H t pProxyDTO
Parameter Name: por t Nunber
Instruction: Use pr oxyPor t Nurrber .
m DTO: LogEnt r yApi DTO
Parameter Name: r easonCommuodi ty
Instruction: Use the array, r easonCommodi ti es.
3.4.1

Behavior Changes:
m Pagination of Returned Data from / sear ch requests:

For searches, the API paginates the returned data. Starting with version 3.4.1, the default pagination limit is 100 entries,
and the maximum pagination limit is 500. If you do not specify a pagination limit, then the API returns pages set to the
default limit of 100. If you make no settings, and your search results include more than 100 entries, the results will be
paginated. Your scripts should always check for a pagination cursor when processing search results.

You can change these settings in the charts_vlal phal_ x| cr.yam resource. Find the entries for:
-~ api Pagi nati onDefaul tLimt
— api Pagi nati onMaxLi m t

Endpoints None

Requests None
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Request Parameters None

DTOs m Report Schedul eApi DTO
This release will remove Report Schedul eApi DTO.

DTO Parameters m DTO: Acti onApi DTO
Parameter Name: Curr ent Locat i on
Instruction: The object in this parameter will only contain the following fields:
- links
- uuid
- cl assNane
- di spl ayNane
— discoveredBy
- environnment Type
- vendor | Ds
m DTO: Acti onApi DTO
Parameter Name: NewlLocat i on
Instruction: The object in this parameter will only contain the following fields:
- links
- uuid
- cl assNane
— di spl ayNane
- di scoveredBy
- environnent Type
— vendor | Ds
m DTO: Product Ver si onDTO

Parameter Name: bui | dUser

Instruction: Deprecated with no replacement. This parameter was not implemented in
the 3.x product family.

m  DTO: G oupApi DTO
Parameter Name: renot el d

Instruction: Deprecated with no replacement. This parameter was not implemented in
the 3.x product family.

m  DTO: User Api DTO
Parameter Names:

- roleluid
- rol eName
Instruction: Deprecated. Use the r ol es parameter in User Api DTO

AP| Deprecation Contract

The following endpoints, requests, DTOs, and parameters are deprecated in the Workload Optimization Manager API. The
changes will be finalized and removed from the API in the listed release.

NOTE:
See the instructions for alternative usage for deprecated items.
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3.9.1
Endpoints m CET /tags/{tagKey}/entities
Instruction: Use GET /t ags/ entiti es. This endpoint better supports searches for
certain special characters, such as a slash (/ ), within tag names.
Requests None
Request Parameters None
DTOs None
DTO Parameters None
3.10.1
Endpoints None
Requests None

Request Parameters

m Request: GET /search
Parameter Name: entity types

Instruction: This parameter was previously deprecated and is scheduled for removal in
8.12.1.

The mandatory t ypes or gr oup_t ype parameters are the preferred parameters to
specify an object or group type in a search request.

DTOs

m Busi nessUni t Rel at edApi DTO

Instruction: This DTO was used with the / pri cel i st s endpoints from Workload
Optimization Manager Classic, which was never implemented in Workload
Optimization Manager 8.x and was deleted in version 8.9.3. This DTO was never
implemented or used in Workload Optimization Manager, but it is referenced in
the Busi nessUni t Api DTODTO. Because the DTO was never implemented, no
alternative is required.

DTO Parameters

m DTO: Acti onApi DTO
Parameter: acti onSt at e

Enums: RECOMVENDED and PENDI NG_ACCEPT are removed as possible values for the
act i onSt at e parameter. The parameter is otherwise unchanged.

Instruction: Both these action states are replaced by the READY action state.
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INstallation

This guide gives you information you need to install Workload Optimization Manager in your virtual environment, install your
license, and get started managing your resources.

If you have any questions, contact Cisco support.

Minimum Requirements

License Requirements

To run Workload Optimization Manager on your environment, you must install the appropriate license. Licenses enable different
sets of Workload Optimization Manager features, and they support a specified number of workloads in your environment.

User Interface Requirements

To display the Workload Optimization Manager user interface, you must log into the platform with a browser that can display
HTML5 pages. Workload Optimization Manager currently supports the following browsers:

m  Apple Safari
m  Google Chrome
m  Microsoft Edge
m  Mozilla Firefox

Network Addressing Requirements

Workload Optimization Manager requires static IP addressing. Static IP setup is covered as a step when installing the Workload
Optimization Manager VM image.

Compute and Storage Requirements

The requirements for running a Workload Optimization Manager instance depend on the deployment method and the size of the
environment you are managing.

The requirements listed for each deployment method are recommendations that you should keep in mind as you plan your
Workload Optimization Manager deployment.

m Virtual Machine image (on page 46)
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Installing on a Virtual Machine Image

You can get a download of the Workload Optimization Manager platform as a:

m  VMware Open Virtual Appliance (OVA) 1.0 image
m  Microsoft Hyper-V image

Minimum Requirements

The requirements for running a Workload Optimization Manager instance depend on the deployment method and the size of the
environment you are managing.

Workload Optimization Manager keeps a real-time representation of your environment in memory. The greater the number of
entities to manage, and the more extensive the relationships between them, the more resources you need for the VM that runs
Workload Optimization Manager. As the VM requirements increase, so do the requirements for the physical machine that hosts
the VM.

The requirements listed for each deployment method are recommendations that you should keep in mind as you plan your

Workload Optimization Manager deployment. After deploying, if you find that you need to change memory capacity, CPU
capacity, or both for the VM, you can shut it down, make changes, and then power it up again to use the new capacity.

NOTE:

The machine that hosts the Workload Optimization Manager platform must support the SSE4.2 instruction set. Support for this
instruction set was introduced at different times for different chip manufacturers:

m Intel: November 2008

= AMD: October 2011

The machine that hosts Workload Optimization Manager should be newer than these dates. On a Linux system, you can run the
following command to check for this support:

cat /proc/cpuinfo | grep sse4

For more information, see the glossary entry at _http://www.cpu-world.com/Glossary/S/SSE4.html.

In most cases you can run Workload Optimization Manager on a host that meets the following minimum requirements:

Supported VM Image Technology Storage Requirements Memory CPUs
VMware | vCenter versions 7.0 and 8.0 1.5 TB or greater (using Thin m Default: 128 GB 8 vCPUs
) provisioning or Thick provisioning) | & For 10,000 VMs or
Microsoft | Hyper-V Server 2012 R2 or later NOTE: less, 64 GB
The / var partition must be at NOTE:
least 340 GB in size. If you plan to install a VM

with 64 GB of memory,
you must modify the
default for VM memory.

Cisco provides a VM image (an OVA or VHD file) which is preconfigured with two hard drives. A minimum of 1.5 TB is necessary
to ensure that the drives have the proper amount of space for storage.

Installing the Platform
You will install the platform in two main steps:
1. Install the Workload Optimization Manager VM image on your network.

This process installs and starts up the VM that will host your instance of the Workload Optimization Manager platform.
2. Deploy the Workload Optimization Manager components on the VM.
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About the Workload Optimization Manager VM Image

Workload Optimization Manager installs as a VM that runs the CentOS Linux OS. For each new version, we deliver a VM image
(Open Virtual Appliance (OVA) or Virtual Hard Disk (VHD)) that you install to run the product. Typically you install this image
once, and for subsequent updates to Workload Optimization Manager you will execute product updates on that installed VM.
This means two things:

m  Product updates patch new components of the Workload Optimization Manager application stack onto the same CentOS
platform that you got when you originally installed the VM image. Product updates do not affect the underlying OS.

m  Over time, you might learn of important security patches for the CentOS distribution. It is your responsibility to keep the OS
up to date. You can install these patches on your Workload Optimization Manager VM whenever necessary.

NOTE:
The VM image is currently released with the CentOS Linux OS since it meets your overall security requirements. CentOS will be
used as long as it remains viable and secure.

OVA: Installing the vCenter Image for On-prem
Environments

The first step to installing Workload Optimization Manager is to deploy the VM that will host the platform.
For vCenter Server environments, we deliver an OVA image for each quarterly release. If you want to run Workload Optimization
Manager on vCenter Server, you can install the Quarterly Release, and then update to a later point release if necessary.

NOTE:
For minimum requirements, we recommend 128 GB of memory for the VM that hosts Workload Optimization Manager. However,
if you plan to manage a smaller environment (10,000 VMs or less), you can install on a VM that provides 64 GB of memory.

If you plan to install a VM with 64 GB of memory, then you must modify the default for VM memory.

To install the Workload Optimization Manager OVA:
1. Download the Workload Optimization Manager installation package.

Navigate to the Workload Optimization Manager Software Download page (https://software.cisco.com/download/
home/286328879/type/28631701 1/release) for links to the latest OVA image.

The installation package includes the ci sco_cwom <ver si on>- <XXOXXXXXXXXXX>. ova file
where <ver si on> is the Workload Optimization Manager version number and <XXXXXOXXXXXXXX> is the timestamp.
For example: ci sco_cwom 3. 0. 0- 20190916164429000. ova

The OVA file deploys as a VM with the Workload Optimization Manager components ready for installation.
2. Import the OVA file into your datacenter.

Use the vCenter Server client to import the OVA into your environment.
3. Deploy the Workload Optimization Manager VM.

Configure the VM that was deployed from the OVA file.

If you want to deploy a VM with 64 GB of memory, manually modify the default value for Memory:

a. Right-click the VM and choose Edit Settings.

b. Type 64 for Memory.

c. Click OK to save the settings

d. Power on the VM.
4. Open the remote console.

For the Workload Optimization Manager VM that you just deployed:

a. Choose the Summary tab.

b. Click Launch Remote Console.
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5. Set up the Workload Optimization Manager System Administrator account.
a. Inthe remote console, log in with the following default credentials:
m  Username:t ur bo

Do not use the account name, r oot .
m Password: vnt ur bo
Then, you will be prompted to enter a new password.
b. Enter your new password.

The new password must comply with the strong password policy (a mixture of upper- and lower-case letters,
numbers, and a symbol). Only you will know this new password.

NOTE:
Be sure to save the changes account credentials in a safe place. For security reasons, this is the only account that can
access and configure the Workload Optimization Manager VM.

c. Enter your new password again to verify it.
6. Update the root password.
The platform uses the r 00t account for certain processes, such as rolling up log messages in/ var /| og/ nessages. To
ensure the account credentials are current, you must change the password:
a. Open a SuperUser session.
m In the remote console, enter Ssu -
m At the password prompt, enter the default password: vint ur bo
b. Reset a new password.

After you log in as root with the default password, the system prompts you for a New passwor d. This new password
must comply with the strong password policy (a mixture of upper- and lower-case letters, numbers, and a symbol).
Only you will know this new password.

NOTE:
Be sure to save the root account credentials in a safe place.

c. Exit the SuperUser session.
Enterexi t.
7. Perform other necessary configuration steps, and then install the Workload Optimization Manager components.
To perform the required and important configuration steps for the Workload Optimization Manager instance, see General
Configuration Tasks (on page 53).
To install the Workload Optimization Manager components, see Deploying the Workload Optimization Manager Components

(on page 105).

VHD: Installing the Microsoft Hyper-V Image

The first step to installing Workload Optimization Manager is to deploy the VM that will host the platform.

For Hyper-V environments, we deliver a Hyper-V image for each quarterly release. If you want to run Workload Optimization
Manager on a Hyper-V VM, you can install the Quarterly Release, and then update to a later point release if necessary.

NOTE:

For minimum requirements, Cisco recommends 128 GB of memory for the VM that hosts Workload Optimization Manager.
However, if you plan to manage a smaller environment (10,000 VMs or less), you can install on a VM that provides 64 GB of
memory. (See Minimum Requirements (on page 45)).

If you plan to install a VM with 64 GB of memory, then you must modify the default for VM memory. (See Deploy the Workload
Optimization Manager VM (on page 47)).

To install Workload Optimization Manager:
1. Download the Workload Optimization Manager installation package.
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10.

Navigate to the Workload Optimization Manager Software Download page (https://software.cisco.com/download/
home/286328879/type/286317011/release) for links to the latest Hyper-V image.

Expand the .zip file and copy the contents, which includes the Virtual Machine image, to your Hyper-V server (either to your
cluster shared volume or to a local hard drive).

Use the Import Virtual Machine Wizard in the Hyper-V Manager to import the Virtual Machine into your environment.
Make sure your virtual network adapter is connected to the correct virtual network.
Ensure the Workload Optimization Manager instance will have sufficient memory.

Cisco recommends that you use static memory for your Workload Optimization Manager instance. However, you can
specify static or dynamic memory for the instance. By default, the installation sets static memory to128 GB.

Start the Workload Optimization Manager appliance and record its IP address.
Set up the Workload Optimization Manager System Administrator account.

a. Loginto the VM's Hyper-V console with the following default credentials:
m  Username: t ur bo

Do not use the account name, r oot .
m Password: vnt ur bo

Then, you will be prompted to enter a new password.
b. Enter your new password.

The new password must comply with the strong password policy (a mixture of upper- and lower-case letters,
numbers, and a symbol). Only you will know this new password.

NOTE:
Be sure to save the changed account credentials in a safe place. For security reasons, this is the only account that can
access and configure the Workload Optimization Manager VM.

c. Enter your new password again to verify it.
Update the root password.

The platform uses the r 00t account for certain processes, such as rolling up log messages in/ var /| og/ nessages. To
ensure the account credentials are current, you must change the password:

a. Open a SuperUser session.

m In the remote console, enter su -
m At the password prompt, enter the default password: vint ur bo
b. Reset a new password.
After you log in as root with the default password, the system prompts you for a New passwor d. This new password

must comply with the strong password policy (a mixture of upper- and lower-case letters, numbers, and a symbol).
Only you will know this new password.

NOTE:
Be sure to save the root account credentials in a safe place.

c. Exit the SuperUser session.
Enterexi t.
Enable the NIC for the installed VM.

The Workload Optimization Manager instance configuration includes one NIC, but it is not enabled or connected to a
network. Display the NIC in the Hyper-V Manager and enable it.
Perform other necessary configuration steps, and then install the Workload Optimization Manager components.

To perform the required and important configuration steps for the Workload Optimization Manager instance, see General
Configuration Tasks (on page 53).

To install the Workload Optimization Manager components, see Deploying the Workload Optimization Manager Components

(on page 105).
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Deploying the Workload Optimization Manager
Components

After you install the Workload Optimization Manager VM that will host the platform, you can install the platform components.
First, gather the information that you need to run the installation:
m  Network Time Source for Time Synchronization (optional)

You can complete this step during installation or later. If you want to synchronize the VM's clock now, you are prompted
for the Network Time Source. For more information about synchronizing the VM's clock, see Synchronizing Time (on page

54).

m  Your updated r oot password

The installation script requires that you update the r oot password for the VM. If you followed the instructions in OVA:
Installing the vCenter Image (on page 47) or in VHD: Installing the vCenter Image (on page 48), then you have already
completed this step.

When you are ready with the necessary information, you can run the installation script.

The IBM License Service, which collects license usage information that is used to create usage snapshots and reports, is
installed automatically as part of the t 8ci nst al | . sh script. For more information, see "Tracking License Usage with IBM
License Service" in the Installation Guide.

The following steps describe the default installation process. If you want to customize your installation, then you should consider
taking the steps in Stepwise Platform Deployment (on page 105). For example, to change the Kubernetes hostname for the
deployment, you must complete a stepwise installation.

NOTE:
Starting with Workload Optimization Manager version 3.5.5, IBM Container Registry is used for all Workload Optimization
Manager images for online upgrades and new installs. Ensure that you have access to ht t ps: / /i cr. i o before continuing.

All OVA installs use Kubernetes v1.24.6. Docker commands no longer work. You can use cri ct| and ctr commands instead.
For more information, see the following resources:
Container runtime changes in Kubernetes 1.24 and beyond on the Kubernetes documentation site

m  Mapping from dockercli to crictl on the Kubernetes documentation site
m crictl command reference and information on GitHub
m ctr command reference and information on GitHub

—_

Start up the installation script.

m Start a secure session (SSH) on your Workload Optimization Manager VM as the t ur bo user.
m  Run the installation script.

sudo /opt/local/bin/t8clnstall.sh

2. Verify that you configured a static IP address for the Workload Optimization Manager VM.

After the components start, you will type this static IP address into a web browser to access the login page for the
Workload Optimization Manager user interface.

As a first step, the script prompts you with:
Have you run the ipsetup script to setup networking yet? [y/n] n
If you did not previously configure a static IP for the platform VM, enter n to exit the installation script now, and configure a

static IP.

If you configured a static IP for the platform VM, enter y to continue the installation. The script output displays the IP
address that it recognizes for the VM, for example:

ad I P Address: 10.0.2.15
New | P Address: 10.10.123.123
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Because of dependencies between Workload Optimization Manager and the Kubernetes installation, it is not recommended
to change the IP address after the Workload Optimization Manager installation. The VM must run with a static IP, regardless
if this is a production, testing, or evaluation installation.

If you followed the instructions in OVA: Installing the vCenter Image (on page 47) or in VHD: Installing the vCenter Image
(on page 48), then you already ran the i pset up script to configure a static IP.

3. Wait while the script completes the installation.

As the installation process continues, the script completes the following installation steps.
Configures the platform environment with the necessary certificates.
Configures the Kubernetes cluster on the VM.

Configuring the Kubernetes cluster can take a few tries before it succeeds. For each try that does not succeed, you
see messages similar to:

To further debug and di agnose cluster problens, use 'kubectl cluster-info dunp'.

When the connection succeeds, the script advances to the next steps.
Establishes local storage for the platform.

Creates the Kubernetes namespace for the platform as t ur bonom c.
Configures authorization to access the required Kubernetes secrets.

Initializes the MariaDB database server to manage historical data for the platform.

The script creates two accounts on the MariaDB that have full privileges:
- root @ocal host

This account does not use a password. To connect via this account the user must be syst em r oot .
- mysql @ ocal host
This account does not use a password. To connect via this account the user must be syst em nysql .

NOTE:

For security reasons, Cisco recommends that you configure passwords for these accounts. You can connect with
these accounts by using sudo. For example, sudo mysql . After you connect, you can then set passwords to these
accounts. For more information, see the MariaDB Knowledgebase at https://mariadb.com/kb.

m Installs the Timescale database for Embedded Reports and the Data Exporter.
m Deploys and starts up the platform components.
As the deployment begins, the script prints the following:

HH AT R R R
Start the depl oynent roll out
HH AT R R R

After it deploys the components, it waits for the components to start:

The installation process is conplete, waiting for all the conponents to start up.
** The script will wait for as long as 30 minutes. **

If the components all start within 30 minutes, then the installation is complete and successful.

If the components do not all start within 30 minutes, the script displays the following and then exits:

One or nore of your deploynents has not started up yet.

** Pl ease give your environnent another 30 minutes to stablize. **

To check the status of your conponents, execute the follow ng command:
kubect| get pods

I f some conponents are still not ready, contact your support representative
Depl oynents not ready:
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The script then displays the formatted result of the kubect | get pods command. This shows you the status of the
pods in the Workload Optimization Manager platform.

If the script exits before the components all start, give the platform another 30 minutes. To periodically check the
component status, run the kubect| get pods command. If the components do not all start after another 30 minutes,
contact your support representative.

If the installation is successful and all of the components started, the script displays a message similar to the following,
where it gives the VM's static IP address:

HHHHHH R R R R
Depl oynent Conpl eted, please |ogin through the U
https://10.10.123. 123

HHHHHH R R R R

You can move on to the next steps.
Save a copy of the platform's Master Key secret.

The installation procedure creates a Master Key secret in the Kubernetes cluster. Workload Optimization Manager uses
this secret to provide access for the platform components. Save the key data to a safe location. If for some reason the key
data gets corrupted or is otherwise unusable, Workload Optimization Manager will fail to operate. If this happens, you can
contact your support representative and use this saved data to recover your platform.

To save the data:

a. List the platform secrets.
kubect!| get secrets

The results should include the Master Key secret.

mast er - key- secr et Opaque 1 57d

b. Display the Master Key data.

After you find the Master Key name, you can then display the key data.
kubect| get secret naster-key-secret -o yanl
The output is similar to the following example:

api Version: vl
dat a:
primary_key_256. out: AfnJWit xNHAdual CdAi i 3DRA2f Ma6l zX4r Wet ZxxZvc=
ki nd: Secret
net adat a:
creationTi mestanp: "2021-06-30T02: 59: 192"
managedFi el ds:
- api Version: vl
fieldsType: FieldsVl
fieldsVi:
f:data:
L)
f:primary_key_256.out: {}
f:type: {}
manager: kubect!|-create
operation: Update
tine: "2021-06-30T02: 59: 192"
name: naster-key-secret
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nanmespace: turbonomic
resourceVersi on: "1072"
ui d: a314b2ba- 2061- 4b41- b844-56caf 2c3728d

type: Opaque
The important key data to save is the pri mary_key. .. data. In this example, you should save the line:

primary_key_256. out: Af nJWit xNHAdual CdAi i 3DRA2f Ma6l zX4r Wet ZxxZvc=

c. Save the data to a safe place.
Write this data to a file and save it in a safe backup location. If you ever need to recover the Master Key, your support
representative uses this data to perform the recovery.
Log in to the Workload Optimization Manager user interface and set the administrator user account password.
Workload Optimization Manager includes a default user account named adni ni st r at or which has an ADM NI STRATOR
role. As you log in for the first time, you must set your own password for that account. You can create or delete other

accounts with the ADM NI STRATOR role, but your installation of Workload Optimization Manager must always have at least
one account with that role.

In the login page, enter the information as required, and make a note of it.

Use the default credential for USERNAME: admi ni st rat or.
Type a password for PASSWORD.
The new password must comply with the strong password policy (a mixture of upper- and lower-case letters,
numbers, and a symbol). Only you will know this new password.
m  Type the password again to verify it for REPEAT PASSWORD.
m Click Create Account.

This is the account you will use to access the Workload Optimization Manager user interface with administrator
permissions. Be sure to save the user interface administrator account credentials in a safe place.

NOTE:

The initial login is always for the default user account named admi ni st r at or which has an ADM NI STRATOR role.
After you have logged in as adni ni st r at or, you can create other user accounts, and you can give them various roles.
For more information about user accounts and roles, see Managing User Accounts (on page 771).

NOTE:

For security reasons, you can create a different account with an ADM NI STRATOR role to serve as the main administrator
of your Workload Optimization Manager installation, and then delete the default adm ni st r at or account. But remember,
you must always have at least one user account with administrator privileges.

General Configuration Tasks

After you install the Workload Optimization Manager instance, you should perform the following configuration tasks:

(Required) Synchronize the system clock and configure your time servers
(Important) Verify your MariaDB version

(Optional) Increase available disk space

(Optional) Enforce secure access via LDAP

(Optional) Enforce secure access via trusted certificate
(Optional) Enable secure access for probes

(Optional) Modify the certificates for Cluster Manager
(Optional) Enable embedded reports

(Optional) Enable the Data Exporter

(Optional) Change the IP address of the platform node
(Optional) Enable and disable probe components
(Optional) Disable component health monitoring
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(Required) Synchronizing Time

It is important that you synchronize the clock on the Workload Optimization Manager instance with the other devices on the
same network. By default, the Workload Optimization Manager server is configured to synchronize with any one of the following
time servers:

m 0.centos.pool.ntp.org

m 1.centos.pool.ntp.org

2.centos. pool .ntp.org

3. centos. pool.ntp.org

To synchronize with these servers, your installation of Workload Optimization Manager must have access to the internet. If your
environment restricts internet access, then you have to configure synchronization with a time server on your network.

In all cases, you should verify that the Workload Optimization Manager clock is properly synchronized. To check the system
clock:

1.  Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo

m Username: [ your private_password]
2. Verify your time settings.

Run the dat e command.

The output is similar to the following example:
Thu Feb 2 14:25:45 UTC 2019

Run the t i medat ect| command.

The output is similar to the following example:

Local tine: Fri 2019-12-06 21:09:26 UTC
Uni versal time: Fri 2019-12-06 21:09:26 UTC
RTC time: Fri 2019-12-06 21:09: 27
Ti me zone: UTC (UTC, +0000)
NTP enabl ed: yes
NTP synchroni zed: yes
RTC in local TZ: no

DST active: n/a

This tells you whether you have NTP enabled, and whether it is currently synchronized, along with other time
synchronization information.

If the output is correct and your environment has access to the internet, you can assume the system clock is synchronized.

If the output is incorrect, or if you need to configure synchronization with a time server on your network, you must configure
chr ony on the server instance.

To set up chr ony on your Workload Optimization Manager instance:

1.  Open an SSH terminal session to your Workload Optimization Manager instance.
2.  Open the chr ony configuration file.

sudo vi /etc/chrony. conf
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3. Specify the time servers that you want to use in your environment.
The chr ony file includes the following statements to configure time servers:

server 0.centos.pool.ntp.org iburst
server 1.centos.pool.ntp.org iburst
server 2.centos.pool.ntp.org iburst
server 3.centos.pool.ntp.org iburst

Enter statements for the servers you want to use. Then delete or comment out the statements that you do not want to use.
Specify a time server via the following command syntax:

server <My_Ti ne_Server_Nane> i burst

4. Save the file.
5. Restart the chrony service.

sudo systenctl restart chronyd

6. Verify that your time is correct.
Run the dat e command.

The output is similar to the following example:
Fri Dec 6 21:09:26 UTC 2019

To verify the time has been synchronized, run the t i nedat ect | command.
The output is similar to the following example:

Local time: Fri 2019-12-06 21:09:26 UTC
Uni versal time: Fri 2019-12-06 21:09: 26 UTC
RTC time: Fri 2019-12-06 21:09: 27
Ti me zone: UTC (UTC, +0000)
NTP enabl ed: yes
NTP synchroni zed: yes
RTC in local TZ: no

DST active: n/a

To verify the time, compare the dat e output with the output from a known UTC time server.
If the output is correct you can assume the system clock is synchronized.

If the output is incorrect, contact your support representative.

(Important) Verifying your MariaDB Version

Workload Optimization Manager supports using MariaDB version 10.5.20 and MySQL 8.0.x for the historical database. This
support includes comprehensive testing and quality control for Workload Optimization Manager usage.

If you are running Workload Optimization Manager installed as a VM image (OVA or VHD), and using the database that is
included in that image installation, then you must use version 10.5.20. If you are updating your version of Workload Optimization
Manager (instead of installing it for the first time), ensure that you are using the correct version of MariaDB with your installation.
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IMPORTANT:
It is a requirement that you run MariaDB version 10.5.20 or later. Workload Optimization Manager can operate with other
versions of MariaDB; however, it is fully tested to operate with MariaDB version 10.5.20.

Because of a known issue, you must never use MariaDB versions 10.5.14, 10.5.15, 10.6.7, 10.7.3, or 10.8.2.

When you initially installed Workload Optimization Manager, that installation included MariaDB running a specific version. As
you update your Workload Optimization Manager version, the MariaDB version remains the same. The first release of Workload
Optimization Manager that included MariaDB 10.5.20 is 3.5.6. If you initially installed an earlier version, and did not update your
MariaDB to 10.5.20, then you must do it now.

m For VM image installations, it is possible to configure the installation to use a remote database (external to the VM). If
you are using a remote MariaDB instance, use version 10.5.20. For a remote MySQL, use version 5.7.x or 8.0.x. See
Configuring an External MySQL Database (on page 58).

m For installations on a Kubernetes cluster (not deployed as a Workload Optimization Manager VM image), if you are using
MariaDB use version 10.5.20; however, MariaDB 10.2 for Azure DB Services is tolerated. You can find a download package
at: https://archive. mari adb. or g/ mari adb- 10. 5. 20/ yuni cent 0s7- and64. For a remote MySQL, use
version 5.7.x or 8.0.x. See Configuring an External MySQL Database (on page 58).

Checking your MariaDB Version
Check the version of MariaDB running on your Workload Optimization Manager OVA.
1. Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo
m Password: [ your _pri vat e_passwor d]
2. Check the MariaDB version.

nysqgl -u root --password=my_pwd -e "SHOW VARI ABLES LIKE 'version';"

The output is similar to the following example:

o e oo om e +

| Variable_name | Val ue |
o emme e eea Fomm e mme e eeeaaaa +

| version | 10.5.20-Mari aDB |
o emme e eea Fomm e mme e eeeaaaa +

If the version is earlier than 10. 5. 20- Mar i aDB, then you must update your database.
If your version is equal to or greater than 10. 5. 20- Mar i aDB do not complete the update steps.

Updating your MariaDB

If you are using Workload Optimization Manager installed as a VM image, and you are using the default MariaDB that was
installed with that image, you must run MariaDB version 10.5.20.

To update your MariaDB on your Workload Optimization Manager VM:
1.  Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m  Username:t ur bo
m Password: [ your _pri vat e_passwor d]
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2. Ensure that the VM is mounted on the Workload Optimization Manager update ISO image.

NOTE:

When you complete a Workload Optimization Manager update, the system automatically unmounts the ISO image. To
update MariaDB, your Workload Optimization Manager instance must be mounted on the same ISO image that you used to
update to a recent Workload Optimization Manager version.

For more information, see Offline Update (on page 100).
3. Run the MariaDB update script.

Before you run the script, you need to know the MariaDB password. By default, this password is vnt ur bo.
a. Make the script executable.

NOTE:
If you complete offline updates and ran the offline upgrade script, the updated mar i adbUpgr ade. sh is copied from
the 1ISO image to the / opt / | ocal / bi n directory with the executable flag enabled. You can skip this step and run the
script.

sudo chnmod +x /opt/1ocal/bin/ mari adbUpgr ade. sh

b. Run the database update script.

sudo /opt/|ocal/bin/ mari adbUpgrade. sh | & tee -a $HOVE/ Tur bonom c_Mari aDB_upgr ade. | og

The script updates the version of MariaDB. It also increases size limits for the allowed packets, and buffer and log sizes
for the innodb. The script output includes the following (where Tot al Menory and buf f er pool si ze canvary
depending on your VM configuration):

Update the mariadb configuration

Total Menory: 128773 MB

Changi ng I nnodb buffer pool size to: 9216 MB
Changi ng nax al | oned packets to: 1G
Changing innodb log file size to: 10G

4. \Verify the updated MariaDB version.

When the script completes, you are running version 10.5.20. To verify, run:
mysql -u root --password=my_pwd -e "SHOW VARl ABLES LIKE 'version';"

The output is similar to the following example:

5. Scale up the Workload Optimization Manager platform's pods.

To update the database, the script scales down your platform pods. When it completes, the script displays the following
prompt:

HHARHHBE GRS B E YU R SR R R R H IR S B SRR R
When confirmed the mari adb has been upgraded and is properly working, run:
kubect| scal e depl oyment --replicas=1 t8c-operator -n turbonomc

HHARHHBE GRS B E YU R SR R R R H IR S B SRR R

Workload Optimization Manager 3.8.6 Full Documentation 57



Installation

After you verify that the correct version of MariaDB is running, scale up the platform.

kubect| scal e depl oynent --replicas=1 t8c-operator -n turbonomc

(Optional) Configuring an External MySQL Database

If you installed Workload Optimization Manager as a VM image (OVA or VHD), the image includes MariaDB for the historic
database. Most installations use that instance. However, you can use an external database if you like. In addition, you can install
Workload Optimization Manager directly to a Kubernetes cluster (instead of installing the VM image), and you can provide

your own historical database. For MariaDB or MySQL installations, you must ensure that your database provides the necessary
messaging and logging capacity.

Workload Optimization Manager supports using MariaDB version 10.5.20 and MySQL 8.0.x for the historical database. This
support includes comprehensive testing and quality control for Workload Optimization Manager usage.

Configuring MySQL

NOTE:

MySQL version 5.7 reached EOL on October 21, 2023 and is no longer supported. Workload Optimization Manager supports
MySQL 8.0 as an optional alternative database server for MariaDB for running Workload Optimization Manager.

1. Edit your configuration file to set the required server system variables.

Open the configuration file in an editor and change the values for these system variables .

NOTE:
By default, with Centos 7.9, the configuration file is found at / et ¢/ ny. cnf . With RHEL 8.8, the configuration file is found
at/etc/nmy.cnf.d/ nysql -server.cnf.

event _schedul er = ON

sgl _nmpbde = ERROR_FOR_DI VI SI ON_BY_ZERO, NO_ENG NE_SUBSTI TUTI ON
max_al | oned_packet = 1GB

ski p-1 og- bi n

l og_bin_trust_function_creators ON
explicit_defaults_for_tinmestanp = OFF

character-set-server = utf8nb4

coll ation-server = utf8mb4_general _ci

i nnodb_buf f er _pool _si ze = <see note bel ow>

NOTE:
The i nnodb_buf f er _pool _si ze should be no less than 4096M (or 4G). This value must be increased in order to
support larger topologies. Refer to the suggested buffer pool size values based on system memory below.

System Memory (mem) innodb_buffer_pool_size
mem <= 32GB 4G
mem > 32GB and nem <= 64CB 8G
mem > 64GB and nem <= 128GB 16G
nmem > 128GB 32G

2. Save your changes.
3. Restart MySQL for the changes to take effect.

With CentOS 7.9 and RHEL 8.8, the following will restart MySQL:

systenttl restart nysqld. service
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Configuring Workload Optimization Manager

Once your MySQL database is configured properly, you must declare access to it through the Workload Optimization Manager
custom resource (CR) file.

1. Open the CR file for editing. The location of the file depends on the type of Workload Optimization Manager installation that
you are configuring.

m VM Image installation of Workload Optimization Manager

a. Open an SSH terminal session on your Workload Optimization Manager instance.
b. Log in with the System Administrator that you set up when you installed Workload Optimization Manager.

— Username: t ur bo
— Password: [ your _privat e_password]
c. Open the CR file for editing.

/opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_xl _cr.yam
m  Workload Optimization Manager on a Kubernetes node or node cluster
— Open the CR file for editing.
depl oy/ crds/ charts_vilal phal_xl _cr.yam

2. Modify the CR file to include access to the MySQL instance.
Add the entry to the CR file.

gl obal :
repository: icr.iol/cpopen/turbononic
tag: 3.8.6

external | P: nginx_host _IP
external Dbl P: MySQL_8.0_host _IP
ext ernal Ti nescal eDBI P: ngi nx_host _|I P

spec:
properties:
gl obal :
enabl eSecur eDBConnecti on: true
dbRoot User nanme: MySQ._8. 0_r oot _user nane
dbRoot Password: MySQ._8. 0_conpl ex_passwor d

3. Apply the changes that you made to the CR file.
For example, run the following command for VM image installations:

kubect!| apply -f \
/ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vilal phal_xl _cr.yam

Upgrading from MySQL 5.7 to 8.0

NOTE:
MySQL version 5.7 reached EOL on October 21, 2023 and is no longer supported. Workload Optimization Manager supports
MySQL 8.0 as an optional alternative database server for MariaDB for running Workload Optimization Manager.

If you utilized MySQL 5.7 as your external database and you need to upgrade to MySQL 8.0, follow the process outlined below
to perform an in-place upgrade. If you want to migrate your data from MySQL 5.7 to 8.0 you should contact your support
representative for assistance.
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NOTE:
The following process is an example of how to perform an in-place upgrade using Ubuntu 22.04.

1.

Run the upgr ade- pr echeck. sh script.

You can use this script to make sure that your current installation of Workload Optimization Manager is ready to update. We
strongly recommend that you run this script before going on to update your installation (see Checking Before Updating (on

page 96)).

NOTE:
Any table corruptions must be resolved with IBM support before upgrading.

2. Update and upgrade all installations.
apt - get update
apt - get upgrade
3.  Remove the existing MySQL 5.7 installation.
apt - get renove nysql -server
apt - get autorenove
dpkg -1 | grep nysql | grep ii
apt-get renove nysql -client nysql-comon nysql -comunity-client nmysql-conmmunity-server
4. Edit your configuration file to include MySQL 8.0 configurations.
Open the configuration file (/ et ¢/ mysql / ny. cnf ) in an editor, change the values for these system variables, and then
save your changes.
event _schedul er = ON
sql _npde = ERROR_FOR DI VI SI ON_BY_ZERO, NO_ENG NE_SUBSTI TUTI ON
max_al | oned_packet = 1GB
ski p-1 og- bi n
log_bin_trust_function_creators = ON
explicit_defaults_for_tinmestanp = OFF
character-set-server = utf8nb4
coll ation-server = utf8nmb4_general _ci
5. Backup the updated MySQL configuration files in preparation for MySQL 8.0.
cp /etc/nmysqgl /ny.cnf /etc/nysql/nmysql.conf.d/ nysqld. cnf
cp /etc/nysqgl/ny.cnf /etc/nysqgl/nysql.cnf
6. Install the latest version of MySQL 8.0.
apt-get install nysql-server
7. Verify the MySQL 8.0 service status.
systenttl status nysql.service
8. Reconfigure Workload Optimization Manager to use the MySQL 8.0 instance.
Open the custom resource (CR) file for editing.
kubect| edit /opt/turbonom c/kubernetes/operator/deploy/crds/charts_vlal phal_x|_cr.yan
Modify the cr.yaml file to replace MySQL 5.7 values with 8.0, and include the enabl eSecur eDBConnecti on: true
property.
gl obal :
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repository: icr.iolcpopen/turbononic
tag: 3.8.6

external | P. nginx_host _IP

external Dbl P: MySQL_8.0_host _IP

ext ernal Ti nescal eDBI P: ngi nx_host _|I P

spec:
properties:
gl obal :
enabl eSecur eDBConnecti on: true
dbRoot User name: MySQ._8. 0_r oot _user nane
dbRoot Password: MySQ._8. 0_conpl ex_passwor d

9. Apply the changes that you made to the CR file.

kubect!| apply -f \
/opt/turbononm c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_ x| _cr.yam

10. Restart auth and all other DB-based components.

kubect| scale --replicas=0 deploynment auth history action-orchestrator clusterngr cost group market p
| an-orchestrator suspend repository server-power-nodel er topol ogy-processor

(Optional) Increasing Available Disk Space

A standard installation of Workload Optimization Manager on a VM image includes a MariaDB database server for historical
data. If you enable Embedded Reports, the platform also uses TimescaleDB Postgres database to manage the reports data. For
various reasons, you might find that the default storage capacity for your database services is not sufficient. In that case, you
need to increase the available storage capacity.

A common reason to increase this capacity is to accommodate estimated needs for Embedded Reports. The storage
requirements for Embedded Reports can change over time as your environment changes, or as you increase the number
of targets you configure your your Workload Optimization Manager installation. For information about estimating Embedded
Reports requirements, see Embedded Reports Storage Requirement Estimates (on page 1360).

A summary of the steps you will perform is:

Add a new disk to the VM

Rescan the scsi devices

Create a new LVM partition

Create a physical volume (pv)

Add the pv to the existing volume group (vg)

Extend the logical volume (lv)

Extend the file system to use the new Iv

To increase storage for Embedded Reports, increase the XFS quota

To increase space for MariaDB, you do not need to perform this step.

Logical Volume Management for Workload Optimization Manager Storage

The platform uses Logical Volume Management (LVM) to manage the VM disks. To increase database storage, you should add
a new disk to the VM, and then use it to extend the LVM logical volume, / dev/ t ur bo/ var _|i b_nysql . This logical volume
serves both the historical database and the Embedded Reports database.
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File File
system system
Logical Logical
Walume Velume

\_/

Volume Group

! | }
Physical Physical Physical
Valume Volume Vaolume

Increasing Storage

To increase the storage space available to your databases:

1.

Add a new disk to the VM.

Use the steps for your VM datacenter to add a new disk to the VM. Workload Optimization Manager installs as a VMware or
a Hyper-V VM. Refer to the documentation for your hypervisor for the steps to add a new disk.

2. Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:
m Username:t ur bo
m Password: [ your _privat e_password]
3. Rescan the scsi devices.
To make sure the new disk is available, rescan the scsi devices and then list your block devices.
echo "- - -" > /sys/class/scsi_disk//0\:0\:0\:0/devicelrescan
To check for the new disk, run the command:
| sbl k
The new disk should appear with a name similar to / dev/ sdc. If you don't see the new disk, try this alternative to force a
rescan:
m  Check the number of scsi host devices that are on your VM.
I's /sys/class/scsi_host
You should see a list of devices, such as host 0, host1, host2... hostn
m  Scan each device.
For each device run the command (where <host n> is a numbered host device such as host 0 or host 1):
echo "- - -" > [sys/class/scsi_host/host0/scan
m List the block devices.
Run | shl k again to list the block devices.
4. Create a new LVM partition.
Assuming the new disk is named / dev/ sdc1, run the command:
cfdisk /dev/sdcl
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Then run the operations:

m  new
m  primary

m  confirmsize

m change type to 8E
m wite

® quit

5. Create the Physical Volume (pv).
Assuming the new disk is named / dev/ sdc1, run the command:

pvcreate /dev/sdcl

6. Add the new pv to the existing Volume Group.

Assuming the new disk is named / dev/ sdc1, run the command:

vgextend /dev/turbo /dev/sdcl

7. Extend the Logical Volume (lv) to use the free space in the new pv.

First list the physical extents (PE) that are available. Run the command:

vgdi spl ay

The output is similar to the following example:

Free PE / Size 128000 / 500.00 G B

In this example, 128000 is the amount to extend the Iv. For this example, run the command:

| vextend -1 +128000 /dev/turbo/var_lib_nysql

8. Extend the XFS file system to use all the current Iv space.

Before you extend the XFS, view the free disk space and record the number. To verify that you have increased the available
space, you will compare this value to the free space after you have extended XFS. Run the command:

df -h

Then extend the XFS capacity:

xfs_growfs /dev/turbo/var_lib_nysql

Then list the updated free disk space and compare it to your original number:
df -h

9. If you are increasing capacity for Embedded Reports, extend the XFS quota for the TimescaleDB.
To increase space for MariaDB, you do not need to perform this step.

To increase capacity for the Timescale DB, you need to increase the quota for that process by the amount you want. The
quota name is Post gr esql .

For example, assume you added a 400 GB volume, and the current Post gr esql quota is 400 GB. In that case, you could
increase the quota to 800 GB. Following this example, run the command:

Workload Optimization Manager 3.8.6 Full Documentation 63



Installation

xfs_quota -x -c 'limt -p bhard=800g Postgresqgl' /var/lib/dbs
To see the current quotas set for / var/ | i b/ dbs, run the command:

xfs_quota -xc 'report -pbih' /var/lib/dbs

(Optional) Enforcing Secure Access via LDAP

If your company policy requires secure access, you can use a certificate with your LDAP service to set up secure access for
your users. For example, you can configure Active Directory (AD) accounts to manage External Authentication for users or
user groups. The user interface to enable AD includes a Secure option, which enforces certificate-based security. For more
information, see Managing User Accounts (on page 771).

If your LDAP service uses a Certificate Authority (CA), then the certificate signed by that CA should support this feature as it is.
Simply turn on the Secure option when you are setting up your AD connection.

If your LDAP service uses a self-signed certificate, then you must install that certificate on the Workload Optimization Manager
authorization pod. The steps you will perform include:

Get the certificate from your LDAP server
Import the certificate to the platform's TrustStore
Add the certificate to the Workload Optimization Manager platform's authorization pod

n
| |
|
m  Enable the TrustStore in the Workload Optimization Manager platform's Operator chart

Installing a Self-signed Certificate

To set up secure access:
1.  Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m  Username:t ur bo
m Password: [ your _private_password]
2. Download your LDAP Server certificate to the Workload Optimization Manager instance.

Acquire a certificate from your LDAP administrator, and download it to the Workload Optimization Manager platform. For
example, you can download it to the file / t mp/ | dapserver.crt.

3. Importthe . crt file to the Workload Optimization Manager TrustStore by using the keyt ool utility.

NOTE:
This step modifies the cacert s file on the Workload Optimization Manager platform.

a. Install the keyt ool utility in / usr/ bi n/ keyt ool .

sudo yuminstall java-1.8.0-openjdk

b. If an alias for an LDAP certificate already exists, delete that certificate. For example, assuming the alias | dapcert 1,
run the following command:

keytool -delete -alias |dapcertl -keystore cacerts -storepass changeit

c. Import your new certificate to the TrustStore.

keytool -inmport -alias |dapcertl -file /tnp/|dapserver.crt -keystore cacerts \
-deststoretype jks -storepass changeit -nopronpt
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4. Create an aut h secret from the cacert s file.
base64 cacerts > auth-secrets.yan
5. Open the secrets file for editing.

vi auth-secrets.yan

6. Edit the file to make it a valid yaml file.
a. Indent every line of the certificate by four spaces.

When you created the file, you concatenated the contents of the certificate. The first step is to indent the certificate by

four spaces. For example, in a vi editor, execute the following command:
s/ N /g

b. Add data fields to the secrets file.
Add the following text to the top of the file:

api Version: vl
ki nd: Secret
met adat a:
nanme: aut h-secret
dat a:
cacerts: |

c. Save your changes.
The output is similar to the following example:

api Version: vl

ki nd: Secret

net adat a:

nane: auth-secret
dat a:
cacerts: |

/ u3+7QAAAAI AAAABAAAAAGAFY2Vy dDEAAAFSH2| Ei g AFWCA1MDKAAAYQM | GDDCCBPSgAW BAgl T
HAAAARHI FJdLbG90s AAAAAABETANBgkghki GOWOBAQUFADBC MRMWVEQYKCZI mi ZPy L GQBGRYDY29t
MRcWFQYKCZI m ZPy L GQBGRYHALOdXJi bz EUMBI GCgn5Jonilr8i x k ARKVIBGNv cnAx Fj AUBg NVBAMT
DWAv cnAt REVMTDEt QOEwHhc NV EWNDA4NDMVDOTEy Wac NV | wNDA4VDVD OTEy W Ah VR8WHQYDVQQD
ExZkZWsMS5j b3JwLnZt dHVy YnBuY29t M | Bl j ANBgkghki GOWOBAQEFAACCAQBAM | BCgKCAQEA
sCXuh2MTr FERy Ul aKgdbgyj LezNuwF6nnZveZUnhDaJDpf LHII zhwf y YRTG SSusVo4pol JS4WgPZ
T3Zk8f 21 aX04Rpf pQEr g5N3uY/ BxXFKATW.MDI quSdODi 798k2di YXAxXvz Mnf ml kBBYJt a90zt um
uXyh/ 42dX0&znQ6f FuxosgAksZ6Cn XCDKr TBl bObHpST1z1Pdg+f J+f 9Tq7I f f OYdVbuedFTwsi k
Z0JgDCl Rr mvs QJphi HIBqJ6ZLdbSeEz Bl bboi Qs 81pAELW7VOZZUF KV6Y 8+z MTACGAPVPI SFv 7L X
R WLTW ghXVAONT 0e2W UBKIE6XZTBXp7z7dzwW DAQAB04| DADCCAV W wWYJ KwYBBAGCNX QCBCl e
| ABEAGBAbQBhAGK AbgBDAGBAbgBOAHI AbwBs AGNAZ By MBO GAL Ud J QQWVBQGCCs GAQUFBWVCBggr
Bg EFBQc DATAOBg NVHQBBAf 8EBAMCBaAwe AYJKoZI hve NAQkPBGswaTAOBggqhki GOwWODAg! CAl Aw
DgY! KoZl hvc NAWQCAG CAMAS GOWCGSAFI AWQBKj ALBgl ghk gBZQVEASOWOWYJ Yl ZI AWJDBAECMAS G
CWCGSAFI AWQBBTAHBgUr DgMCBz AKBggghki GAw0DBz BCBgNVHREEOz A50B8GCSs GAQQBgj cZAaAS
BBDswj | Hut / nQZO0uK2aUgl GbghZkZWsMs5j b3JwlnZt dHVY YnBuY29t MBOGA1 Ud Dg QABBR6 M7 Hb
Bi i r pj | XQBPXXScB8LknRDAf BgNVHSVEGDAWBR] s91 3el 7SuKUDM r HHRh Bk ENgaDCBOQYDVROf
Bl HIM HGM HDol HAol ®hoG6bGRhcDovLy9DT] 1j b3JwLURFTEWX LUNBLENOPWRI b Gnx LENOPUNE
UCxDTj 1QdWsaVW M BLZXkl M BTZXJ2aWNl cyxDTj 1TZXJ2aWNl cyxDTj 1Db25maWd1cnFO0avu
LERDPWAv cnAs REMBAmLOdXJi byxEQz1j b20/ Y2Vydd maVWNhdGVSZXZv Y2F0aVWBuTd zdDOi YXNI
P29i amVj dENs YXNz PWNSTERpc3RyaW 1dd vbl BvaWws0M HHBggr BgEFBQc BAQSBuUj CBt zCBt AYI
KwYBBQUHVAKGgads ZGFwOi 8vLONOPWNvcnAt REVMIDEt QOEs Q049QUl BLENOPVB1YmxpYy Uy MVE |
eSUyMFNI cnZpY2Vz LENOPVNI cnZpY2Vz LENOPUNv bniZpZ3Vy YXRpb24s REMD Y29y c Cx EQz 12bXR1

Workload Optimization Manager 3.8.6 Full Documentation

65



Installation

cmJVLERDPWNvDBTYj QUNI cnRpZm j YXRI P2Jhc2U/ b2JgZWNO@xhc3MRY2VydGE maVWhdd vbkF1
dGhvem 0eTANBgkghki GOWOBAQUFAACCAQEADP6OYLONKZ2j 6gaBdf dol Jt vnlglgXTsRrt FulcF
COMUXLOGETudr OVl yEnLH2wt j 10CGs| i 54+aPGYi El Xi j ThEe1WIHaO2hkl RLdNr MBKx Up3t UNb/
cP4d+EYt 297wWWWixpl 9MSt i ND8+7M2+65daoEu5Il OLt g41 C7YI CSXay 19N5Hdi GBHV5L07PTZ261
qDz ShSb0ZzW Gr7++5VkqgveVEl f s3hUYydal t z0Zu6synP0aUcvn5wohV1GPPqGDv VCg5Kf 50hs Zf ny
It Nl aqgi i gLMhYVMA93CkpFFj oP9gmGEFIky Oy Tf h6GBHugbl 7guddDs UgMJTT3uv3EBWSYel nDya7
Zye5CANns Af nx8k OnxXds VERC

7. Apply this secrets file to the platform environment.

kubect!| apply -f auth-secrets.yan

8. Update the platform's Operator Chart to use the cacer t s certificate that you created in the secrets file.
a. Open the chart file for editing.

/ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vilal phal_x| _cr.yanl

b. Add the certification secret as an authorization spec for the component options.
In the chart file, find the spec: section. Within that section, find the aut h: subsection.

This should be the second subsection in spec: , after gl obal : . If there is no aut h: subsection, you can add it to
spec: .
c. Add the certification secret to the file:

You will add the secret's path to a j avaConponent Opt i ons: statement within the aut h: subsection. Add the
path as a - D option. The aut h: subsection should be similar to the following example, with aut h indented by two
spaces and j avaConponent Opt i ons indented by four spaces:

# Pass in the JAVA OPTS to the auth POD to set up additional options such as
# a trustStore for AD Certificate(s) for LDAPS (Secure LDAP)
aut h:
j avaConponent Opti ons: "-Dj avax. net.ssl.trust Store=/hone/turbonom c/datal/ hel per_dir/cacerts"

d. Apply your Operator Chart changes to the Workload Optimization Manager platform.

kubect!| apply -f \
/opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_xl _cr.yanl

This restarts the authorization component so it can use the new setting.

(Optional) Adding a Certificate for Securing the Workload
Optimization Manager Ul

If your company policy requires SSL connections that use a trusted certificate, Workload Optimization Manager installs a trusted
certificate from a known certificate authority.

Requesting a Certificate
The first step is to acquire a certificate. The following steps describe how to generate a certificate request.
1. Open a Secure Shell terminal session.

Open an SSH terminal session on your Workload Optimization Manager instance. Log in as t ur bo, and use the password
that you created for the administration account during installation.

For more information, see Set up the Workload Optimization Manager System Administrator account (on page 48).
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Change to the directory where you want to store the private key file.
If your shell session is on your Workload Optimization Manager instance, use the / opt / t ur bonomni ¢ directory.

cd /opt/turbononic

Create and save the private key file.
For this example, the private key file is named nmyPr i vat e. key.

openssl genrsa -out nyPrivate. key 2048

You need this file later. If you are in a session on your Workload Optimization Manager instance, copy the file to your local
machine.

Create a file to contain the information that generates the signed certificate request (CSR).

vi certsignreq.cfg

Add the request data to the cert si gnr eq. cf g file.

In the file, insert the following code. For any fields marked by angle brackets (for example <ci t y>), provide the indicated
value. For example, your country, city, company, and so on.

[req]
ts = 2048

pronpt = no

default _nd = sha256
req_extensi ons = req_ext
di stingui shed_nane = dn

[ dn]
C=<country, 2 letter code>
L=<city>

O=<conpany>

OU=<or gani zati onal unit nane>
CN=<FQDN>

emai | Addr ess=<emai | address>

[req_ext]
subj ect Al t Name = @l t _nanes

[al t _nanes]

DNS. 1 = <FQDN\>

DNS. 2 = <server’'s short nanme>
DNS. 3 = <server’s | P address>

NOTE:
For the CN field, specify the fully qualified domain name of the Workload Optimization Manager instance.

Alternative names are other ways to access the Workload Optimization Manager instance. In the [ al t _nanes] section,
the value for the DNS. 1 field is required. For DNS. 1, specify the fully qualified domain name of the Workload Optimization
Manager instance. Values for the DNS. 2 and DNS. 3 are optional. You can add more DNS. x fields if needed.

For example:
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. [ ] — root@turbonomic:/etc/pkiftls/private -
ts = ZQ4B
prompt = no

default_md = sha256
req_extensions = reg_ext
distinguished_name = dn

C=Us

ST=New York

L=White Plains

0=Turbonomic

OU=Educational Services

CN=demo. turbonomic.com

emailAddress= <firstlastname> @turbonomic. com

eq_ext]

subjectAltName = @alt_names

ﬁNS.{ ceﬁo.turbononic.con
DNS. 2 demo
DNS.3 my.ip.add. ress

Write and quit the file.

Press Esc, type : wg! , and press Ent er .
Generate the certificate request file.

In this example, the file is named nmyRequest . csr.

openssl req -new -sha256 -nodes -out nyRequest.csr -key \
nyPrivate. key -config certsignreq.cfg
Send the generated request file to your certificate authority.

If you generated the file on your Workload Optimization Manager instance, transfer the file to your local machine. The path
to the certificate request file on your remote machine is / opt / t ur bonomni ¢/ nyRequest . csr.

Your certificate authority uses this file to create the certificate for you. If your certificate authority gives you an encoding
choice between DER and Base 64, choose Base 64.

When you receive the certificate, save it to disk.
If you did not receive the certificate encoded in Base 64, you must convert it from DER to Base 64.
In this example, the certificate is named MyCertificate.crt.

openssl x509 -informder -in MyCertificate.der -out MyCertificate.crt

Installing the Signed Certificate in Workload Optimization Manager

After you obtain the signed certificate, you can install it on your Workload Optimization Manager instance. You use the private
key and certificate files that you obtained when requesting the signed certificate:

nyPrivat e. key
MyCertificate.crt

To install the signed certificate:

1.

Open an SSH terminal session on your Workload Optimization Manager instance.

2. Add the key and certificate data to your Workload Optimization Manager charts.yaml file.
[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yan
Find the section for gl obal parameters. Under the gl obal parameters, create the i ngr ess: secr et s section, and
then create entries for certi fi cat e, key, and nane.
Your global parameters should be similar to the following example:
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gl obal :
i ngress:
secrets:
- certificate: |
----- BEG N CERTI FI CATE- - - - -
SAMPLE PUBLI C KEY
----- END CERTI FI CATE- - - - -

----- BEG N RSA PRI VATE KEY-----

SAMPLE PRI VATE KEY

----- END RSA PRI VATE KEY-----
name: ngi nx-ingressgat eway-certs

For the fields you added:

m certificate: holds the content of your MyCertifi cate. crt file. Open that file to copy its contents and paste
them here.

m  key: holds the content of your nyPri vat e. key file. Open that file to copy its contents and paste them here.
m hane: Is required and the name must be ngi nx-i ngr essgat eway-certs.
3. Apply the changes that you made to the CR file.

kubect!| apply -f \
kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yam
4. Restart the ngi nx pod.
To require a certificate for HTTPS access, you must restart the ngi nx pod.

a. Get the full name of the pod.
kubect| get pods -n turbonomc
In the output, look for the entry for ngi nX. You should find an entry similar to:

ngi nx- 5b775f 498- sm2nm 1/1 Runni ng 0

b. Restart the pod.
kubect| del ete pod ngi nx- <Ul D>

Where <Ul D> is the generated ID for the pod instance.
After the nginx pod restarts Workload Optimization Manager requires a certificate for HTTPS access.

(Optional) Adding Additional CA Certificates for Probes

If your target requires SSL connections that use a trusted certificate, Workload Optimization Manager installs a trusted certificate
on the associated probe component.

The Workload Optimization Manager platform includes various probe components that it uses to connect to targets and discover
their data. This procedure assumes setup for one component, the Dynatrace probe. You can use the same steps for other
probes, providing a different Kubernetes Secret Name for each.

To install a certificate on a probe component, you must know the Kubernetes secret name for the probe. This table lists the
probes that you can configure, plus their secret names. To configure secure access for any probes not listed here, contact your
support representative.
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mediation-awsbilling
mediation-awscost

Probe K8s Secret Name
mediation-appinsights appinsights
mediation-aws aws

mediation-azurecost
mediation-azuresp
mediation-azurevolumes

mediation-azure azure

mediation-azurebilling azurebilling
mediation-azureea azureea
mediation-dynatrace dynatrace
mediation-newrelic newrelic

Installing the Signed Certificate on the Probe Component

This procedure assumes that you already have a valid . crt file. If you do not have the certificate file, ask your networking team
to generate one for you.

After you obtain the signed certificate (MyCerti fi cat e. crt), install it on your probe instance.

1.

Copy the certificate from your local machine to the Workload Optimization Manager instance.

Use SmartCloud Provisioning to copy the MyCerti fi cat e. crt from your local machine to the / t np directory on the
instance.

2.  Open an SSH terminal session on your Workload Optimization Manager instance, that uses the t ur bo user account.
3. Obtain the truststore from the probe component.
Obtain the ID for the pod that runs the probe.
kubect| get pods
This lists the pods running in the Workload Optimization Manager platform, including their IDs. Record the ID of the pod that
you want to configure.
To get the CA truststore, run the following command, where <Pr obe- Pod- | d> is the ID you recorded:
kubect| cp <Probe-Pod-1d>:etc/pki/ca-trust/extracted/javal/cacerts cacerts
4. Import the certificate into the pod's keystore.
As part of this step, you ensure that the certificate is in Base64 format and you create a yaml file that uses the K8s Secret
Name for the probe. While still in the bash session, run the following commands:
m chnod 775 cacerts
m keytool -inport -alias probe_certificate -file \
<MyCertificate.crt> -keystore cacerts -deststoretype jks \
-storepass changeit -no-pronpt
Where <MyCerti fi cat e. crt > is the name of the certificate that you acquired.
m base64 cacerts > <Secret_Nanme>-secrets.yan
Where <Secr et _Nane>- secr et s. yam is the yaml file that you create that uses the K8s Secret Name for the
probe.
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For example, assume that you are enabling SSL for the Dynatrace probe. In that case, the secret name is dynat r ace,
and you would create the yaml file dynat r ace- secrets. yan .

5. Update the <Secr et _Nanme>-secrets. yanl file you created.

a. While still in the bash session on the Workload Optimization Manager server, open the yaml file created in the previous
step in a vi editor session.

vi <Secret_Nane>-secrets.yan

b. Align the base64 data to the yaml format.

Type : to enter the command mode. For the command, type the following, where the white space token is four space
characters.

LU/ N /g

Press RETURN, then save and exit the vi editor.
c. Add the following content to the file above your Base64 data.

api Version: vl
ki nd: Secret
met adat a
nanme: <Secret_Nane>
dat a:
cacerts: |
XXXXXXXXXXXXXXXXX XXX XXX KX
XXXXXXXXXXXXXXXXX XXX XXX KX

Your Base64 data should be in the cacert s section in place of the XXX characters in the example above.
6. Apply the yaml file to the Workload Optimization Manager platform.

Run the following command, where <Secr et _Nanme>- secr et s. yam is yaml you created.

kubect| apply -f <Secret_Nane>-secrets.yanl

7. For each probe that you configure with an SSL certificate, add an entry in the chart_v1alphal_cl_cr.yaml file.
a. With a shell session running on the Workload Optimization Manager platform, open the following file in a text editor.

vi [opt/turbonom c/ kubernet es/ oper at or/ depl oy/ crds/ charts_vilal phal_xl _cr.yam

b. Search the file for the entry for the probe that you are configuring. Use the probe names listed in the table above. For
example, if you are configuring the Dynatrace probe, find the entry for medi at i on- dynat r ace. If the entry does
not exist in the file, you can add it to the Spec: section at the same level as gl obal : , with the probe entry that is
indented by two spaces and j avaConponent Opt i ons indented by four spaces.

c. Underneath the probe entry, add the following entry for j avaConponent Opt i ons.
j avaConmponent Opti ons: -Djavax.net.ssl.trustStore=/etc/targets/cacerts
For example, if you are configuring the Dynatrace probe, the entry should be:

medi ati on-dynatrace:
j avaConponent Opti ons: -Djavax.net.ssl.trustStore=/etc/targets/cacerts
resources:
limts:
nenory: 2G

d. Save and exit the chart_v1alphal_cl_cr.yaml file.
e. Apply the changed file to your Workload Optimization Manager platform.
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kubect!| apply -f /opt/turbonom c/kubernetes/operator/depl oy/crds/charts_vilal phal_x| _cr.yam

(Optional) Modifying the Certificates for Cluster Manager

For installations behind a firewall, to upload diagnostics from the cl ust er ngr component, you must modify its certificates.

These steps to modify the certificates on cl ust er ngr assume that you have already generated the certificates that you want
to add to the cluster manager.

1.  Open an SSH terminal session on your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo
m Username: [ your private_password]
2. Get the full name of the clustermgr pod.

kubect| get pods -n turbononmic | grep clusterngr
The output is similar to the following example:
cl ust erngr-5f 4871 58f -t f 84b 0/1 Runni ng 52 2d4h

In this example, cl ust er ngr - 5f 487f 58f - t f 84b is the full name of the pod, and 5f 487f 58f - t f 84b is the POD_ID.
3. Save a copy of the pod's current ca-bundle.crt file to /tmp.

Run the following command, where <PQOD_| D> is the ID you get from the pod's full name.

kubect!| cp \
clusterngr-<POD | D>: etc/pki/ca-trust/extracted/ penitls-ca-bundl e. pem\
/tnp/ca-bundle.crt
4. Add your certificates to the bundle.
Repeat this command for each certificate, where <MY_CERT> is your certificate file.

cat <MY_CERT> >> /tnp/ca-bundle.crt

5. Create a Kubernetes secret for the modified certificates.

kubect| create secret generic clusterngr-secret --fromfile=/tnp/ca-bundle.crt

6. Open the cr.yaml file for editing.
For example:

vi /opt/turbonom c/ kubernet es/ operator/ depl oy/ crds/ charts_vlal phal_xl _cr.yam

7. Modify the cr.yaml file to use this secret.
Add the following to the file:

clusterngr:
env:

- nane: conponent_type

val ue: cl usterngr
- name: instance_id

val ueFrom

fiel dRef:
fiel dPath: netadata. nane

- name: instance_ip
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val ueFrom
fiel dRef:
fieldPath: status.podlP
- name: serverHttpPort
val ue: "8080"
- nane: kafkaServers
val ue: kaf ka: 9092
- nane: kaf kaNanmespace
val ueFrom
fiel dRef:
api Version: vl
fiel dPat h: met adat a. nanmespace
- name: CURL_CA BUNDLE
val ue: /homne/turbononi c/ data/ca-bundle.crt

8. Save your changes and apply the cr.yaml file.

kubect!| apply -f \
[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yam

If you watch the log with gr ep ~cl ust er ngr, then you will see the appropriate curl command run whenever you send
diagnostics.

You can also check the .crt file in the cluster manager pod by using the following commands, where <POD_| D> is the ID you
got from the pod's full name:

kubect| exec -it clusterngr-<POD_| D> bash
vi /home/turbonom c/ data/ ca-bundle.crt

(Optional) Enabling the Reporting Add-on

The Workload Optimization Manager platform includes a reporting add-on that you can choose to enable when you install
the platform. Use the reporting add-on to understand trends in application resource management and to share insights with
stakeholders through reports and dashboards.

The reporting add-on runs as its own component within the Workload Optimization Manager platform. This architecture
enhances performance and reduces storage requirements. It stores a history of your managed environment and then presents
selective snapshots of this history through a set of standard dashboards and reports. You can create your own dashboards and
reports to focus on other areas of concern.

For more information, see Integration - Embedded Reporting (on page 1351).

(Optional) Enabling the Data Exporter

To support Data Export, Workload Optimization Manager provides an extractor component that can stream data to a standard
format. You can load that data into search and analytics services such as Elasticsearch.

To enable the Data Exporter, you must:
m  Enable the extractor component.

The extractor is a component that runs as part your Workload Optimization Manager installation. The extractor is not
enabled by default.
m  Deploy a connector that delivers the extractor's stream to your data service.

The extractor publishes Workload Optimization Manager data as Kafka topics. The connector enables your data service to
consume the data topic. This document includes a deployment file for a sample Elasticsearch connector.
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Enabling the Extractor Component
The first step to enabling the Data Exporter is to enable the extractor component.
NOTE:
If you have enabled Embedded Reporting, then the extractor component is already enabled (setto t r ue).
It is possible to enable the Data Exporter without enabling Embedded Reports, just as it is possible to enable Embedded Reports
without enabling the Data Exporter.
1. Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo
m Password: [ your _privat e_password]
2. Open the cr.yaml file to enable the extractor component.

vi /opt/turbonom c/ kubernet es/ operat or/ depl oy/ crds/ charts_vilal phal_xl| _cr.yamn
3. Edit the entry for the extractor component.

Search for the ext r act or entry in the cryaml file.

extractor:
enabl ed: fal se

Change the entry to t r ue.
4. Edit the entry for the extractor properties.

Search for the properties: extractor entryinthe cryaml file.

properties:
extractor:
enabl eDat aExtraction: false

Change the entry to t r ue.
5. Save and apply your changes to the platform.

kubect!| apply -f \
/ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanl

6. Verify that the extractor component is running.
Give the platform enough time to restart the components. Then run the command:

kubect| get pods -n turbononic
You should see output similar to the following:

NANVE READY  STATUS RESTARTS

extractor-5f41dd61lc4- 4d6l g 1/1 Runni ng 0

Look for an entry for the ext r act or component. If the entry is present, then the extractor component is installed and
running.

Deploying a Connector

The extractor publishes Workload Optimization Manager data as Kafka topics. To load this data into a search and analysis
service, you must deploy a connector to that service. For example, you must deploy an Easticsearch connector to load the
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data into Elasticsearch. You deploy the connector in the same Kubernetes node that runs the Workload Optimization Manager
platform. Create a Kubernetes Deployment that declares the pods you need for the connector.

To deploy the connector, create a deployment yaml file on the same host that is running the extractor component, and run the
command:

kubect!| create -f <MyConnect or Depl oynent. yam >

Where <MyConnect or Depl oynent . yanl > is the name of the deployment file.
Assume that the name of the deployed pod is es- kaf ka- connect . To verify that the connector is running, run the command:

kubect| get pods -n turbononic
The output is similar to the following example:

NANMVE READY  STATUS RESTARTS

es- kaf ka- connect - 5f 41dd61c4- 4d6l g 1/1 Runni ng 0

After you deploy the connector, wait for a cycle of Workload Optimization Manager analysis (approximately ten minutes). Then
you will see the entities and actions from your Workload Optimization Manager environment, loaded as JSON in your data
service.

Connector Deployment Example

The following example is a sample deployment of a connector to Elasticsearch that uses Kibana with Elasticsearch to display
data dashboards. In this example, you have the following set up:

m Elasticsearch is deployed to a VM on the network where you are running Workload Optimization Manager. The Elasticsearch
host is visible from the Workload Optimization Manager Kubernetes node. You specify this host address in the connector
deployment.

m  An Elasticsearch index is set up to load the Workload Optimization Manager data. You specify this index in the connector
deployment.

The following listing is a deployment that uses a Logstash image to collect the extractor data and pipe it to the Elasticsearch
host. The deployment also sets up storage volumes, configures the input from the extractor, and configures output to the
Elasticsearch instance. As you go over the listing, pay attention to the following:

m  The location of the Elasticsearch host and the login credentials.

env:
- nane: ES _HOSTS
val ue: "<Url TOM/El asti csear chHost >"
- name: ES_USER
val ue: "<MEl asti csearchUser >"
- nane: ES PASSWORD
val ueFrom
secr et KeyRef :
nanme: <M/ES KeyNane>
key: <M/ES_Key>

Logstash will use the following environment variables:
- ES_HOSTS: to identify where to pipe the exported data.
- ES_USER: to identify the user account on Elasticsearch.

— ES_PASSWORD: for the account login. This connector example assumes that you have stored the Elasticsearch
password as a Kubernetes Secret.
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m  The name of the Kafka topic.

| ogstash. conf: |
i nput {
kaf ka {
topics => ["turbonom c. exporter"]

The Logstash input configuration expects a single topic named t ur bonom c. exporter.

m  The Logstash output configuration is to the Elasticsearch server that is identified by the ES HOSTS environment variable.
You specify your own Elasticsearch index in place of <MyEl ast i csear chl ndex>.

out put {
el asticsearch {
i ndex => "<MEIl asticsear chl ndex>"
hosts => [ "${ES_HOSTS}" ]

Sample Listing: Elasticsearch Connector

This listing is a sample of a deployment file that can work to create an Elasticsearch connector for the Data Exporter. You need

to change some settings, such as username and password. You also might need to specify ports and other settings to make the
connector comply with your specific environment.

api Version: apps/vl
ki nd: Depl oynent

net adat a:
nane: el asticsearch-kaf ka- connect
| abel s:
app. kuber net es. i o/ nane: el asti csear ch-kaf ka- connect
spec:
replicas: 1
sel ector:

mat chLabel s:
app. kubernetes. i o/ name: el asti csear ch-kaf ka- connect
t enpl at e:
net adat a:
| abel s:
app. kuber net es. i o/ name: el asti csear ch-kaf ka- connect
spec:
cont ai ners:
- nane: |ogstash
i mge: docker.elastic.co/logstash/logstash:7.10.1
ports:
- containerPort: 25826
env:
- name: ES_HOSTS
val ue: "<Url TOM/El asti csear chHost >"
- name: ES_USER
val ue: "<MEl asticsearchUser>"
- name: ES_PASSWORD
val ueFrom
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secr et KeyRef :
name: <M/ES_KeyNane>
key: <M/ES Key>
resour ces
limts:
menmory: 4G
vol uneMunt s:
- name: config-vol une

nmount Pat h: /usr/share/l ogstash/config
- name: | ogstash- pi peline-vol une
nmount Pat h: /usr/share/l ogstash/ pi peline

vol unes:
- nane: config-vol ume
confi ghvap:
nane: | ogstash-configmap
itemns:

- key: 1ogstash. yni
pat h: | ogstash. ym

- nane: | ogstash- pipeline-vol une

confi ghvap:
nane: | ogstash-configmap
itemns:
- key: 1ogstash. conf
pat h: | ogst ash. conf
api Version: vl
ki nd: Confi gMap
net adat a:
nane: | ogstash-confi gmap
dat a:
| ogstash.ym : |
http. host: "0.0.0.0"

pat h. config: /usr/share/l ogstash/ pi peline

| ogst ash. conf:
i nput {
kaf ka {

topics => ["turbonomni c. exporter"]
boot strap_servers => "kaf ka: 9092"

client_id => "Il ogstash"
group_id => "| ogstash"

codec => "json"

type => "json"
session_tinmeout_nms => "60000"
request _tineout_ns => "70000"

}
filter {

}
out put {
el asticsearch {

i ndex => "<MEl asti csear chl ndex>"

hosts => [ "${ES_HOSTS}" ]
user => "${ES_USER}"
password => "${ES_PASSWORD} "

is found dead
70 seconds

# Rebal ancing if consuner
# Resend request after
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api Version: vl
ki nd: Service
nmet adat a:
| abel s:
app: el asti csear ch- kaf ka- connect
nane: el asti csear ch-kaf ka- connect

spec:
ports:

- name: "25826"
port: 25826
targetPort: 25826

sel ector:

app: el asti csear ch- kaf ka- connect

(Optional) Changing the IP Address of the Platform Node

For standard installations of Workload Optimization Manager (installed as a VM image), you might need to change the platform's
IP address. For example, if you must move the VM then you might need to assign it a different address. If you must change the
IP address of the platform, you can use the supplied scripts.

NOTE:

Change the IP address of your Workload Optimization Manager installation as seldom as possible. Changing the IP address is a
sensitive action that can impact unforeseen dependencies.

Use these steps to change the IP address only for Workload Optimization Manager version 3.0.0 or later. If you must change
your IP address and you cannot update to version 3.0.0 or later, contact your support representative.
To change the IP address of the Workload Optimization Manager VM:
1. Get your information ready.
Identify the current IP address for your platform and the new IP address you use.

Know the credentials to open a shell session on the VM and run commands.
2. Create a full snapshot of the VM.

It is important to make a full snapshot of your installation before you try to modify its IP address.
3. Change the VM's IP address.

The Workload Optimization Manager VM includes the i pset up script to complete this task.
a. Open an SSH terminal session to your Workload Optimization Manager VM.
Use the following credentials:

m  Username:t ur bo
m Password: Give the password that you assigned to the t ur bo account when you first installed the platform.
b. Once the session is open, run the i pset up script:

sudo /opt/local/bin/ipsetup

When the script runs, it requests the following inputs.
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NOTE:
Provide values for these fields; otherwise, the installation can fail or your VM can be unreachable.

m Required: D0 you want to use DHCP or set a static IP...
Choose st ati c
m Required: Pl ease enter the | P Address for this nachine

Required: Pl ease enter the network nask for this machine
Required: Pl ease enter the Gateway address for this machine

m Required: Enter DNS Server(s) | P Address for this machine

Make a note of the IP address that you provide.
c. Propagate your IP change through to the Kubernetes cluster on the VM.

sudo /opt/| ocal/bi n/ kubeNodel PChange. sh

d. \Verify that the change is successful.

Log in to the Workload Optimization Manager user interface for the newly located installation, and ensure that it
displays correctly. Review the Supply Chain, your groups, and your policies. Also ensure that charts show data
correctly.

When you are sure that the change is successful, you can remove the snapshot that you made of the VM in its old
location.

(Optional) Redirecting Audit and Container Logs

Workload Optimization Manager deployments include a syslog service running in a container. The Workload Optimization
Manager containers are configured to centralize their application and audit logs to the included syslog container by default.

Audit logs capture a group of user or system events used for end user analysis of actions performed by users and the system.
These actions include log in, log out, account management, policy changes, actions, and authorization management events.
Organizations may choose to redirect the audit log to their centralized logging systems for real time analysis and tamper
resistance. Workload Optimization Manager supports the syslog protocol, which enables it to easily integrate logging with many
third-party logging solutions including Splunk.

Enabling Syslog Redirection

1. Open an SSH terminal session to your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager.
m Username:t ur bo

m Password: [ your _privat e_password]
2. Open the custom resource (CR) file for editing.

[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yan

3. Modify the CR file to include the ext er nal Sysl og and r sysl og parameters.

m To redirect the Container pod logs, add the ext er nal Sysl og parameter to the cr.yaml file so that the components
can forward logs to an external syslog collector.

Since the ext er nal Sysl og port number is always 2514 (default), you do not have to specify the port number for
this parameter.

If you are using Splunk, specify the DNS of the Splunk url and ensure Splunk is configured to listen to port 2514 so that
it can listen to the container pod logs. For details, refer to the steps to configure Splunk (on page 80).

gl obal :
ext ernal Sysl og: <Confi gured_DNS_of _Spl unkURL)
repository: icr.iol/cpopen/turbonomnc
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tag: 3.8.6

m To redirect the Audit log, add or update the r sys| og parameter at the end of the cr.yaml file, where r sysl og-
audi t . conmpany. com 514 is your syslog service host name and port number. Ensure this parameter is indented
two spaces.

rsysl og:
env:
- name: EXTERNAL_AUDI TLOG
val ue: rsysl og-audit.conpany.com 514

Apply the changes that you made to the CR file.

kubect!| apply -f \
/ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vilal phal_xl _cr.yam

Open the port you configured for the r sysl og logs.
To check if the port is open, run the following command to list all of the open ports:

ss -tnlp

If the specified port is not open, open the port based on the firewall service used in your instance by running the following
command:

sudo <firewal | _service> all ow <port_nunber >

For more information on opening ports based on your firewall service, see https://www.wikihow.com/Open-Ports-in-Linux-
Server-Firewall.

Restart the rsyslog container.

Run the following command, where XXXXXXX is the pod id. For example, r syl og- 858b7f 596f - r d9v5.
kubect| delete po -n <namespace> rsysl 0g- XXXXXXX

The Workload Optimization Manager audit logs should now be redirecting to your organization's defined syslog service.

Configuring Splunk

NOTE:

You can use any third-party logging solutions to gather log information. Splunk is the most commonly used solution to monitor
and troubleshoot problems with applications, servers, and networks.

Splunk is a software platform that helps organizations search, monitor, and analyze data from any source.

1.

Install the Enterprise edition of Splunk in your VM using the link https://www.splunk.com/en_us/download/splunk-
enterprise.html.

2. Log in to Splunk using the admin username and password you specified during setup.
3. Select Settings > Add Data to configure Splunk to listen to the Workload Optimization Manager logs.
4. On the Select Source page, select TCP/UDP to add new TCP connections as the source data.
m In the Port field, specify the port that was configured in Workload Optimization Manager. For Audit log redirection,
enter the port number that you specified in the r sysl og parameter in your Workload Optimization Manager CR file.
For Container pod log redirection, you must use port 2514.
m  Optionally specify any additional parameters.
5. Click Next to open the Input Settings page.
6. On the Input Settings page, specify the following settings:
m  Source Type: Select New and specify the name for the source data (for example, "Workload Optimization
Manager_Log").
m  App Context: Select Search & Reporting.
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m Host: Select DNS.
m Index: Select to create a new Index or use the default one.
7. Click Review to review the connection, then click Submit.

A new TCP data input is created for the port you specified. You can search for the data by selecting Apps > Search &
Reporting.

(Optional) Enabling and Disabling Probe Components

In Workload Optimization Manager, a probe is a platform component that connects to a target. It discovers the target's entities
and loads them into the Workload Optimization Manager supply chain, and it can run actions on the devices in the target
environment. Workload Optimization Manager includes many probe components that you can use to connect Workload
Optimization Manager with your environment.

When you first install Workload Optimization Manager, it enables a certain set of probes by default. Each probe uses resources
in your Workload Optimization Manager installation. If probes are not needed, you should consider disabling them. On the other
hand, if there are disabled probes that you do need, you must enable them to put them into service.

NOTE:

As Workload Optimization Manager evolves, the set of delivered probes change. Also, from one version to the next, the set of
probes that are enabled by default can change. When you update to a new version, the update does not change your probe
configuration. An update to a newer version does not automatically enable any new probes in your deployment. If you want to
take advantage of new probes in an update, then you must enable them manually.

Viewing the Current List of Available Probes

As you update your version of Workload Optimization Manager, more probes can come available with the update. However, the
update does not modify your current configuration of enabled or disabled probes. This means that any new probes that come
with an update will not be available to you by default.

To enable any new probes, you must first know the internal name for the probe. To get a list of probes that are available to your
current version, you can view the contents of the val ues. yani file.

1.  Open an SSH terminal session on your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m  Username:t ur bo
m Username: [ your _private_password]
2. Display the list of available probes.

cat /opt/turbonom c/ kuber net es/ operator/hel mcharts/xl/val ues. yam
The output is similar to the following example:

cust ondat a:
enabl ed: fal se

dynatrace:

enabl ed: false
gcp:

enabl ed: false
hpe3par:

enabl ed: fal se

This list gives the internal names of the probes. If you want to add a new probe to your list of configured probes, you must
use the internal name, and set enabl ed: true.
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Viewing the Current List of Configured Probes

Your current installation of Workload Optimization Manager has a certain set of available probes. Some of these will be enabled,
and it is likely that some probes are disabled. To View the current configuration of probes that are available, open the cr.yaml file
for your Workload Optimization Manager installation and review the probe entries:

1. In the same SSH session, open the cr.yaml file for editing. For example:

vi /opt/turbonom c/ kubernet es/ oper at or/ depl oy/ crds/ charts_vlal phal x| _cr.yamn

2. Search for the list of probes that are configured for your current installation.

The output is similar to the following example:

actionscript:
enabl ed: true

appdynami cs:
enabl ed: true

appi nsi ght s:

enabl ed: true
aws:

enabl ed: true
azure:

enabl ed: true
dynatrace:

enabl ed: true
hpe3par:

enabl ed: true
hori zon:

enabl ed: fal se
hyperf | ex:

enabl ed: fal se

This list identifies all the probes that are configured for your installation, and shows whether they are enabled (t r ue) or
disabled (f al se).

NOTE:

This list of probes is not identical to the list of probe pods that are running in your installation. Some probes use multiple
pods. Probe pod names use the following convention, where { Pr obeNane} is the probe internal name (in the lists above),
and { NaneExt ensi on} is an optional extension to that name in case there are multiple pods for this probe:

nmedi at i on- { Pr obeNane} { NaneExt ensi on}

For example, if you run kubect| get pods -n turbononi c, the results can show the following for the vcent er

probe:

NAVE READY  STATUS RESTARTS
medi ati on- vcent er - 5bc4f 5f bd4- nzn¥;j 1/1 Runni ng 0

medi ati on-vcent er br owsi ng- 5¢5987f 66c- bf j g4 1/1 Runni ng 0

Enabling/Disabling Probes

To enable or disable probes that you want in Workload Optimization Manager, you edit the cr.yaml file to add new probes and to
change the values of the enabl ed: properties. Then you apply those changes to reload the platform components.

1. Log in to an SSH terminal session for your Workload Optimization Manager instance and display the list of available probes.
2. Inthe SSH session, open the cr.yaml file for editing. For example:

vi /opt/turbonom c/ kubernet es/ oper at or/ depl oy/ crds/ charts_vilal phal_xI _cr.yamn
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3. Edit the probe entries.
To enable or disable currently configured probes, find the probes to edit and change the settings to enable or disable them.

To add new probes to the list, copy the probe entry you want from the output when you used cat to view the available
probes. Then paste that entry into the cr.yaml file and set enabl ed: true.

4. Save and apply your changes to the platform.

NOTE:
During the online or offline upgrade process, you should not use kubect | to apply these changes now.

After you save your changes, apply the changes:

kubect!| apply -f \
/ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanl

5. Verify that the probes have installed correctly and all the Workload Optimization Manager pods have started.
kubect| get pods -n turbononic

Review the list for the mediation pods that implement your probes. All pods should display READY and STATUS states

similar to:
NAVE READY STATUS RESTARTS
[...] 1/1 Runni ng 0

6. View the new probe configuration in the user interface.

Refresh your browser and go to the Target Management page. You will now see the target categories and types to match
your configuration changes.

(Optional) Disabling Component Health Monitoring

The Notification Center includes component health information to notify you of Workload Optimization Manager component
issues and the steps you can take to resolve these issues. To open Notification Center, click the information icon on the main
menu.

If you would rather use your own tools to monitor the Workload Optimization Manager component status, you can disable the
feature in the CRD file.

To disable component health monitoring:
1.  Open an SSH terminal session on your Workload Optimization Manager instance.

Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo
m Username: [ your private_password]
2. Open the following cr . yamni file in a text editor:

[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanl

3. Add the following to the CRD file:

properties:
gl obal :
f eat ur eFl ags:
conponent Heal t h: fal se

4. When you are done editing the cr . yamnl file, save and apply your changes.

m  Save your changes and quit the text editor.
m To apply the changes, run the following command in your SSH terminal session:

kubect!| apply -f \
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/opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_xl _cr.yanl

Delete the api and Cluster Manager pods.
Deleting these pods triggers them to restart, which loads the changes you made.

Close the Workload Optimization Manager Ul if it is open in your browser.
To get the full pod names, run the command:

kubect!| get pods

m Find the entries for the pods that begin with api and cl ust er ngr . For example, assume that the entries are:

api - 7df 7b8c8c7- 6r qgg

cl ust erngr-7c6579745d- nBdwc

m  Run the following command to delete the pods that use the api and cl ust er ngr pod names:

kubect| del ete pods api-7df 7b8c8c7-6rqgg cl usterngr-7c6579745d- nBdwc

NOTE:
The pod names change when deleted and started again so always get the latest pods before you run the delete
command.

The pods are deleted and re-created.
Verify the deletion and recreation of the pods.

To verify that the pods are re-created and running, run the command:
kubect| get pods

After all of the pods start, the READY column should read 1/ 1, 2/ 2, and so on and the STATUS column should read
Runni ng for each pod.

The output is similar to the following example:

cl usterngr-7c6579745d- nBdwc 1/1 Runni ng 1 (2d16h ago) 3d15h
api - 7df 7b8c8c7- 6r qgg 1/1 Runni ng 1 (2d16h ago) 3d15h

(Optional) Overriding Default Ports

MariaDB or MySQL database server uses port 3306 by default. Postgres database (for Embedded Reporting) uses port 5432 by
default. Use the following sample configurations to override the default ports.

Sample configuration for MariaDB with IP address used for the database server with custom port (non-3306):

gl obal :

repository: icr.iolcpopen/turbonomc
tag: 8.9.1

external | P: 10.10. 10. 10

external Dbl P: 10. 10.10. 11

ext ernal DbPort: 3307

Sample configuration for MariaDB with a fully qualified domain name used for the database server with custom port (non-3306):

gl obal :

repository: icr.iolcpopen/turbonomnc
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tag: 8.9.1

external | P: 10.10. 10. 10

ext er nal DBNarme: MyDat abaseServer.com
ext ernal DbPort: 3307

Sample configuration for Postgres database (for Embedded Reporting) with custom port (non-5432):

gl obal :

repository: icr.iolcpopen/turbonom c
tag: 8.9.1

ext ernal Dbl P: 10. 10. 10. 30

ext ernal Ti mescal eDBI P: 10. 10. 10. 31
ext ernal Ti mescal eDBPort: 5434

License Installation and First-time Login

Before you begin, make sure you have your full or trial license key file that was sent to you in a separate email. Save the license
file on your local machine so you can upload it to your Workload Optimization Manager installation.

To use Workload Optimization Manager for the first time, perform the following steps:

1.
2.

Type the IP address of your installed Workload Optimization Manager instance in a Web browser to connect to it.
Log in to Workload Optimization Manager.

Use the default credential for USERNAME: admi ni st r at or.
Type a password for PASSWORD.

Type the password again to verify it for REPEAT PASSWORD.
Click CONFIGURE.

Continue setting up your Workload Optimization Manager installation.
Click LET'S GO.

Open the Enter License fly-out.

Click IMPORT LICENSE.

Upload your license key file.

a. Inthe Enter License fly-out, you can upload the license in one of the following ways:

m Drag and drop the license key file into the Enter License fly-out.
m Browse to the license key file.
Be sure to upload only .xml, .lic, or .jwt files.

b. Click SAVE.

Single Sign-0On Authentication

If your company policy supports Single Sign-On (SSO) authentication, you can configure Workload Optimization Manager to
support SSO authentication via either Security Assertion Markup Language (SAML) 2.0 or OpenID Connect 1.0.

At a high-level, to do this you will:

Create external groups or at least one external user for SSO. See Managing User Accounts (on page 771).
Configure Workload Optimization Manager to use SSO authentication.

You will configure one of:

— SSO via a SAML Identity Provider (IdP). See Setting Up SAML Authentication (on page 86).
—  SSO via an OpenID Identity Provider. See Setting Up OpenlID Authentication (on page 90).
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This section describes how to configure Workload Optimization Manager to use either SAML or OpenlD to support SSO.

When SSO is enabled, users will provide their SSO credentials to log in to the Workload Optimization Manager instance. Once
SSO is enabled, users cannot give local or Active Directory (AD) credentials for to login. The Identity Provider (IdP) will perform
the authentication.

Prerequisites

Before you begin, make sure the IdP is set up for SSO. You can use a proprietary or public IdP. For examples of settings for a
public Okta IdP, see What Are the Typical Settings for an IdP? (on page 103).

Setting Up SAML Authentication

Security Assertion Markup Language (SAML) is an XML-based open standard for exchanging authentication and authorization
data between parties. To configure Workload Optimization Manager to authenticate via SAML:

1.

(Required) Create external groups or at least one external user for SSO.

IMPORTANT:

When SSO is enabled, Workload Optimization Manager only permits logins via the SSO IdP. Whenever you navigate to your
Workload Optimization Manager installation, it redirects you to the SSO Identity Provider (IdP) for authentication before
displaying the Workload Optimization Manager user interface.

Before you enable SSO for your Workload Optimization Manager installation, you must configure at least one SSO user with
Workload Optimization Manager administrator privileges. If you do not, then once you enable SSO you will not be able to
configure any SSO users in Workload Optimization Manager. To authorize an SSO user as an administrator, use EXTERNAL
AUTHENTICATION to do one of the following:

m  Configure a single SSO user with administrator authorization.

Add an external user. The username must match an account that is managed by the IdP.

m  Configure an SSO user group with administrator authorization.
Add an external group. The group name must match a user group on the IdP, and that group must have at least one
member.

For information about creating external groups or external users for SSO, see Managing User Accounts (on page 771).

2. (Required) Ensure that chrony is configured and the system time on your Workload Optimization Manager instance is
correct.
For instructions, see Synchronizing Time (on page 54).
3. Obtain the metadata from your IdP.
You will use this metadata to configure SSO in the Workload Optimization Manager CR file located at:
[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanl
To get the metadata:
a. Contact your security administrator to obtain the metadata from IdP.
b. Save the metadata file in a directory on your local machine.
/t np/ MySani Met adat a. t xt
c. Compare your metadata to the sample provided in _Example of IdP Metadata (on page 89).
Cat out the file you just saved. It should be similar to the provided sample.
4. Obtain a certificate from IdP.
Contact your security administrator to obtain a certificate from IdP.
5. Update the CR file with your SAML configuration.
You now have the data that you need to configure SSO via SAML. You will edit the cr . yamni file that configures your
Workload Optimization Manager node, and then deploy or restart the node.
m Display the contents of your downloaded SAML metadata.
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For example, assuming you saved the file to this location on your local machine, run the command:

cat /tnp/ MySanl Met adat a. t xt

m  Open the CR file for editing.
In a shell, cd to the deploy/crds directory in the Workload Optimization Manager VM:

cd /opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds
Then open the CR file for editing. For example, to open the file in VI:
vi charts_vlal phal_x| _cr.yamn

As you edit this file, you will refer to the metadata that you obtained from your IdP.
m In the CR file, navigate to the entry for the APl component.

In the CR file search for or scroll to the entry:
api Versi on: charts. hel m k8s.i o/ vlal phal

You will make changes to this component spec, under spec: properti es: api :
m  Turn on the SAML feature.

For the first API property, set the following:

sanl Enabl ed: true

m  Set the SSO endpoint.

In the SAML metadata, find the entry for nd: Si ngl eSi gnOnSer vi ce. Within that element, find the Locat i on
attribute. The value of Locat i on is the SSO endpoint. Using the sample metadata we have provided, you would make
the following setting in your CR file:

sanm WebSsoEndpoi nt: https://dev-771202. okt aprevi ew. com app/ i bndev771202_t ur bo2_1/ exkexl 6xc9Mhzqi
C30h7/ sso/ sam

m Set the SAML entity ID.
In the SAML metadata, find the entry for nd: Ent i t yDescr i pt or . Within that element, find the ent i t yl D
attribute. Using the sample metadata we have provided, you would make the following setting in your CR file:

sam Entityld: http://ww.okta.com exkexl 6xc9Mvhzqgi C30h7

m  Set the SAML registration.
Set the following property:

sam Regi strationld: sinplesamn php
m  Set the SAML SP entity ID

Set the following property:

sam SpEntityld: turbo
m  Enter the SAML certificate.

In the metadata that you got from your IdP, find the entry for <ds: X509Cer ti f i cat e>. Copy the contents of this
tag - copy the characters that are between <ds: X509Certi fi cat e>and </ ds: X509Certi fi cat e>.

Create an entry for the certificate in the API properties section of the CR file. On a new line, enter:
sam I dpCertificate: |

Then open a new line after the entry you just created, and paste the certificate content that you copied from your
metadata file.

The finished API section of the CR file is similar to the following example:
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api Versi on: charts. hel m k8s.i o/ vlal phal

ki nd: Xl
met adat a:
name: x| -rel ease
spec:
properties:
api :

sam Enabl ed: true
sam WebSsoEndpoi nt: https://dev-771202. okt aprevi ew. com app/ i bndev771202_t ur bo2_1/ exkexl 6xc9Wnhz
gi C30h7/ sso/ sam

sam Entityld: http://ww. okta.conf exkf dsn6oy5xywgCO0h7

sam Regi strationld: sinplesamn php

sam SpEntityld: turbo

sam I dpCertificate: |
----- BEG N CERTI FI CATE- - - - -
M | DpDCCAoy gAWM BAgl GAWWhhv7¢cMAOGCSgGS| b3 DQEBOWMUAM GSMQs WCQYDVQQGEW] VUz ETMBEG
ALUECAWK@ FsaWZv cmbp YTEWWVBQGALUEBWWNU2 Ful EZy YWBj aXNj bz ENVAs GALUECgWET2t 0YTEU
VBl GALUECwMMULINPUHIvdm kZXI x Ez ARBgNVBAMMCNRI di 03Nz Ey MDI x HDAaBgkghki GOWOBCQEW
DW uZnmBAb2t 0YS5j b20wHhc NMTgwWNTAz MTkOMTT 4Whc NV gwNTAzMTkOM | 4W CBKj ELMAKGALUE
BhMCVVMK Ez ARBgNVBAgMCkNhb A mb3JuaVEx Fj AUBgNVBAC MDVNhbi BGenFuY2l 2 Y28x DTALBgNV
BA0MBE9r d GEx FDASBgNVBAS MCINTT1By b3ZpZGVy MRMMEQYDVQQDDAPK ZXYt NzcxM Ay MRWWGY YJ
KoZl hveNAQKBFg1pbnzvQEr dGEUY29t M | Bl j ANBgkghki GOWOBAQEFAACCABAM | BCgKCAQEA
ugx QGgHAXpj VQZWs OOn8l 8bFCoEevH3AZbz 7568 XuQr6MK6h7/ COwB4C50UYddent 5t 2Kc8GRhf 3
BDXX5MVZ8@EAUpGLMSqe1CLV2J96r MwM JsKeRXr 01LYxv/ J4kj nkt pOC389wrty 2f EARbPoJne
P4u2b32c2/ V7xsJ7UE] PPSD4i 81 2QE6qs Ukkx3AyNsj 089Pek M mtl u/ dFKXkdj wXZXPxaLOHr NW
PTpzek8NS5NMbr vF8yaD+eE1z SOl / Hi cHbPOWLal 0JZy N f 4bp0XJkxZJz6j F5DvBkw s8/ Lz5CK
nn4XVWCqj k3equSCIPo501Msj 8vl Lr JYVar ghwi DAQABMAOGCSqGSI h3DQEBOMIAAAT BAQC26k Ye
Lgqj | kF5r vxB2QzTgecdOLVz XQui WTZr 8Sh571 4j JgbDol gvaQr xRSQzD/ X+hcmhuwdp9s8z PHS
Jagt UIXi ypwNt r zbf 6M71 t r WB9SANr qc99d1gOVRr OKt 5pLTaLe5kkg7dRaQoA VI JhX9wgynaAK
HF/ SL3mHUyt j Xggs88AAQa8JIHINEpwE2sr NBEsi zX6xwQ p92hM2oLvK5CSMATx4VBuGod70EOM
6TaluRLGh6j CCOCVRUZbbz2T3/ sOX+si bCAr LI | wf yTkcUopF/ bTSdWwnoRskK4dBek FcvNIN+C
p/ gqaHYcQd6i 2vyor 888 DLHDPXhSKWhpG
----- END CERTI FI CATE- - - - -

6. Save your changes to the CR file.
7. Apply the modified cr.yaml file.

Execute the command:
kubect!| apply -f /opt/turbononi c/ kubernetes/operator/deploy/crds/charts_vlal phal_ x| _cr.yam

8. Restart the APl component to load the new spec.

a. Open an SSH terminal session to your Workload Optimization Manager instance.
b. Restart the APl component.

kubect!| del ete pod api-<API _PCD | D>

To auto-fill the pod ID, type api - and then press TAB.
9. \Verify that the configuration is successful.
a. Navigate to the Workload Optimization Manager User Interface.
You will be automatically redirected to your IdP for authentication.
b. Log in with the username that is a member of the external group or external user that you previously configured.
c. Verify that the system time on your Workload Optimization Manager instance is correct.
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If the time is not synchronized, this might cause an HTTP St at us 401 -aut henticati on fail ed exception in
the browser.

If the configuration is not successful, look foran HTTP St at us 500 exception in the product log. If this exception
exists, review your CR file for invalid entries.

Example of IdP Metadata

This section provides an example of IdP metadata which may be useful when you are examining the optional attributes in your
metadata.

If your metadata includes optional attribute tags that are not listed in the example, remove those optional attribute tags since
they are not supported.

<?xm version="1.0" encodi ng="UTF- 8" ?>

sam "/ >

sam "/ >

<md: EntityDescriptor xm ns:nd="urn:oasi s: nanes:tc: SAM.: 2. 0: net adat a"

entityl D="http://ww. okta.com exkexl 6xc9Mhzqgi C30h7" >

<md: | DPSSCDescri pt or Want Aut hnRequest sSi gned="f al se"

pr ot ocol Support Enuner ati on="ur n: oasi s: nanmes: tc: SAM.: 2. 0: prot ocol ">

<md: KeyDescri pt or use="si gni ng">

<ds: Keyl nfo xm ns:ds="http://ww. w3. or g/ 2000/ 09/ xm dsi g#" >

<ds: X509Dat a>

<ds: X509Certificate>

M | DpDCCAoygAWM BAgl GAWWhhv 7¢ MAOGCSqGSI b3 DQEBOWUAM GSMs wCQYDVQQGEW] VUz ETMBEG
ALUECAWKQ FsaWZv cnmbp YTEWVBQGALUEBWWNU2Ful EZy YWbj aXNj bz ENVAs GA1TUECgWET2t OYTEU

MBI GALTUECWMULINPUHIvdn kZXI x Ez ARBgNVBAMMCRI di 03Nz Ey MDI x HDAaBgk ghki GOwWOBCQEW
DW uZmBAb2t 0YS5j b20wHhc NMITgwWwNTAz MTkOMT1 4\WhcNM gwNTAzMTkOM | 4W CBkj ELMAK GALUE
BhMCVVIMK Ez ARBgNVBAgMCKkNhb @ mh3JuaViEx Fj AUBgNVBAC MDVNnhbi BGenFuY2l zY28x DTALBgNV
BA0MBE9r d GEx FDASBgNVBAS MCINTT1By b3ZpZGVy MRMAMEQYDVQQDDAPK ZXYt NzcxM Ay MRmAGY YJ
KoZI hveNAQkBFg1pbnZvQ®r dGEuY29t M | Bl j ANBgkghki GOWOBAQEFAAOCCAQBAM | BCgKCAQEA
ugx QGqHAXpj VQZws 09n8l 8bFCoEevH3AZbz 7568 XuQrBMKEh7/ COWB4C50UYddent 5t 2Kec8GRhf 3
BDXX5MWZ8@EAUpGLMSqe1CLV2J96r MwM JsKeRXr 01LYxv/ J4kj nkt pOC389wnty 2f EARbPoJne
P4u2b32c2/ V7xsJ7UEj PPSD4i 81 2QG6qsUkkx3AyNsj 089PekM mtl u/ dFKXkdj wXZXPxaLOHr NW
PTpzek8NS5Mbr vF8yaD+eE1z SOl / Hi cHbPOWLal 0JZyN f 4bp0XJkxZJz6j F5DvBkw s8/ Lz5GK
nn4XWOCqj k3equSCIPo501Msj 8vl Lr JYVar ghwi DAQABMAOGCSqGSI h3DQEBOMUAAAI BAQC26k Ye
Lgqj | kF5r vxB2Qz TgedOLVz XQui WTZr 8Sh571 4j JgbDol gvaQ xRSQz DY X+hcmhuwdp9s8z PHS
Jagt UIXi ypwi\t r zbf 6M71 t r WB9SdANr qc99d1gOVRr OKt 5pLTaLe5kkq7dRad VI JhX9wgynaAK

HF/ SL3mHUyt j Xggs88AAQa8JHIhEpwE2sr NBEsi zX6xwQ p92hM2oLvK5CSMnTx4VBuGod70EOM
6TaluRLCh6j CCOCWRUZbbz2T3/ sOX+si bCAr LI | wf y TkcUopF/ bTSdWiknoRskK4dBek FcvNON+C

p/ qaHYcQd6i 2vyor 888DLHDPXhSKWhpG

</ ds: X509Certificate>

</ ds: X509Dat a>

</ ds: Keyl nf o>

</ nd: KeyDescri pt or >

<md: Nanel DFor mat >ur n: oasi s: nanmes: t c: SAM.: 1. 1: nanei d-f or mat : unspeci f i ed</ nd: Nanel DFor mat >
<md: Nanel DFor mat >ur n: oasi s: nanes: t c: SAM.: 1. 1: nanei d- f or mat : emai | Addr ess</ nd: Narel DFor mat >
<md: Si ngl eSi gnOnSer vi ce Bi ndi ng="urn: oasi s: names: t c: SAM.: 2. 0: bi ndi ngs: HTTP- POST"
Locati on="https://dev-771202. okt aprevi ew. com app/ i bndev771202_t ur bo2_1/ exkexl 6xc9Mhzqi C30h7/ sso/

<md: Si ngl eSi gnOnSer vi ce Bi ndi ng="urn: oasi s: names: t c: SAM.: 2. 0: bi ndi ngs: HTTP- Redi rect "
Locati on="https://dev-771202. okt aprevi ew. com app/ i bndev771202_t ur bo2_1/ exkexl 6xc9Mhzqi C30h7/ sso/

</ nd: | DPSSODescr i pt or >
</ nd: EntityDescri ptor>
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Setting Up OpenlD Authentication

According to the OpenID Foundation, "OpenID Connect 1.0 is a simple identity layer on top of the OAuth 2.0 protocol". OpenID
Connect enables clients to verify user identity via a given authentication server. Workload Optimization Manager supports
OpenlD authentication through the following providers:

m  Google
s IBM-MCM
m Okta

Logging in to Workload Optimization Manager with OpenID

When you configure OpenlID in Workload Optimization Manager, the platform registers the OpenlID clients that you specify. To
log in through of these OpenlD clients, you manually navigate to a URL that tells Workload Optimization Manager which client to
use. It then redirects to the OpenlD login screen for that given client.

The URL that you provide is in the form:
htt ps:// <host name>/ vnt ur bo/ oaut h2/ | ogi n/ code/ <openl dd i ent s>

Where:

m  <host nane> is the host address for your installation of Workload Optimization Manager
m  <openl dd i ent s> is the is the client name of the OpenlID provider you want to use

You specify this as the openl dCl i ent s property when you configure OpenID in Workload Optimization Manager.

NOTE:
This URL must also be set in the Authorized direct URIs section of your provider's OpenlD configuration.

For example, assume your Workload Optimization Manager host address is 10.10.12.34, and you configured an Okta OpenID
client. In that case, when the Workload Optimization Manager login screen appears, you would navigate to:

https://10.10.12. 34/ vnt ur bo/ oaut h2/ | ogi n/ code/ okt a

After you navigate to that URL, the browser redirects to the OpenlD login screen, where you can enter credentials for a single
user or a user group.

NOTE:
To authenticate a user group, the group must be configured on the OpenlD provider, and also on Workload Optimization
Manager. The group name must be identical in both configurations.

On the OpenlD provider, the client that you are using should include groups scope values that give specific names for user
groups. Contact your OpenlID administrator to get the group names. Then, on Workload Optimization Manager you should create
user groups that use the same names.

For example, assume the OpenlD ID token includes the following groups claim:

{

"sub": "1234567890",

"name": "My_User_Name",

"jat": "12121212",

"groups": "My _Special _User_G oup"”
}

To use the group My_Speci al _User _G oup for authentication, you must create a user group in Workload Optimization
Manager with the name My_Speci al _User _G oup. Any members of that group will then get the role you have assigned to
that user group.
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Configuring OpeniD on Workload Optimization Manager

To configure Workload Optimization Manager to authenticate via OpeniD:

1.

(Required) Ensure that chrony is configured and the system time on your Workload Optimization Manager instance is
correct.

For instructions, see Synchronizing Time (on page 54).
Obtain the necessary data from your OpenlID provider.

Contact your security administrator to obtain the data from the provider. You will use this data to configure SSO in the
Workload Optimization Manager CR file located at:

[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanm

The data you need and the properties you declare in the CR file will differ depending on the OpenlD provider you want to
use:

Google:

CR Fields: Description:

openlddients googl e

The name of the OpenlID client you are using to perform authentication.

openldCientld The OAuth2 Client Identifier for the OpenID client that you are using.

openl dd i ent Secr et The OAuth2 Client Secret for the OpenlD client that you are using.
IBM-MCM:

CR Fields: Description:

openlddients i bm

The name of the OpenlID client you are using to perform authentication.

openl dd i ent Aut henti cati on

post
The client authentication method.

openl dUser Aut henti cati on

form
The user authentication method.

openlddientld

The OAuth2 Client Identifier for the OpenlD client that you are using.

openl dd i ent Secr et

The OAuth2 Client Secret for the OpenlD client that you are using.

openl dAccessTokenUr i

The URI the login process will use to get an Access Token.

openl dUser Aut hori zati onUri

The URI to the Authorization Endpoint for OpenlD Connect.

openl dUser | nf oUri

The URI to the OpenID Connect Userinfo endpoint.

openl dJwkSet Ur i

The URI to get the JSON Web Key set that can verify the Access Token.

openl dExt er nal Gr oupTag

The name of a custom group to use for authentication.
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m  Okta:
CR Fields: Description:
openlddients okt a
The name of the OpenlID client you are using to perform authentication.
openldCientld The OAuth2 Client Identifier for the OpenlD client that you are using.
openl dd i ent Secr et The OAuth2 Client Secret for the OpenlD client that you are using.
openl dAccessTokenUr i The URI the login process will use to get an Access Token.
openl dUser Aut hori zati onUri | The URI to the Authorization Endpoint for OpenID Connect.
openl dUser | nf oUr i The URI to the OpenID Connect Userinfo endpoint.
openl dJwkSet Ur i The URI to get the JSON Web Key set that can verify the Access Token.

3. Update the Workload Optimization Manager CR file with your configuration data.

You now have the data that you need to configure SSO via OpenlD. You will edit the cr . yam file that configures your
Workload Optimization Manager node, and then deploy or restart the node.

m  Open the CR file for editing.
cd /opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds
Then open the CR file for editing. For example, to open the file in VI:
vi charts_vlal phal_x| _cr.yamn

As you edit this file, you will refer to the data that you obtained from your authentication provider.
m In the CR file, navigate to the entry for the APl component.

In the CR file search for or scroll to the entry:
api Versi on: charts. hel mk8s.i o/ vlal phal

You will make changes to this component spec, under spec: properti es: api :
m  Turn on the OpenlD feature.

For the first API property, set the following:
openl dEnabl ed: true
The output is similar to the following example:

api Versi on: charts. hel mk8s.i o/ vlal phal

ki nd: Xl
met adat a:
name: xl-rel ease
spec:
properties:
api :

openl dEnabl ed: true

m  Enter the relevant Openld data for your authentication provider. The CR file should be similar to these examples,
depending on which provider you use.

— Google:

api Version: charts. hel mk8s.io/vlal phal
kind: X
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net adat a:
nane: xl-rel ease
spec:
properties:
api :

openl dEnabl ed: true

openl dd i ents: googl e

openl dd ientld: xxxx-4vinrdgll ag5p84jjebcbxxxxxx5u. apps. googl eusercontent.com
openl dd i ent Secret: xxxxxhGcdFEj Qa- XXXXXXXX

- IBM-MCM:

api Versi on: charts. hel mk8s.i o/ vlal phal
ki nd: Xl
met adat a:
name: xl|-rel ease
spec:
properties:
api :
openl dEnabl ed: true
openl dd ients: ibm
openl dd i ent Aut henti cati on: post
openl dUser Aut henti cation: form
openldd ientld: turbonom c-ncm deno
openl dd i ent Secret: "xxXxxxxvZ2ZscDht OFVxxxxxxU3d6cXRAcTZhb2xxxxxx RTOK"
openl dAccessTokenUri: https://icp-consol e. apps. bl ue-13. dev. nul ti cl oudops. i o/i dprovider/
v1l/ aut h/ t oken
openl dUser Aut hori zationUri: https://icp-consol e.apps. bl ue-13. dev. mul ticl oudops.io/idpro
vi der/v1/ aut h/ aut hori ze
openl dUserInfoUri: https://icp-consol e.apps. bl ue-13.dev. nulticl oudops.io/vl/auth/userl
nfo

openl dJwkSet Uri: https://icp-consol e. apps. bl ue-13. dev. nul ti cl oudops. i o/ oi dc/ endpoi nt/ OP/
j wk

— Okta

api Version: charts. hel mk8s.io/vlal phal
ki nd: Xl
net adat a:
nane: x| -rel ease
spec:
properties:
api :
openl dEnabl ed: true
openlddients: okta
openlddientld: XxxxxxxxxxhlxhQiSKxxxx
openl dd i ent Secret: xxxxxxxxxxt|hVCl RUnhg4xxxxxxxDdhLdgx0
openl dAccessTokenUri: https://vnturbo. okta. com oaut h2/v1/token
openl dUser Aut hori zationUri: https://vnturbo. okta.conf oaut h2/v1/ authorize
openl dUser I nfoUri: https://vnturbo. okta.con oaut h2/v1/ userinfo
openl dJwkSet Uri: https://vnturbo. okta.conf oaut h2/vl/ keys

4. Save your changes to the CR file.
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Apply the modified cr.yaml file.

kubect!| apply -f /opt/turbonom c/ kubernetes/ operator/depl oy/crds/charts_vlal phal_x| _cr.yanl

Restart the APl component to load the new spec.

a. Open an SSH terminal session to your Workload Optimization Manager instance.
b. Restart the APl component.

kubect!| del ete pod api-<API _POD | D>

To auto-fill the pod ID, type api - and then press TAB.
Verify that the configuration is successful.

a. Navigate to the Workload Optimization Manager User Interface.

You will be automatically redirected to your authentication provider for authentication.

b. Log in with the username that is a member of the external group or external user that you previously configured.

c. Verify that the system time on your Workload Optimization Manager instance is correct.

If the time is not synchronized, this might cause an HTTP St at us 401 - aut hentic
the browser.

ation fail ed exceptionin

d. If the configuration is not successful, look for an HTTP St at us 500 exception in the product log. If this exception

exists, review your CR file for invalid entries.

Disabling Single Sign-0n

If for some reason you no longer want to use SSO, you can disable it for your Workload Optimization Manager installation. To
disable Single Sign-On, perform these steps:

1.

Update the SSO configuration to disable it.

a. Open an SSH terminal session to your Workload Optimization Manager instance.
b. Open the CR file for editing.

In a shell, cd to the depl oy/ cr ds directory in the Workload Optimization Manager VM:
cd /opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds
Then open the CR file for editing. For example, to open the file in VI:

vi charts_vlal phal_x| _cr.yan

c. Inthe CR file, navigate to the entry for the APl component.
In the CR file search for or scroll to the entry:

api Versi on: charts. hel mk8s.i o/ vlal phal

You will make changes to this component spec, under Spec: properti es: api :

d. Turn off the SSO feature.

The entry to set to false is different depending on whether you use SAML or OpenlID authentication:

= SAML Authentication:
Find the sam Enabl ed: property to f al se. It should appear as follows:

sam Enabl ed: fal se

m  OpenlD Authentication:
Find the openl dEnabl ed: property to f al se. It should appear as follows:

openl dEnabl ed: fal se
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e. Save your changes to the CR file.
2. Apply the modified cr.yaml file.

kubect!| apply -f /opt/turbononi c/kubernetes/operator/depl oy/crds/charts_vilal phal x| _cr.yam

3. Restart the APl component.
In the same SSH terminal session that you opened to edit the CR file:
a. Use sudo as root.

sudo bash

b. Restart your APl component.

kubect| del ete pod api-<API _POD | D>

NOTE:
To auto-fill the pod ID, type api - and then press TAB.

4. \Verify that the configuration is successful.
a. Navigate to the Workload Optimization Manager User Interface.

You will no longer be redirected to your IdP for authentication. You will be redirected to the default Workload
Optimization Manager login screen.

b. Log in with a local account or an Active Directory (AD) account.

Updating Workload Optimization Manager to a
New Version

When a new version is available, it is important to properly update your existing installed instance. When you first installed
Workload Optimization Manager, you put into place sophisticated data collection and analysis processes, and your database
retains performance data from across your virtual environment. Workload Optimization Manager uses this historical data for
right-sizing, projecting trends, and other analysis. This means that the database is important to Workload Optimization Manager
and becomes more so over time. Properly updating your installation of Workload Optimization Manager preserves the database
for continued use.

OVA updates

Before you begin the update procedure:

m  Review What's New (on page 22) and Release Notes (on page 21) to see what is new for this release.

NOTE:

As Workload Optimization Manager evolves, the set of delivered probes change. Also, from one version to the next, the set
of probes that are enabled by default can change. When you update to a new version, the update does not change your
probe configuration. An update to a newer version does not automatically enable any new probes in your deployment. If
you want to take advantage of new probes in an update, then you must enable them manually.

m  Make sure you have the email that Cisco sent to you with links to the Workload Optimization Manager OVA file and to the
ISO image.

m  For on-prem installations, make sure that the physical machine hosting the VM meets the minimum requirements (see
Minimum Requirements (on page 45)).

NOTE:

Prior to updating to the latest version of Workload Optimization Manager, you must extend the / var partition to 340 GB

in size or greater. If the / var partition requirement is not met, your upgrade may fail, new container images may not load
properly, and you can run into an ImagePullBackOff issue for some of the images. Before upgrading, be sure that the
partition has sufficient disk space. If you need to free up disk space to increase the size of the partition, you can delete old
images that are not in use. For details, see Increasing Available Disk Space (on page 61).
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Ensure you are running the correct version of the historical database.

Workload Optimization Manager supports using MariaDB version 10.5.20 and MySQL 8.0.x for the historical database. This
support includes comprehensive testing and quality control for Workload Optimization Manager usage.

For more information, see Verifying your MariaDB Version (on page 55).
Execute the upgr ade- pr echeck. sh script.

You can use this script to make sure that your current installation of Workload Optimization Manager is ready to update. We
strongly recommend that you run this script before going on to update your installation (see Checking Before Updating (on
page 96)).

Execute an offline update, via a downloaded ISO image (see Offline Update (on page 100)).

Checking Before Updating

Before you perform an update of your Workload Optimization Manager instance, you should execute the script, upgr ade-
pr echeck. sh. This script inspects your installation to check for the following:

Sufficient free disk space

For example, the / var partition must be at least 340 GB in size. This is the recommended size for deployments starting in
version 3.7.1. If you need to free up disk space to increase the size of the partition, you can delete old images that are not
in use. For more information, see Increasing Available Disk Space (on page 61).

For online updates, access to required endpoints (icr.io, github.com, and so on)
The MariaDB service is running

Note that this check is for the default installation of the MariaDB service, only. For example, the script does not check an
external installation of MySQL or MariaDB, if that is the historical database you have configured. In that case, the script will
indicate that your MariaDB service is not running. For an external database deployment, this is a normal result.

The Kubernetes service is running

The necessary Kubernetes certificates are valid

If the certificates are not valid, you can run the kubeNodeCer t Updat e. sh script to correct the issue. This script should
be located on your installation at / opt / | ocal / bi n. For more information, contact your support representative.

Root password is not set to expire

Time sync is enabled, and current if running

All Workload Optimization Manager pods are running

To execute this script:

1.

Download the latest version of the script.
a. Login to the Workload Optimization Manager VM.

Use SSH to log in to the Workload Optimization Manager VM using the turbo account and password.
b. Change to the scripts directory.

cd /opt/local/bin

c. Get the latest version of the script.
i.  Navigate to the following Cisco web page:
https://software.cisco.com/download/home/286328879/type.
ii. Under Select a Software Type, click Workload Optimization Manager.
ii. From the menu on the left, select the desired Workload Optimization Manager version.
iv.  Click the download button for the following file:

upgr ade- precheck-X. X. X. zip

v. When prompted, login using your Cisco account.
vi. After the download completes, unzip the downloaded file.
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d. Make the script executable.

chnmod +x upgrade- precheck. sh

2. Run the script.

.l upgr ade- pr echeck. sh

As the script executes, it identifies any issues that you should address before you run an update.

External DBs and Workload Optimization Manager Updates

If you deployed Workload Optimization Manager with an external database server, for some updates you might need to manually
create a new database and user for that deployment. This is important if your external database server is multi-tenant, or if your
deployment does not grant administrative privileges to Workload Optimization Manager.

NOTE:

If your external database server is multi-tenant, or if your database server does not grant administrative privileges to Workload
Optimization Manager, then you must continue with this configuration requirement.

Azure database services are multi-tenant. If you deployed an external database on Azure, this configuration requirement applies

to you.

If you deployed your database server in a way that grants Workload Optimization Manager privileges to create new databases

and new users, then a product update automatically creates the database. This configuration requirement does not apply to you

and you do not need to create the database.

For some Workload Optimization Manager updates, the updated version includes new databases on the historical database

server. If you are updating to one of these versions, then you must create the new database and a user account with privileges

to access that database.

New Databases

This table lists the Workload Optimization Manager versions that require new databases. If you are updating from an earlier
version, you must create the indicated new databases. For example, if you are updating from version 3.0.1 to 3.0.5, then you

must create the api database.

Workload Optimization Manager
Version

New Databases

Notes

3.05 api If you are updating from a version
earlier than 3.0.5, you must create a
new database that is named api , and
a user account named api .

NOTE:

If you already updated to one of these versions of Workload Optimization Manager, and you did not update your external DB,

contact your support representative.

Creating New Databases

To create the databases and users:

m  Manually create each required database.

Create the database in your DB instance, create a user to access the database, and grant privileges to the user.

m  Manually add each required database to your custom resource (CR) yaml file.

The CR yaml file declares entries for each component database. Each entry names the component, and gives the user and
password that the component can use to access that database. Add an entry for each new database.
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To create a new database:

1.

Connect to your external DB with a global account.

The account must have privileges to create databases and users. If you have specified dbRoot User namne in the CR yaml
file, you can use that account.

Create the database, where <New_Dat abase> matches the database name in the previous table:
create dat abase <New Dat abase>;
For example, to create a new api database, run:

create database api;

Create the account that Workload Optimization Manager uses to access the database where <New_Dat abase> matches
the database name in the previous table:

create user '<New Database> @% identified by 'vnturbo';
For example, to create a user for the api database, run:

create user 'api' @% identified by 'vnturbo';

NOTE:
The value vt ur bo is the default password that Workload Optimization Manager uses for all component database
accounts. If you manually created accounts with different credentials, you can do so for this database as well.

Set the user account privileges for the new user account, where <New_Dat abase> matches the database name in the
previous table:

GRANT SELECT, | NSERT, UPDATE, DELETE, CREATE, DROP, REFERENCES, | NDEX, ALTER, CREATE TEMPORARY T
ABLES, LOCK TABLES, EXECUTE, CREATE VIEW SHOW VI EW CREATE ROUTI NE, ALTER ROUTI NE, EVENT, TRI GGER
ON <New Dat abase>.* TO ' <New_Dat abase>' @ % ;

For example, to set account privileges for the api user, run:

GRANT SELECT, | NSERT, UPDATE, DELETE, CREATE, DROP, REFERENCES, | NDEX, ALTER, CREATE TEMPORARY TABLES,
LOCK TABLES, EXECUTE, CREATE VI EW SHOW VI EW CREATE ROUTI NE, ALTER ROUTI NE, EVENT, TRI GGER ON api.*
TO "api' @% ;

Flush privileges to make the privileges take effect.

flush privileges;
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Now that the new database is created in your external DB service, you must declare access to it in the Workload Optimization
Manager CR yaml resource.

1. Open the CR file for editing. The location of the file depends on the type of Workload Optimization Manager installation that
you are configuring.

m VM Image installation of Workload Optimization Manager

a. Open an SSH terminal session on your Workload Optimization Manager instance.
b. Log in with the System Administrator that you set up when you installed Workload Optimization Manager.

— Username: t ur bo
— Password: [ your _private_password]
c. Open the CR file for editing.

/opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_ x| _cr.yamn

m  Workload Optimization Manager on a Kubernetes node or node cluster
— Open the CR file for editing.

depl oy/ crds/ charts_vilal phal_xl _cr.yam

2. Add the credentials for the matching pod to access the new database.

Add the entry to the properti es: section of the CR yaml file, where <vnt ur bo> is the user account password,
<your DB> is the qualified name of your external DB or your multi-tenant DB partition, and <New_Dat abase> is the name
of your new database.

<New_Dat abase>:
<New_Dat abase>DbUser nane: <New_Dat abase>@kyour DB>
<New_Dat abase>DbPasswor d: <vnturbo>

For example, if you added the api database, the resulting CR yaml file is similar to the following example:

properties:
gl obal :
enabl eSecur eDBConnection: true
sql Di al ect: MYSQL
dbRoot Passwor d:  your Adm nPasswor d
dbRoot User narme: x| adm n@our DB
#dbUser Passwor d:
#dbUser nane:
action-orchestrator:
acti onDbUser nane: acti on@our DB
acti onDbPassword: your Password
aut h:
aut hDbUser nane: aut h@our DB
aut hDbPasswor d: your Password
clusterngr:
cl ust er ngr DbUser nane: cl ust er ngr @ our DB
cl ust er ngr DbPasswor d: your Passwor d
cost:
cost DbUser nane: cost @our DB
cost DbPassword: your Password
group:
gr oupConponent DbUser nane: group_conponent @our DB
gr oupConponent DbPasswor d:  your Passwor d
hi story:
hi st or yDbUser nanme: hi st ory@our DB
hi st or yDbPasswor d: your Password

Workload Optimization Manager 3.8.6 Full Documentation 99



Installation

pl an- orchestrator:
pl anDbUser nanme: pl an@our DB
pl anDbPasswor d: your Passwor d
t opol ogy- processor:
t opol ogyProcessor DbUser nane: topol ogy_processor @our DB
t opol ogyPr ocessor DbPasswor d: your Passwor d
repository:
reposi t oryDbUser nane: repository@ourDB
reposi t oryDbPassword: your Password
mar ket :
mar ket DbUser nane: nar ket @our DB
mar ket DbPasswor d: your Passwor d
api :
api DbUser name: api @our DB
api DbPasswor d: your Passwor d

After you add the database, you can update to the latest version of Workload Optimization Manager.

NOTE:
Upgrading applies changes to the version information in this file.

Offline Update

To perform an offline update of your Workload Optimization Manager installation:

1.

Save a snapshot of your current Workload Optimization Manager VM.
Before updating, shut down (not power off) the Workload Optimization Manager VM.

sudo init O

Then, perform a snapshot (or clone the VM). This provides a reliable restore point you can turn to in the event that trouble
occurs during the update. After you have the snapshot, bring the VM back online.

2. Optionally, enable new probes in your environment.
NOTE:
As Workload Optimization Manager evolves, the set of delivered probes change. Also, from one version to the next, the set
of probes that are enabled by default can change. When you update to a new version, the update does not change your
probe configuration. An update to a newer version does not automatically enable any new probes in your deployment. If
you want to take advantage of new probes in an update, then you must enable them manually.
For steps to enable new probes in your updated version, see Enabling and Disabling Probe Components (on page 81).
Use these steps to edit the platform's cr.yaml file.
NOTE:
During the online or offline upgrade process, you should not apply these changes at this time.
3. Download the ISO image.
a. Navigate to the following Cisco web page:
https://software.cisco.com/download/home/286328879/type.
b. Under Select a Software Type, click Workload Optimization Manager.
c. From the menu on the left, select the desired Workload Optimization Manager version.
d. Click the download button for updat e64_package- X. X. X. i so.
e. When prompted, login using your Cisco account.
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10.

Save the ISO image to a location that is available to the VM that runs Workload Optimization Manager. Then mount the
image as a CD drive.

For example, if you run the Workload Optimization Manager VM in vCenter Server do the following:

a. InvCenter, navigate to the Workload Optimization Manager VM.
b. Right-click the VM and choose Edit Settings.

c. Inthe CD/DVD Drive drop-down menu, select Datastore ISO, then browse to the Workload Optimization Manager
update ISO image and choose it.

d. Ensure that Connect at power on is selected.

Open an SSH terminal session to your Workload Optimization Manager instance.

After you make a snapshot or clone of your current Workload Optimization Manager VM, open an SSH session. Log in with
the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo

m Username: [ your private_password]

Get the i soUpdat e. sh script for your update version.

a. Navigate to the following Cisco web page:

https://software.cisco.com/download/home/286328879/type.

Under Select a Software Type, click Workload Optimization Manager.

From the menu on the left, select the desired Workload Optimization Manager version.
Click the download button for i soUpdat e- X. X. X. zi p.

When prompted, login using your Cisco account.

After the download completes, unzip the downloaded file.

Upload the script to your Workload Optimization Manager instance.

-~ ® 2 0T

Execute a file transfer from your local machine to the Workload Optimization Manager server. Save the script to / opt /
| ocal / bi n/ on the VM that runs Workload Optimization Manager.

Make the script executable.

chnod +x /opt/local/bin/isoUpdate. sh

Execute the offline installation.
/opt/local /bin/isoUpdate.sh

As the script executes, it:

Backs up the old scripts in your installation.

Updates the configuration and code assets in your installation.

Updates the platform to the new version.

Updates custom resources.

Updates the MariaDB configuration (but this does not update the MariaDB version).

If you have enabled Embedded Reports or Data Export, installs the Embedded Reports and Data Export database
(Postgres and TimescaleDB).

m Scales down the t8c-operator and the Workload Optimization Manager components.

m Executes the final updates for this version.

m  Scales up the t8c-operator, which then restarts the Workload Optimization Manager components.

After the script is finished updating your platform, you should give it enough time for all the components to start up again.
Verify that the Workload Optimization Manager application installed correctly.

kubect!| get pods -n turbononic

After all of the pods start, the READY column should read 1/ 1, 2/ 2, and so on and the STATUS column should read
Runni ng for each pod.

The output is similar to the following example:
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11.

NAVE
action-orchestrator-b6454c9c8-nf| 85
api - 7887c66f 4b- shndq

aut h- 5b86976bc8- vxwz4

cl ust er ngr - 85548678d9- r 5wb8

consul - 7f 684d8cb8- 6r 677

cost - 5f 46dd66c4- 6d6¢ch

extract or-5f41dd61lc4- 4d6l g

gr oup- 5bf df bc6f 8- 96bsp

hi st ory- 5f c7f bc855- 6zsl g

kaf ka- 74cc77db94- df r bl

kubet ur bo- 785945b66¢- 1t pj g

mar ket - 5f 54699447- z4wkm

medi ati on-actionscri pt-57b4f c6df - 4l zfv
medi ati on- appdynanmni cs- 6d65f 8766f - kb44
medi ati on- hpe3par-d7c475c4c-v8ftc
medi ati on- hyper v- 6bd8c94df 5- 4dbzx
medi ati on- net app- 7f 8f c955d9- 4kkd

medi ati on- onevi ew 7dbd7b54cf - 7r f gp
medi at i on- pur e- 58c4bd8cd9- 8n256

medi ati on- ucs- 6f 4bb9889- 9r ngk

medi ati on-vcent er - 5bc4f 5f bd4- nzn¥j
medi ati on-vcent er br owsi ng- 5¢5987f 66c- bf j g4
medi ati on- vmax- 6¢59969b89- 28t 9j

medi ati on- vimm 9¢4878cf 9-r f xnl

ngi nx- 5b775f 498- sm2nm

pl an- or chest r at or - 6df f c4c9b6- p5t 5n

pr onet heus- nysql - exporter-5574d587c6- vngx9
pr onet heus- ser ver - 64f 6954bbf - xhvbb
reporti ng- b44f bdf b4- 8fj vb

reposi t ory- 6d555bb4bf - f x| dh

rsysl og-f d694878c- 5t b2c

t 8c- oper at or - 558bcc758d- 5h8np

t opol ogy- processor - b646b786b- 9skp7
zookeeper - 5f 65b5bf 69- nnibt

READY
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
171
212
171
171
171
171
171
171

Verify that you are running the correct version of MariaDB.

STATUS

Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni
Runni

ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng
ng

RESTARTS

O 0O O OO0 0000000000000 O0D0DO0O0DO0O0O0OO0OO0ODO0OOO0OOoOOoOOoOOo

For this version of the product, Workload Optimization Manager supports MariaDB version 10.5.20. Even after updating to
this Workload Optimization Manager version, it is possible that your installation is running an earlier version of MariaDB.

While still in the SSH session, check the MariaDB version.

mysql -u root --password=my_pwd -e "SHOW VARI ABLES LI KE 'version';"

The output is similar to the following example:
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If the MariaDB version is earlier than 10.5.20, you should update your MariaDB. For complete instructions and information,
see Verifying your MariaDB Version (on page 55).

12. Clear your browser data and refresh your browser.

After clearing the browser data and refreshing your browser, you have full access to Workload Optimization Manager
features. However, features that rely on current analysis data will not be available until after a full market cycle — usually 10
minutes. For example, the Pending Actions charts will not show any actions until after a full market cycle.

13. Notify other users to clear their browser data and refresh their Workload Optimization Manager browser sessions.

Reference: What Are the Typical Settings for an

dP?

NOTE:

The process that is described here is applicable only to the OVA deployment model.

Before you begin configuring Single Sign-On (SSO), you need to make sure the IdP is set up for SSO.

Here are typical settings for a public Okta IdP which may be useful when you set up your IdP.

SAML Settings: GENERAL

Setting

Example

Single Sign On URL (where <host nane> is
the host that Workload Optimization Manager
runs on, and <sanl Regi strati onl D> is
the Registration ID that you got from your SSO
provider)

htt ps://<host nane>/ vnt ur bo/ sam 2/
sso/ <sam Regi strationl D>

Recipient URL (where <host nane> is the
host that Workload Optimization Manager runs
on, and <sam Regi strati onl D> is the
Registration ID that you got from your SSO
provider)

htt ps:// <host nane>/ vnt ur bo/ sam 2/
sso/ <sam Regi strationl D>

Destination URL (where <host nane> is the
host that Workload Optimization Manager runs
on, and <sanm Regi strati onl D> is the
Registration ID that you got from your SSO
provider)

htt ps:// <host nane>/ vnt ur bo/ san 2/
sso/ <sanl Regi strationl D>

Audience Restriction

urn:test:turbo: mar kharm

Default Relay State

Name ID Format

Unspeci fi ed

Application username

The username for the account that is managed by Okta

Response Si gned
Assertion Signature Si gned
Signature Algorithm RSA SHA256
Digital Algorithm SHA256

Assertion Encryption

Unencr ypt ed

SAML Single Logout

Enabl ed
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SAML Settings: GENERAL

Setting Example

Single Logout URL (where <host nane>isthe | https://<host nane>/vnt urbo/ rest/| ogout
host that Workload Optimization Manager runs

on)

SP Issuer t urbo

Signature Certificate Exanpl e. cer (CN=apol | 0)
authnContextClassRef Passwor dPr ot ect edTr ansport

Honor Force Authentication Yes

SAML Issuer ID http://ww. okt a. com $(org. ext er nal Key)

Reference: FIPS Cipher Suites

NOTE:
The process that is described here is applicable only to the OVA deployment model.

The Federal Information Processing Standard (FIPS) is in place to ensure the cryptographic strength of secure connections.
By default, Workload Optimization Manager ships with a FIPS-compliant cipher suite already enabled. The suite comprises the
following ciphers:

m TLS ECDHE RSA W TH_AES 128 CBC _SHA

TLS ECDHE RSA W TH_AES 128 CBC_SHA256

TLS ECDHE RSA W TH_AES 128 GCM SHA256

TLS ECDHE _RSA W TH_AES 256 _CBC_SHA

TLS ECDHE RSA W TH_AES 256 CBC SHA384

TLS ECDHE RSA W TH_AES 256 _GCM SHA384

TLS ECDHE RSA W TH_ARI A 128 GCM SHA256

TLS_ECDHE RSA W TH_ARI A 256_GCM SHA384

Modifying the Cipher Suite
If necessary, you can modify the cipher suite to comply with your internal policies.
1. Open an SSH terminal session on your Workload Optimization Manager instance.
Log in with the System Administrator that you set up when you installed Workload Optimization Manager:

m Username:t ur bo
m Password: [ your _private_password]
2. Inthe SSH session, open the cr.yaml file for editing. For example:

vi /opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vilal phal x| _cr.yamn

3. Edit the cipher suite.
Search for the list of ciphers in the file. Change the list as your policies require, and then save the file.
4. Apply your changes to the platform.

kubect!| apply -f \
[ opt/turbonom c/ kuber net es/ oper at or/ depl oy/ crds/ charts_vlal phal_x| _cr.yanl
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Reference: Step-wise Platform Deployment

NOTE:
The process that is described here is applicable only to the OVA deployment model.

After you install the Workload Optimization Manager VM that will host the platform, you can install the platform components, as
follows:
1. (Optional) Configure Single Sign-On Authentication (SSO) for this installation.

If you plan to use SSO to authenticate your Workload Optimization Manager users, edit the
charts_vilal phal x| _cr.yanl file before you complete the installation, or edit it later and restart the affected
components. For more information, see Single Sign-On Authentication (on page 85).

2. Deploy Workload Optimization Manager Kubernetes nodes.

When you deploy Workload Optimization Manager on Kubernetes, you deploy one Kubernetes node as a VM that hosts
pods to run the Workload Optimization Manager components. The script to deploy and initialize the Kubernetes node also
deploys the Kubernetes pods that make up the Workload Optimization Manager application.

Start a secure session (SSH) on your Workload Optimization Manager VM as the turbo user and complete the following
steps:

a. Initialize the Kubernetes node and deploy the pods.
sudo /opt/local/bin/t8clnstall.sh

The script takes up to 20 minutes to complete.
b. Verify that the deployment succeeded.

At the end of the script output, in the summary section, verify that no errors are reported. If any errors are reported,
contact Workload Optimization Manager Support.

c. Verify that the Workload Optimization Manager application installed correctly.
kubect| get pods -n turbonomc

After all of the pods start, the READY column should read 1/ 1, 2/ 2, and so on and the STATUS column should read
Runni ng for each pod.

The output is similar to the following example:

NAMVE READY  STATUS RESTARTS
action-orchestrator-b6454c9c8-nfl 85 1/1 Runni ng 0
api - 7887c66f 4b- shndg 1/1 Runni ng 0
aut h- 5b86976bc8- vxwz4 1/1 Runni ng 0
cl ust er ngr - 85548678d9- r 5wb8 1/1 Runni ng 0
consul - 7f 684d8ch8- 6r 677 1/1 Runni ng 0
cost - 5f 46dd66c4- 6d6¢cb 1/1 Runni ng 0
ext ract or- 5f 41dd61c4- 4d6l q 1/1 Runni ng 0
gr oup- 5bf df bc6f 8- 96bsp 1/1 Runni ng 0
hi st ory- 5f c7f bc855-6zsl g 1/1 Runni ng 0
kaf ka- 74cc77db94- df r bl 1/1 Runni ng 0
kubet ur bo- 785945b66¢c- | t pj g 1/1 Runni ng 0
mar ket - 5f 54699447- z4wkm 1/1 Runni ng 0
medi ati on-actionscri pt-57b4f cedf -4l zfv 1/1 Runni ng 0
medi ati on- appdynami cs- 6d65f 8766f - kb44l 1/1 Runni ng 0
medi ati on- hpe3par - d7c475c4c-v8ftc 1/1 Runni ng 0
medi ati on- hyper v- 6bd8c94df 5- 4dbzx 1/1 Runni ng 0
medi ati on- net app- 7f 8f c955d9- 4kkdl 1/1 Runni ng 0
medi ati on- onevi ew 7dbd7b54cf- 7rf gp 1/1 Runni ng 0
medi at i on- pur e- 58c4bd8cd9- 8n256 1/1 Runni ng 0

Workload Optimization Manager 3.8.6 Full Documentation 105



Installation

medi ati on- ucs- 6f 4bb9889- 9r ngk 1/1 Runni ng 0
medi ati on- vcent er - 5bc4f 5f bd4- nzn¥j 1/1 Runni ng 0
medi ati on- vcent er br owsi ng- 5¢5987f 66¢- bf j g4 1/1 Runni ng 0
medi ati on- vmax- 6¢59969b89- 28t 9j 1/1 Runni ng 0
medi ati on- vimm 9¢4878cf 9- r f xnl 1/1 Runni ng 0
ngi nx- 5b775f 498- sm2nm 1/1 Runni ng 0
pl an- or chest r at or - 6df f c4c9b6- p5t 5n 1/1 Runni ng 0
pr onet heus- nysql - exporter-5574d587c6- vhgx9 1/1 Runni ng 0
pr onet heus- ser ver - 64f 6954bbf - xhvbb 2/ 2 Runni ng 0
reporti ng- b44f bdf b4- 8fj vb 1/1 Runni ng 0
reposi t ory- 6d555bb4bf - f x| dh 1/1 Runni ng 0
rsysl og-f d694878c- 5t b2c 1/1 Runni ng 0
t 8¢- oper at or - 558bcc758d- 5h8np 1/1 Runni ng 0
t opol ogy- processor - b646b786b- 9skp7 1/1 Runni ng 0
zookeeper - 5f 65b5bf 69- nnbt 1/1 Runni ng 0

d. Synchronize the system clock.

To ensure the correct display of data, and to support Single Sign-On (SSO) authentication, you need to synchronize
the system clock. For more information, see Synchronizing Time (on page 54) and Single Sign-On Authentication

(on page 85).

e. Verify that the Load Balancer installed correctly.

kubect| get services -n turbononic | grep LoadBal ancer
The output is similar to the following example:

ngi nx LoadBal ancer 10. 10. 10. 10 10. 10. 10. 11 443: 32669/ TCP, 80: 32716/ TCP  17h

f.  Configure mediation.

The installation script automatically enables a default set of mediation probes. After installation completes, you can
change the set of enabled mediation probes (see Enabling and Disabling Probe Components (on page 81)).

For Workload Optimization Manager to manage your IT environment, it must attach to targets in your environment
so it can perform discovery and run actions. The combination of the processes of discovery and action execution is
mediation. This release of Workload Optimization Manager supports mediation through the following targets. If you
need to use other targets that are not in this list, contact Workload Optimization Manager Support.

m  Applications and Databases

— Apache Tomcat 7.x, 8.x, and 8.5.x
— AppDynamics 4.1+
— Applnsights
— Datadog
— Dynatrace 1.1+
— IBM WebSphere Application Server 8.5+
— Instana release-242 or later
— JBoss Application Server 6.3+
- JVM 6.0+
— SQL Server 2012, 2014, 2016, 2017, 2019, and 2022
- MySQL 8.0
—  NewRelic
— Oracle 11g R2, 12c, 18c, and 19c
— Oracle WebLogic 12¢
m Cloud Native

— Kubernetes 1.11, including any compliant k8s distribution (Rancher, Tanzu, open source, etc.)
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— Cloud-hosted k8s services (AKS, EKS, GKE, IBM, Cisco IKS, ROKS, ROSA, etc.)
— Red Hat OpenShift 3.11 and higher (OCP 4.x)
m Fabric and Network

— Cisco UCS Manager 3.1+
— HPE OneView 3.00.04
m  Guest OS Processes

-  SNMP
—  WMI: Windows versions 8 / 8.1, 10, 2008 R2, 2012 / 2012 R2, 2016, 2019 and 7
m Hyperconverged

— Cisco HyperFlex 3.5
—  Nutanix Community Edition
- VMware vSAN

m  Hypervisors

— IBM PowerVM 8, 9, 10
—  Microsoft Hyper-V 2012 R2, Hyper-V 2016, Hyper-V 2019, Hyper-V 2022
—  VMware vCenter 7.0 and 8.0

m  Orchestrator

— ActionScript
— Flexera One
—  ServiceNow
m  Private Cloud
— Microsoft System Center 2012 R2 Virtual Machine Manager, System Center 2016 Virtual Machine Manager,
System Center Virtual Machine Manager 2019, System Center Virtual Machine Manager 2022
m  Public Cloud

— Amazon Web Services (AWS)
- AWS Billing
—  Azure Service Principal
—  Azure Billing
—  Microsoft Enterprise Agreement
— Google Cloud
— Google Cloud Billing
m Storage

— EMC ScalelO 2.x and 3.x
- EMC VMAX using SMI-S 8.1+
— EMC VPLEX Local Architecture with 1:1 mapping of virtual volumes and LUNs
—  EMC XtremlO XMS 4.0+
— HPE 3PAR InForm OS 3.2.2+, 3PAR SMI-S, 3PAR WSAPI
— IBM FlashSystem running on Spectrum Virtualize 8.3.1.2 or later (8.4.2.0 or later recommended)
— NetApp Cluster Mode using ONTAP 8.0+ (excluding AFF and SolidFire)
—  Pure Storage F-series and M-series arrays running Purity 5.3.6 (Pure API 1.6)
m Virtual Desktop Infrastructure

- VMware Horizon
For more information, see Target Configuration (on page 148).

IMPORTANT:

Wait until all the platform components start, are running, and are fully ready before your first log in. If you try to add a
license or add a target to the platform before the components are all ready, the platform can fail to initialize correctly. After
the components start, in your web browser, type the static IP address of your Workload Optimization Manager VM. Your
browser redirects the login page for Workload Optimization Manager users.
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3. Login to the Workload Optimization Manager user interface and set the administrator user account password.

Workload Optimization Manager includes a default user account named adni ni st r at or which has an ADM NI STRATOR
role. As you log in for the first time, you must set your own password for that account. You can create or delete other
accounts with the ADM NI STRATOR role, but your installation of Workload Optimization Manager must always have at least
one account with that role.

In the login page, enter the information as required, and make a note of it.

Use the default credential for USERNAME: admi ni st r at or.
Type a password for PASSWORD.
The new password must comply with the strong password policy (a mixture of upper- and lower-case letters,
numbers, and a symbol). Only you will know this new password.
m  Type the password again to verify it for REPEAT PASSWORD.
m Click Create Account.

This is the account you will use to access the Workload Optimization Manager user interface with administrator
permissions. Be sure to save the user interface administrator account credentials in a safe place.

NOTE:
The initial login is always for the default user account named admni ni st r at or which has an ADM NI STRATOR role.

4. After you have logged in as adni ni st r at or, you can create other user accounts, and you can give them various roles.
For more information about user accounts and roles, see Managing User Accounts (on page 771).

NOTE:

For security reasons, you can create a different account with an ADM NI STRATCR role to serve as the main administrator
of your Workload Optimization Manager installation, and then delete the default admi ni st r at or account. But remember,
you must always have at least one user account with administrator privileges.

Reference: Step-wise Offline Update

NOTE:
The process that is described here is applicable only to the OVA deployment model.

Complete the following steps to perform a stepwise offline update of your Workload Optimization Manager installation.
1. Save a snapshot of your current Workload Optimization Manager VM.
Before updating, shut down (not power off) the Workload Optimization Manager VM.

sudo init O

Then, perform a snapshot (or clone the VM). This provides a reliable restore point you can turn to in the event that trouble
occurs during the update. After you have the snapshot, bring the VM back online.

2. Download and attach the ISO image to the VM that runs Workload Optimization Manager.

Refer to the email you received from Cisco for links to the Workload Optimization Manager OVA file and to the ISO image.
3.  Mount the ISO image by logging in to vCenter.

a. In vCenter, navigate to the Workload Optimization Manager VM.
b. Right-click the VM and choose Edit Settings.

c. Inthe CD/DVD Drive drop-down menu, select Datastore ISO, then browse to the Workload Optimization Manager
update ISO image and choose it.

d. Ensure that Connect at power on is selected.
4. Log in to the Workload Optimization Manager VM.

Use SSH to log in to the Workload Optimization Manager VM using the turbo account and password.
5. If you are prompted to override the CD-ROM lock, select Yes and click OK to disconnect anyway and override the lock.
6. Mount the ISO image.
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10.

11.

12.

13.

sudo nount /dev/cdrom/mt/iso

Verify the correct version of the ISO image is mounted.
I's /mt/iso

Verify that the ISO image contains the correct version for your update.
Load the latest Docker images.

sudo /mmt/i so/ turbol oad. sh

This script loads all the images to the Workload Optimization Manager instance.
The output is similar to the following example:

The t8c upgrade i so has been nounted
| mage check:

kkkkkkkkkkkhkkkkkkkkkkkkkk*x*

Al images have been | oaded

kkkkkkkkkkkhkkkkkkkkkkkkkk*x*

If the load does not succeed, the script lists any images that did not load, along with instructions to load them manually.
Run the following command as a single line command to update Workload Optimization Manager.

/mt/isol/turboupgrade.sh | tee \
[ opt/turbonom c/t8c_upgrade_$(date +%r-%n %l_%1 Y9M ¥8) .| og

Wait until the script is finished.
Verify that you are running the correct version of MariaDB.

For this version of the product, Workload Optimization Manager supports MariaDB, version 10.5.20. Even after updating to
this Workload Optimization Manager version, it is possible that your installation is running an earlier version of MariaDB.

While still in the SSH session, check the MariaDB version.
nysql -u root --password=ny_pwd -e "SHOW VARl ABLES LI KE 'version';"

The output is similar to the following example:

If the MariaDB version is earlier than 10.5.20, you must update your MariaDB. For complete instructions and information,
see Verifying your MariaDB Version (on page 55).

Unmount the ISO image.

sudo unount /dev/cdrom

Clear your browser data and refresh your browser.

After clearing the browser data and refreshing your browser, you have full access to Workload Optimization Manager
features. However, features that rely on current analysis data will not be available until after a full market cycle — usually 10
minutes. For example, the Pending Actions charts will not show any actions until after a full market cycle.

Optionally, enable new probes in your environment.
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NOTE:

As Workload Optimization Manager evolves, the set of delivered probes change. Also, from one version to the next, the set
of probes that are enabled by default can change. When you update to a new version, the update does not change your
probe configuration. An update to a newer version does not automatically enable any new probes in your deployment. If
you want to take advantage of new probes in an update, then you must enable them manually.

For steps to enable new probes in your updated version, see Enabling and Disabling Probe Components (on page 81).
Use these steps to edit the platform's cr.yaml file.

NOTE:
During the online or offline upgrade process, you should not apply these changes at this time.

14. Verify that the Workload Optimization Manager application installed correctly.
kubect| get pods -n turbonomc

After all of the pods start, the READY column should read 1/ 1, 2/ 2, and so on and the STATUS column should read
Runni ng for each pod.

The output is similar to the following example:

NAVE READY  STATUS RESTARTS
action-orchestrator-b6454c9c8-nfl 85 1/1 Runni ng 0
api - 7887c¢66f 4b- shndq 1/1 Runni ng 0
aut h- 5b86976bc8- vxwz4 1/1 Runni ng 0
cl ust er ngr - 85548678d9- r 5wb8 1/1 Runni ng 0

15. Notify other users to clear their browser data and refresh their Workload Optimization Manager browser sessions.

Reference: Working with YAML Files

YAML is the primary file format to create and configure resources on kubernetes, including everything to do with the Workload
Optimization Manager platform. The Custom Resource YAML provides a convenient, single place to define the majority of
configuration details for Workload Optimization Manager. When editing YAML files, you must be careful to respect the file
syntax, including indents in the file. General rules for edits include:

m  Always uses spaces, not tabs, for all indentation. Since spacing and indentations matter, and can yield an invalid result
or a parameter completely skipped over, you should work with YAML files with an editor that supports using vertical lines
associated with indentations to visually spot a misalignment. If your editor of choice makes this difficult, you can use the
linux expand utility when you're done, to convert tabs to equivalent spaces.

Indention uses two spaces per level.

Be careful to keep the same indentation for all properties in a given section.

Never use the same property name twice in the same section. Doing this will render the YAML file invalid, though you will
likely not see any notification of a problem. Rather, all but one of the property definitions will be silently ignored.

Spacing matters

For the Workload Optimization Manager Custom Resource, indentation defines where parameters are applied (globally or to
specific components), so ensure you line up the text appropriately. The following example shows examples of specifications
that are applied at a global level ({“spec”:{“global ":[{“tag”:"8.6.4"}]}}) which sets the container image tag
for all instances. Then indented we see properties that are global for the remote database ({ “ spec”: {“properti es”:
{"global":[{“dbPort”:”6033"}]}}}) describes a property of dbPor t that would be set for remote DB connections.

Each line is indented two spaces from the higher level.

spec:
gl obal :
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repository: turbononic
tag: 8.6.4
properties:
gl obal :
dbPort: 6033
kubet ur bo:
enabl ed: true
aws:
enabl ed: true

Combine properties correctly

A YAML file is read top down, and if there are different parameters that apply to the same component, they need to be

combined. The following example shows a YAML where properties for the ui component of image tag and memory limit

resources.

spec:
gl obal :
repository: turbononmc
tag: 8.6.4
ui:
i mage:
tag: 8.0.5
properties:
gl obal :
dbPort: 6033
kubet ur bo:
enabl ed: true
aws:
enabl ed: true
ui:
resour ces:
limts:
menory: 4G

This YAML will not set both image tag and memory limit resources for the Ui component because they are set in two different
sections. The memory limits would be applied since that is the last section to be read, and it would overwrite the first set of
properties with the image tag. The following YAML will set both image tag and memory limit resources for the ui component:

spec:
gl obal :
repository: turbononmc
tag: 8.6.4
ui
i mage:
tag: 8.0.5
resour ces:
limts:
menory: 4G
properties:

gl obal :
dbPort: 6033
kubet ur bo:
enabl ed: true
aws:
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enabl ed: true

To avoid having the same property name twice in the same section, search for an existing instance of the key you want to add.
With the complex embedded structure in many k8s resources, this can be quite challenging; however, you can use an online
validator that does not accept duplicate keys to check your entire CR file (such as YAMLint - The YAML Validator).

Finding a property

In this documentation we refer to specific properties in the CR file using a "path" expression. For example, assume the path

/ spec/ gl obal / reposi t ory to designate a r eposi t or y property in the file. You can find the property in the file as
follows:

1. Find a line that says spec: with no indentation at all.

2. Between that line and the next unindented line (not counting comments, which start with #), find a line that says gl obal :
and is at the next level of indentation.

3. Between that line and the next line with the same indentation, find a line that starts with r eposi t ory: . That line is where
the addressed property is defined.

In this example, find the r eposi t or y property specified by / spec/ gl obal / reposi tory:

api Version: charts. hel mk8s.io/vlal phal
kind: Xl
net adat a:

nanme: xl|-release
spec:

properties:

gl obal :
repository: # This is NOT the correct property

# 4 obal settings
gl obal :
repository: # This is the one we're after

The first r eposi t or y property is not at/ spec/ gl obal / r eposi t ory, butat/ spec/ properti es/ gl obal /
repository.
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Product Overview

Thank you for choosing Workload Optimization Manager, the premier solution for Application Resource Management (ARM) of
cloud and virtual environments.

Application Resource Management is a top-down, application-driven approach that continuously analyzes applications'
resource needs and generates fully automatable actions to ensure applications always get what they need to perform. It runs
24/7/365 and scales with the largest, most complex environments.

To perform Application Resource Management, Workload Optimization Manager represents your environment holistically as a
supply chain of resource buyers and sellers, all working together to meet application demand. By empowering buyers (VMs,
instances, containers, and services) with a budget to seek the resources that applications need to perform, and sellers to price
their available resources (CPU, memory, storage, network) based on utilization in real-time, Workload Optimization Manager
keeps your environment within the desired state — operating conditions that achieve the following conflicting goals at the same
time:

m  Assured application performance

Prevent bottlenecks, upsize containers/VMs, prioritize workload, and reduce storage latency.
m Efficient use of resources

Consolidate workloads to reduce infrastructure usage to the minimum, downsize containers, prevent sprawl, and use the
most economical cloud offerings.

Workload Optimization Manager is a containerized, microservices architected application running in a Kubernetes environment
(or within a VM) on your network or a public cloud VPC. You then assign services running on your network to be Workload
Optimization Manager targets. Workload Optimization Manager discovers the entities (physical devices, virtual components and
software components) that each target manages, and then performs analysis, anticipates risks to performance or efficiency, and
recommends actions you can take to avoid problems before they occur.

How Workload Optimization Manager Works

To keep your infrastructure in the desired state, Workload Optimization Manager performs Application Resource Management.
This is an ongoing process that solves the problem of assuring application performance while simultaneously achieving the most
efficient use of resources and respecting environment constraints to comply to business rules.

This is not a simple problem to solve. Application Resource Management has to consider many different resources and how
they are used in relation to each other, and numerous control points for each resource. As you grow your infrastructure, the
factors for each decision increase exponentially. On top of that, the environment is constantly changing — to stay in the desired
state, you are constantly trying to hit a moving target.

To perform Application Resource Management, Workload Optimization Manager models the environment as a market made up
of buyers and sellers. These buyers and sellers make up a supply chain that represents tiers of entities in your inventory. This
supply chain represents the flow of resources from the datacenter, through the physical tiers of your environment, into the virtual
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tier and out to the cloud. By managing relationships between these buyers and sellers, Workload Optimization Manager provides
closed-loop management of resources, from the datacenter, through to the application.

See Supply Chain of Entities (on page 136) for a visual layout of the buyer and seller relationships.

Workload Optimization Manager uses Virtual Currency to give a budget to buyers and assign cost to resources. This virtual
currency assigns value across all tiers of your environment, making it possible to compare the cost of application transactions
with the cost of space on a disk or physical space in a data center.

The price that a seller charges for a resource changes according to the seller’s supply. As demand increases, prices increase.
As prices change, buyers and sellers react. Buyers are free to look for other sellers that offer a better price, and sellers can
duplicate themselves (open new storefronts) to meet increasing demand. Workload Optimization Manager uses its Economic
Scheduling Engine to analyze the market and make these decisions. The effect is an invisible hand that dynamically guides your
IT infrastructure to the optimal use of resources.

To get the most out of Workload Optimization Manager, you should understand how it models your environment, the kind of
analysis it performs, and the desired state it works to achieve.

The Desired State

Delay

Q0% - Acceptable Delay State

Efficiency -
Mlax Utilization

utilization

The goal of Application Resource Management is to assure performance while maintaining efficient use of resources. When
performance and efficiency are both maintained, the environment is in the desired state. You can measure performance as a
function of delay, where zero delay gives the ideal QoS for a given service. Efficient use of resources is a function of utilization
where 100% utilization of a resource is the ideal for the most efficient utilization.

If you plot delay and utilization, the result is a curve that shows a correlation between utilization and delay. Up to a point, as you
increase utilization, the increase in delay is slight. There comes a point on the curve where a slight increase in utilization results
in an unacceptable increase in delay. On the other hand, there is a point in the curve where a reduction in utilization doesn’t
yield a meaningful increase in QoS. The desired state lies within these points on the curve.

You could set a threshold to post an alert whenever the upper limit is crossed. In that case, you would never react to a problem
until delay has already become unacceptable. To avoid that late reaction you could set the threshold to post an alert before
the upper limit is crossed. In that case, you guarantee QoS at the cost of over-provisioning — you increase operating costs and
never achieve efficient utilization.

Instead of responding after a threshold is crossed, Workload Optimization Manager analyzes the operating conditions and
constantly recommends actions to keep the entire environment within the desired state. If you execute these actions (or
let Workload Optimization Manager execute them for you), the environment will maintain operating conditions that assure
performance for your customers, while ensuring the lowest possible cost thanks to efficient utilization of your resources.

The Market and Virtual Currency

To perform Application Resource Management, Workload Optimization Manager models the environment as a market, and uses
market analysis to manage resource supply and demand. For example, bottlenecks form when local workload demand exceeds
the local capacity — in other words, when demand exceeds supply. By modeling the environment as a market, Workload
Optimization Manager can use economic solutions to efficiently redistribute the demand or increase the supply.
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Workload Optimization Manager uses two sets of abstraction to model the environment:
m  Modeling the physical and virtual IT stack as a service supply chain

The supply chain models your environment as a set of managed entities. These include applications, VMs, hosts, storage,
containers, availability zones (cloud), and data centers. Every entity is a buyer, a seller, or both. A host machine buys
physical space, power, and cooling from a data center. The host sells resources such as CPU cycles and memory to VMs.
In turn, VMs buy host services, and then sell their resources (VMem and VCPU) to containers, which then sell resources to
applications.

See Supply Chain of Entities (on page 136) for a visual layout of the buyer and seller relationships.

m Using virtual currency to represent delay or QoS degradation, and to manage the supply and demand of services along the
modeled supply chain

The system uses virtual currency to value these buy/sell transactions. Each managed entity has a running budget —

the entity adds to its budget by providing resources to consumers, and the entity draws from its budget to pay for the
resources it consumes. The price of a resource is driven by its utilization — the more demand for a resource, the higher its
price.
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These abstractions open the whole spectrum of the environment to a single mode of analysis — market analysis. Resources
and services can be priced to reflect changes in supply and demand, and pricing can drive resource allocation decisions. For
example, a bottleneck (excess demand over supply) results in rising prices for the given resource. Applications competing for
the same resource can lower their costs by shifting their workloads to other resource suppliers. As a result, utilization for that
resource evens out across the environment and the bottleneck is resolved.

Risk Index

Workload Optimization Manager tracks prices for resources in terms of the Risk Index. The higher this index for a resource, the
more heavily the resource is utilized, the greater the delay for consumers of that resource, and the greater the risk to your QoS.
Workload Optimization Manager constantly works to keep the Risk Index within acceptable bounds.

You can think of Risk Index as the cost for a resource — Workload Optimization Manager works to keep the cost at a competitive
level. This is not simply a matter of responding to threshold conditions. Workload Optimization Manager analyzes the full range
of buyer/seller relationships, and each buyer constantly seeks out the most economical transaction that is available.
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This last point is crucial to understanding Workload Optimization Manager. The virtual environment is dynamic, with constant
changes to workload that correspond with the varying requests your customers make of your applications and services. By
examining each buyer/seller relationship, Workload Optimization Manager arrives at the optimal workload distribution for the
current state of the environment. In this way, it constantly drives your environment toward the desired state.

NOTE:

The default Workload Optimization Manager configuration is ready to use in many environments. However, you can fine-tune
the configuration to address special services and resources in your environment. Workload Optimization Manager provides a full
range of policies that you can set to control how the software manages specific groups of entities. Before you make such policy
changes, you should understand default Workload Optimization Manager operation. For more information about policies, see
Working With Policies (on page 720).

The Workload Optimization Manager Supply Chain

Workload Optimization Manager models your environment as a market of buyers and sellers. It discovers different types of
entities in your environment via the targets you have added, and then maps these entities to the supply chain to manage the
workloads they support. For example, for a hypervisor target, Workload Optimization Manager discovers VMs, the hosts and
datastores that provide resources to the VMs, and the applications that use VM resources. For a Kubernetes target, it discovers
services, namespaces, containers, container pods, and nodes. The entities in your environment form a chain of supply and
demand where some entities provide resources while others consume the supplied resources. Workload Optimization Manager
stitches these entities together, for example, by connecting the discovered Kubernetes nodes with the discovered VMs in
vCenter.

For information about specific members of the supply chain, see Supply Chain of Entities (on page 136).

Supply Chain Terminology

Cisco introduces specific terms to express IT resources and utilization in terms of supply and demand. These terms are largely
intuitive, but you should understand how they relate to the issues and activities that are common for IT management.

Term Definition

Commodity The basic building block of Workload Optimization Manager supply and demand. All the
resources that Workload Optimization Manager monitors are commodities. For example, the
CPU capacity or memory that a host can provide are commodities. Workload Optimization
Manager can also represent clusters and segments as commodities.

When the user interface shows commodities, it's showing the resources a service provides.
When the interface shows commodities bought, it’'s showing what that service consumes.

Composed Of The resources or commodities that make up the given service. For example, in the user
interface you might see that a certain VM is composed of commodities such as one or more
physical CPUs, an Ethernet interface, and physical memory.

Contrast Composed Of with Consumes, where consumption refers to the commodities the VM
has bought. Also contrast Composed Of with the commodities a service offers for sale. A host
might include four CPUs in its composition, but it offers CPU Cycles as a single commodity.

Consumes The services and commodities a service has bought. A service consumes other commaodities.
For example, a VM consumes the commodities offered by a host, and an application consumes
commodities from one or more VMs. In the user interface you can explore the services that
provide the commodities the current service consumes.

Entity A buyer or seller in the market. For example, a VM or a datastore is an entity.

Environment The totality of data center, network, host, storage, VM, and application resources that you are
monitoring.

Inventory The list of all entities in your environment.

Risk Index A measure of the risk to Quality of Service (QoS) that a consumer will experience. The higher

the Risk Index on a provider, the more risk to QoS for any consumer of that provider’s services.
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Term Definition

For example, a host provides resources to one or more VMs. The higher the Risk Index on the
provider, the more likely that the VMs will experience QoS degradation.

In most cases, for optimal operation the Risk Index on a provider should not go into double
digits.

Workload Optimization Manager Targets

End-of-life (EOL) notice: When a specific release or version of an integration partner technology reaches end-of-life (EOL)

or its end of support date, Workload Optimization Manager no longer provides support for that version. Workload Optimization
Manager follows integration partners' official EOL timeline for version support. Targeting a non-supported version, or one that is
no longer supported by the vendor, is at your own risk.

You can assign instances of the following technologies as Workload Optimization Manager targets.
m  Applications and Databases

— Apache Tomcat 7.x, 8.x, and 8.5.x
— AppDynamics 4.1+
- Applnsights
— Datadog
— Dynatrace 1.1+
— IBM WebSphere Application Server 8.5+
— Instana release-242 or later
— JBoss Application Server 6.3+
- JVM 6.0+
— SQL Server 2012, 2014, 2016, 2017, 2019, and 2022
- MySQL 8.0
—  NewRelic
— Oracle 11g R2, 12c, 18c, and 19c¢c
— Oracle WebLogic 12¢c
m  Cloud Native
— Kubernetes 1.11, including any compliant k8s distribution (Rancher, Tanzu, open source, etc.)
— Cloud-hosted k8s services (AKS, EKS, GKE, IBM, Cisco IKS, ROKS, ROSA, etc.)
— Red Hat OpenShift 3.11 and higher (OCP 4.x)
m  Fabric and Network
— Cisco UCS Manager 3.1+
— HPE OneView 3.00.04
m  Guest OS Processes
— SNMP
- WMI: Windows versions 8 / 8.1, 10, 2008 R2, 2012 / 2012 R2, 2016, 2019 and 7
m Hyperconverged
— Cisco HyperFlex 3.5
—  Nutanix Community Edition
- VMware vSAN
m  Hypervisors
- IBM PowerVM 8, 9, 10
—  Microsoft Hyper-V 2012 R2, Hyper-V 2016, Hyper-V 2019, Hyper-V 2022
— VMware vCenter 7.0 and 8.0
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m  Orchestrator
— ActionScript
— Flexera One
—  ServiceNow
m  Private Cloud
—  Microsoft System Center 2012 R2 Virtual Machine Manager, System Center 2016 Virtual Machine Manager, System
Center Virtual Machine Manager 2019, System Center Virtual Machine Manager 2022
Public Cloud
— Amazon Web Services (AWS)
- AWS Billing
—  Azure Service Principal
—  Azure Billing
—  Microsoft Enterprise Agreement
— Google Cloud
— Google Cloud Billing
m Storage
— EMC ScalelO 2.x and 3.x
- EMC VMAX using SMI-S 8.1+
— EMC VPLEX Local Architecture with 1:1 mapping of virtual volumes and LUNs
—  EMC XtremIO XMS 4.0+
— HPE 3PAR InForm OS 3.2.2+, 3PAR SMI-S, 3PAR WSAPI
—  IBM FlashSystem running on Spectrum Virtualize 8.3.1.2 or later (8.4.2.0 or later recommended)
— NetApp Cluster Mode using ONTAP 8.0+ (excluding AFF and SolidFire)
— Pure Storage F-series and M-series arrays running Purity 5.3.6 (Pure API 1.6)
m Virtual Desktop Infrastructure

—  VMware Horizon

Sustainability Features

Workload Optimization Manager helps companies reduce their energy consumption and carbon footprint by optimizing IT
infrastructure while ensuring that applications get the resources that they need to perform optimally. This core functionality,
along with visibility into sustainability data, is crucial to setting and achieving sustainability goals. To visualize this data, Workload
Optimization Manager provides the following features.

Sustainability Charts

Workload Optimization Manager monitors the energy consumption and carbon footprint of your IT infrastructure, and then
displays relevant data in charts. Currently, these capabilities are supported for hosts and VMs discovered via vCenter targets.
When you set the scope to any of these entities and then click the Details tab, you can view sustainability data in the Energy
and Carbon Footprint charts.
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For details, see Energy Chart (on page 677) and Carbon Footprint Chart (on page 670).

Data Center Policies

Workload Optimization Manager calculates (on page 671) carbon footprint using industry standards that take into account
energy consumption, datacenter efficiency, and carbon intensity data. You can create Data Center policies to adjust the
calculations according to the requirements of your data centers. For example, a data center in a particular location might have
different requirements than data centers in other locations. After you adjust the calculations via policies, Workload Optimization
Manager can accurately report your organization's carbon footprint.

< Configure Data Centers Policy

Datacenter Defaults
= OPERATIOMNAL COMSTRAINTS

Carbon Intensity {gwWh) v 0.25 i ]

Powar Usage Effectivensss - 15 a

For details, see Data Center Policies (on page 531).

Sustainability Dashboards in Embedded Reporting

If you have enabled the Embedded Reporting add-on, add the sustainability dashboards to gain insight into how you can reduce
your carbon footprint and energy consumption.

m Sustainable IT Dashboard - Private Cloud

This dashboard focuses on the energy consumption and carbon footprint of hosts. It also shows opportunities to reduce
consumption and footprint by executing Workload Optimization Manager actions.
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You can change the scope of the dashboard by selecting data centers or clusters at the top left section.

m Application Carbon Footprint - Private Cloud
This dashboard focuses on the energy consumption and carbon footprint of VMs. The Top Applications by Carbon Footprint
view provides insight into the carbon dioxide equivalent (CO2e) emissions of the VMs that power your applications.
The dashboard also shows opportunities to reclaim resources by executing VM resize actions, as well as optimization
opportunities that can help reduce consumption and footprint further.
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-1483._-2.30;

L ]

-

You can change the scope of the dashboard by selecting data centers, applications, or VMs at the top left section. The
expandable Help section explains the data and data collection methodology for some of the graphs.

For both dashboards, the expandable Help section explains the data and data collection methodology for some of the graphs.

To add these dashboards:

1. Enable Embedded Reporting. For details, see Enabling Embedded Reporting (on page 1351).
2. Download the JSON files for the dashboards from GitHub.

3. Log in to Workload Optimization Manager and then click Reports on the main menu.

The Embedded Reporting main page opens.
4. Click Import and then import the JSON files you downloaded. Be sure to select Turbo Timescale as your database.

The dashboards are now ready to use.
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Getting Started

To get started with the platform, open a web browser to your Workload Optimization Manager installation. The Workload
Optimization Manager platform serves the user interface to your browser, where you can log in and get started managing
your environment. In this way, you can access the unique capabilities of Workload Optimization Manager from any internet
connection.

Logging In to Workload Optimization Manager

To get started with the platform, open a web browser to your Workload Optimization Manager installation. The Workload
Optimization Manager platform serves the user interface to your browser, where you can log in and get started managing
your environment. In this way, you can access the unique capabilities of Workload Optimization Manager from any internet
connection.

Before you can log in, your enterprise must have a valid Workload Optimization Manager account, or an instance of Workload
Optimization Manager must be installed in your environment. To get the IP address of your Workload Optimization Manager
installation, contact your system administrator.

To log in to Workload Optimization Manager:
1. Navigate your Web browser to the Workload Optimization Manager installation.

For the URL, provide the IP address or machine name for the installation. This URL opens the Workload Optimization
Manager Login page. You should bookmark this URL for future use.

2. Provide the user name and password for your account.

Your system administrator creates user accounts. Contact your system administrator for login information.

After you log in, the browser opens to the Home Page (on page 122). This page is your starting point for sessions with the
Workload Optimization Manager platform. From the Home Page you can see the overviews of your environment.

To display this information, Workload Optimization Manager communicates with target services such as hypervisors, storage
controllers, and public cloud accounts. Note that your Workload Optimization Manager administrator sets up the target
configuration. For information about supported targets and how to configure them, see Target Configuration (on page 148).
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The Home Page

When you launch Workload Optimization Manager, the Home Page is the first view you see. From there you can:
m  Choose a View to see overviews of your environment:

— APPLICATION - See your environment in the context of your Business Applications (on page 358).

— ON-PREM - See details for the on-prem environment. Notice that the Supply Chain excludes cloud entities and only
shows the entities that are on-prem.

— CLOUD - See details for the cloud environment, including pending actions, a listing of your cloud accounts by cost, the
locations of cloud datacenters that you are using, estimated costs, and other cost-related information.

m  Use the Supply Chain Navigator to inspect lists of entities

Click an entity tier in the Supply Chain to see a list of those entities. For example, click Virtual Machine to see a list of all the
VMs in your environment.

m Navigate to other Workload Optimization Manager pages, including:

— Search - Set the session scope to drill down to details about your environment
— Plan - Run what-if scenarios

— Place - Use Workload Optimization Manager to calculate the best placement for workloads, and execute the
placement at the time you specify

— Dashboards - Set up custom views with charts that focus on specifics in your environment

— Settings - Configure Workload Optimization Manager to set up business rules and policies, configure targets, define
groups, and perform other administrative tasks

Getting Home

Wherever you are in your Workload Optimization Manager session, you can always click the Home icon to return to the Home
Page.

APPLICATION View

The APPLICATION view presents your environment in the context of your Business Applications (on page 358). See the
overall health of your applications, examine any performance and compliance risks, and execute the actions that Workload
Optimization Manager recommends to address these risks.
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This view also shows the Business Transactions (on page 360) and Services (on page 363) that make up your Business

Applications. You can see finer details and set SLOs at these levels of the application model.

NOTE:

If certain application entities do not stitch into the supply chain infrastructure for some reason, Workload Optimization Manager
displays them in both the ON-PREM and the CLOUD views. Once Workload Optimization Manager can stitch them into the

infrastructure, it classifies them according to the class of the infrastructure and displays them in the correct views.

ON-PREM View

When you set your session to the Global Scope, you can then select the ON-PREM view. This shows an overview of your on-
prem environment. If you don't have any workload on the public cloud, then you should use this as your starting point for a
Workload Optimization Manager session. If you have a hybrid environment (on-prem and on the public cloud), then you can
refer to this view to see a detailed on-prem overview.
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The Supply Chain shows all the on-prem entities in your environment. The charts show details about your environment,
including:
m  Overviews of pending actions
When appropriate, the overview includes estimated one-time savings or costs associated with the actions.
m  Top Cluster utilization

See a list of the most utilized clusters. The chart shows these clusters, along with a count of actions for each. To drill down
into the cluster details, click the cluster name. To see and execute the specific actions, click the ACTIONS button for that
cluster. To see all the clusters in your environment, click SHOW ALL.

m  Optimized Improvements
Compare current resource utilization with the utilization you would see if you choose to execute all the pending actions.
m  Action history

You can see a history of all actions that have been recommended and executed, or of just the actions that have been
accepted and executed.

CLOUD View

When you set your session to the Global Scope, you can then select the CLOUD view. This shows an overview of your

cloud environment. If all your workload is on the public cloud, then you should use this as your starting point for a Workload
Optimization Manager session. If you have a hybrid environment (on-prem and on the public cloud), then you can refer to this
view to see a detailed cloud overview.

To view cloud cost information, you must have one or more public cloud targets set up in your Workload Optimization Manager
installation. For information about setting up public cloud targets, see Cloud Targets (on page 255).
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In this view, the Supply Chain shows all the cloud entities in your environment. The charts show details about your cloud
environment, including:

m  Overviews of pending actions
The overview includes the estimated monthly savings or cost associated with those actions.
m  Top Accounts utilization

See a list of the most utilized public cloud accounts. The chart shows these accounts, along with an estimate of the
monthly cost for each. To see all the cloud accounts in your environment, click SHOW ALL.

m  Necessary Investments and Potential Savings
For the current set of pending actions, these charts show the impact in dollar value. Necessary Investments are from

actions to provision more workloads or to resize workloads up. Potential Savings are from actions to resize down, or to
purchase discounts and put them into active use.

Charts that show your current discounts. For details, see Discounts (on page 126).
Billed Cost by Service

This chart shows costs over time for each cloud service that you use in your cloud accounts. For example, you can see the
cost for AWS CloudWatch, compared to the cost for AWS S3 storage.

Tracking Cloud Cost

Workload Optimization Manager tracks your cloud costs based on the cost information it discovers from targets (for example,
accounts, billing reports, and on-demand or discount costs) and price adjustments (on page 766).

NOTE:

It is possible for Workload Optimization Manager to report negative amounts. For example, when discounts are larger than
costs, the result is a negative amount. Currently, these amounts are not shown directly in cost-focused charts (such as the
Expenses charts). To check for any negative amounts, hover on a data point in a chart and then review the data in the tooltip.

Cost for Services

Workload Optimization Manager uses the billing reports from your cloud service providers, as they are associated with your
cloud targets. Workload Optimization Manager parses these reports to get cost breakdowns by service, service provider, Azure
Resource Group, and cloud account. You can see cost data in the Expenses charts and Cost Breakdown by Tag charts.

Workload Expenses

Workloads are the VMs running in your environment, or other hosted processes such as database servers and containers.
Workload Optimization Manager tracks the following expenses for your workloads:

m  Compute

For compute expenses Workload Optimization Manager uses hourly expense per template as specified in the associated
public cloud account.

m Storage

Workload Optimization Manager discovers the storage tier that supports a given workload, and uses the tier pricing to
calculate storage cost.

m License

For AWS environments, Workload Optimization Manager can calculate OS costs. To calculate the OS cost for a VM,
Workload Optimization Manager subtracts the template cost from the published workload cost. It assumes the difference
is the license cost for that workload. If the OS is open source, then there will be no difference, and license cost is zero.
Analysis does not consider AWS Marketplace costs.

For Azure environments, Workload Optimization Manager can track OS costs for existing VMs. For actions to purchase
reservations, Workload Optimization Manager does not include the OS cost. Analysis considers the base OS cost, but does
not consider additional costs for support or other add-on features that are bundled with the OS. The affected OS types are
Ubuntu PRO, SUSE 24/7, and RHEL with HA.

Workload Optimization Manager uses this cost information when making scaling decisions, both in real time and in plans. You
can see this information in Expenses charts and in the results of Migrate to Cloud plans.
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Costs for Dedicated Tenancy on AWS

When you create VMs on AWS, you can specify their tenancy. When you specify Dedicated Tenancy (DT), the VMs you create
are Amazon EC2 instances running on hardware that is dedicated to a single customer. To understand DT in the context of
Workload Optimization Manager, you should consider:

For AWS, the Workload Optimization Manager supply chain shows an Availability Zone as a Host. The supply chain
does not indicate whether certain VMs have tenancy dedicated to specific resources in the given availability zone. Also,
Workload Optimization Manager does not discover or show the costs for dedicated hosting of your workloads.

Pricing for DT workloads is different than pricing for Shared Tenancy. Workload Optimization Manager does not discover
that difference, and uses Shared Tenancy cost for the DT workloads. In action descriptions, the listed savings or
investments will be based on Shared Tenancy costs.

Workload Optimization Manager discovers the true costs of Rls for DT workloads. However, because the on-demand
VM costs are based on Shared Tenancy, Workload Optimization Manager can overstate the savings you would get for
purchasing and using Rl capacity. In most cases, recommendations to purchase Ris will be correct. However, the time to
achieve ROI could take longer than action descriptions and charts indicate.

Some instance types that are valid for Shared Tenancy are not valid for DT. To see which instance types are valid for your
DT VMs, consult the AWS documentation or your AWS representative.

Under some circumstances Workload Optimization Manager can recommend changing a workload to a valid instance
type for the tenant, even though the current type is already valid. This can happen when the instance type is not included
in the Offer File for the tenancy. For example, assume the t3a template family does not support dedicated tenancy.
However, assume that the user created a t3a instance with dedicated tenancy in the EC2 console. In that case, Workload
Optimization Manager will see this as a misconfiguration and recommend changing to a different instance type.

To address these issues, you can create groups that set a scope to your DT workloads. For example, you can use naming
conventions, tagging, or other means to identify your DT workloads. Then you can create dynamic groups based on those
indicators. With those groups, you can create policies and dashboards that correspond to the differences you see in your DT
environment. Use this approach to address issues for:

Available Instance Types

To resize a workload, Workload Optimization Manager generates an action to change that workload to a different instance
type. Because Workload Optimization Manager does not discover the difference between instance types that are valid for
DT and for Shared Tenancy, it can recommend scaling a DT workload to an unavailable instance type. To avoid this, create
a policy for the DT group, and exclude the unavailable instance types.

Displaying Costs
Workload Optimization Manager charts show the costs for your environment. If the scope includes Dedicated Tenancy
workloads, then the calculated cost will be incomplete. For example, since AWS does not return pricing data for converted

RIs (that is, Rls that have been exchanged at least once) that are on All Upfront payment plans, Workload Optimization
Manager does not include such RIs in its calculations of RI utilization or cost.

Use scope to minimize this effect. You can create separate dashboards for your DT and Shared Tenancy workloads.

Discounts

Workload Optimization Manager analysis takes advantage of cloud provider discounts to calculate optimal workload placement
and to arrive at the best possible costs for your deployments on the cloud. Workload Optimization Manager discovers the
following discounts:

AWS Reserved Instances (RIs) and Savings Plans
Azure reservations
Google Cloud committed use discounts

The Cloud View in the Homepage includes the following charts that show discount data:

m Potential Savings or Necessary Investments Charts (on page 663)
If Workload Optimization Manager has found actions you can take to improve performance or to reduce cost, then you can
see an overview of them in the Potential Savings or Necessary Investments charts. To see a listing of the specific actions,
click Show All at the bottom of the chart. For more about actions, see Workload Optimization Manager Actions (on page
549).
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m Discount Utilization (on page 714)

This chart shows how well you have utilized your current discount inventory (on page 711). The desired goal is to
maximize the utilization of your inventory and thus take full advantage of the discounted pricing offered by your cloud
provider.

m Discount Coverage (on page 709)

This chart shows the percentage of VMs covered by discounts. If you have a high percentage of on-demand VMs, you
should be able to reduce your monthly costs by increasing coverage. To increase coverage, you scale VMs to instance
types that have existing capacity.

m Discount Inventory (on page 711)

This chart lists the cloud provider discounts discovered in your environment.
m Recommended RI Purchases (on page 707)

Workload Optimization Manager can recommend purchasing instance types at a discounted rate to help you increase
the percentage of VMs covered by discounted pricing and reduce on-demand costs. This chart shows your pending
purchases. Download the list of purchases and then send it your cloud provider or representative to initiate the purchase
process.

NOTE:
Purchase actions should be taken along with the related VM scaling actions. To purchase discounts for VMs at their current
sizes, run a Buy VM Reservation Plan (on page 618).

Currently, Workload Optimization Manager can recommend purchase actions for AWS and Azure. Purchase actions for
Google Cloud will be introduced in a future release.

Configuring Targets

A target is a service that performs management in your virtual environment. Workload Optimization Manager uses targets to
monitor workload and to execute actions in your environment. When you configure a target, you specify the address of the
service, and the credentials to connect as a client to it.

For each target, Workload Optimization Manager communicates with the service via the management protocol that it exposes —
The REST API, SMI-S, XML, or some other management transport. Workload Optimization Manager uses this communication to
discover the managed entities, monitor resource utilization, and execute actions.

To configure a target, you will choose the target type, specify the target's address or key, and then provide credentials to
access the target. Workload Optimization Manager then discovers and validates the target, and then updates the supply chain
with the entities that the target manages.

NOTE:

Workload Optimization Manager regularly checks the status of your targets. If target discovery or validation fails, the Target
Configuration page updates the status. Under some circumstances, the target can become discoverable or valid again, but the
status does not update. In this case, select the target and then click Rediscover or Validate.

You have the option of using the enhanced target settings experience using the new target view. See Configuring Targets -
Enhanced View (on page 131).

For a list of supported targets and configuration requirements, see Target Configuration (on page 148).

Configuring a Target
1. Navigate to the Settings Page.

Click to navigate to the Settings Page. From there, you can perform a variety of Workload Optimization Manager
configuration tasks.

2. Choose Target Configuration.
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Click to navigate to the Target Configuration Page.

3. Review the list of targets.
€ Target Configurations NEW VIEW
All Targets Q = FILTER(1)
Public Cloud - 15
[ 28Targets
Private Cloud - 3
Cloud Native - 14 D VALIDWTED: OCT 5. 260, *
“Yljel.\l sar ]2 m VALIDATED: OCT §, 202... ¥
Orchestrator - 1
[_] VALIDATED: OCT 5, X ?
Applications and Databases - 3
Storage - 3 [_] WALIDATED: OCT 5, 2 ¥
Custam =1 D WALIBWTED: OCT §, 200, 3
Fabric and Metwork - 2 D VALIDATER: GCT 5, 2 »
Hyperconverged - 1
D VALIDATED: OCT §, 202.., ¥
This page lists all the targets that you currently have configured for Workload Optimization Manager. Click New View to
enable the enhanced target settings experience using the new target view. You can inspect or edit these targets, or add a
new target.
4. Filter the list of targets.
> Target Configurations NEW VIEW
S . J— ————
All Tafgets '-,-'\i s E i T FILTER (1 i
- ! i )
fPublic Cloud - 15 Y
1]
1 [ 28Targets
Private Cloud - 3 1
1]
1]
Clowd Native - 14 E D VALIDWTED: DCT 5, 3 »
1]
1]
1]
”YIJQI\I sar ]2 E ﬂ VALIDATED: OCT &, 202... »
Drchestrator - 1 E
: [_] WALIDWTED: BCT 5§, H
Applications and Databases - 3 E
1]
5[(|rﬂEL\l 3 E [_] VALIDATED: OCT 5, X »
1]
1]
Custom -1 E |:| VALIDWTER: OCT 5, 202 3
1]
1]
B By !
Fabric and Network - 2 E D VALIDWTED: OCT §, 200, ¥
1]
Hyperconverged - 1 i
* "; D VALIDATED: OCT &, 202.., »
For a long list of targets, you can:
m  Filter targets by target type.
m Use Search to filter targets by text string (partial matching is supported).
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m Use Filter to filter targets by status (for example, only show validated targets). You can also use Filter to sort targets by
name or status.

5. Select one or more targets to work with.
3= FILTER (1)
/ _
[] 28Targets ' €], REDISCOVER (&) VALIDATE []

H VALIDWATED: OCT 5 2022 1117, ¥
| VALIDATED: OCT &, 2022 1118, »

When you select a target you can:
m Rediscover

Direct Workload Optimization Manager to fully discover the entities that this target manages. This will rebuild the
topology that is associated with this target.

m Validate

Direct Workload Optimization Manager to validate its connection with the target. For example, if you create a new user
account on the target, you can edit the target connection to use that account, and then revalidate.

m Delete (delete icon)

When you delete a target, Workload Optimization Manager removes all the associated entities from the supply chain.
6. Expand an entry to see target details.

[] 28Targets

VALIDATED: OCT 5, 2002 1:17.... | |

TARGET STATUS LAST VALIDATION

validated Oct 5, 2022 1:17:17 PM
I_I VALIDATED: OCT 5, 2002 1:18... »

You can also click anywhere in the entry to edit the target's configuration. For example, if you entered the wrong username
or password, you can change those credentials and validate the target again.
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28 Targets
O

= e )
A
TARGET STATUS LAST VALIDATION Memmm— 4
Validated Qet 5, 2022 11717 PM
O EDIT HPE 3PAR Target
ADDRESS *
USERMAME *
PASSWORD *

E Use Secure connection

WEB SERVICES APl PORT

1
Tir

FILTER (1)

VALIDATED: OCT 5, 2022 1:17...

7. Create a new target and add it to Workload Optimization Manager.
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£ N
{ NEW TARGET fl
.

#

____________

Choose Target Category x

Applications and Databases

€ Choose Target Type

Cloud Native
Custom
Fabric and Metwork

Guest OS5 Processes

Hyperconverged

Hypervisor

Drymatrace AppOynamics instana
&
®© » /@
[ SOLServer Appinaghts
€ ADD Instana Target 7

Click New Target, select the target category and type, and then provide the address and credentials for that target.

After you add the target, the Target Configuration page refreshes to show the current validation status.

Configuring Targets - Enhanced View

In the enhanced target settings experience, you can easily view targets in a tabular form with improved search, sort, and
filtering capabilities. Targets with health issues are easily identified alongside information on who changed the target
configuration and when it was changed. The Target Details page for some target integrations communicate the stages of
validation and discovery, as well as any encountered error conditions to aid in troubleshooting your target configurations.
Related targets are also shown where applicable. Follow the instructions below to configure your target using the new view.

Validating

Validation is in progress.
Validated

Validation was successful. Workload Optimization Manager can now monitor the target and will start discovering the
entities that the target manages.

Validation Failed

Validation was unsuccessful. Expand the target to see additional information.
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NOTE:
To switch to the old target experience, navigate to Settings > Target Configuration and turn off New View at the top-right
section of the page. For information on the standard view, see Configuring Targets (on page 127).

To configure a target, you will choose the target type, specify the target's address or key, and then provide credentials to
access the target. Workload Optimization Manager then discovers and validates the target, and then updates the supply chain
with the entities that the target manages.

NOTE:

Workload Optimization Manager regularly checks the status of your targets. If target discovery or validation fails, the Target
Configuration page updates the status. Under some circumstances, the target can become discoverable or valid again, but the
status does not update. In this case, select the target and then click Rediscover or Validate.

For a list of supported targets and configuration requirements, see Target Configuration (on page 148).

Configuring a target using the enhanced view
1. Navigate to the Settings page.

Click to navigate to the Settings page. From there, you can perform a variety of Workload Optimization Manager
configuration tasks.

2. Choose Target Configuration.

<

[Target Configuration
Click to navigate to the Target Configuration Page.
3. Review the list of targets.

€ Target Configurations @ newview
All Targets (35) All Targets
Cloud Native (2) R = ADD FILTER
(ErEm(f}) O et Type Health + Last Madified Details
AT ) O Failed to connect to probe. Check 2 menths ago 4

O [cRimcaL] Discovery failed: CRITICAL: HttpC amonth ago 4

O [cRimcaL] Discovery failed: CRITICAL: Azure MA s’

D [ NORMAL | Validated MNiA 4

O [ NORMAL | Validated 2 months ago '

This page lists all the targets that you currently have configured for Workload Optimization Manager in a sortable table. The
table is sorted by target health by default. You can inspect or edit these targets, or add a new target.

4. Filter the list of targets.
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€» Target Configurations

All Targets (35)
Cloud Mative (2)
Custom (1)

Public Cloud (32)

All Targets

O 0Ooo 0O

a

Type t

For a long list of targets, you can:
a. Filter targets by target type.

b. Use Search to filter targets by Target Name using a text string (partial matching is supported).
c. Use Filter to filter targets by status (for example, only show validated targets). You can also use Filter to filter targets by

target type or health.

5. Select one or more targets to work with.

> Target Configurations

All Targets (35)

Cloud Mative (2)

Custom (1)

Public Cloud (32)

When you select a target you can:

m Rediscover

All Targets

O 0Oo0oo 0O

(]

Health +

[chimicaL]
[cRiTicaL]
[noRMAL |

[ moRMAL |

Health
[CRmcAL]
[CRimEAL]
[HoRMAL |

[moRmaL |

Failed to connect to probe. Check

Discovery failed: CRITICAL: HttpC

Discovery failed: CRITICAL: Azure

Validated

Validated

Failed to connect to probe. Check

Discovery failed: CRITICAL: HttpC

Discovery failed: CRITICAL: Azure

Validated

Validated

@ newview NEW TARGET

2 months ago

a month ago

MiA

NIt

2 menths ago

2 months ago

a month ago

MiA

MiA

2 menths ago

o 3= ADD FILTER

® newview NEW TARGET

Direct Workload Optimization Manager to fully discover the entities that this target manages. This will rebuild the

topology that is associated with this target.

m Delete

When you delete a target, Workload Optimization Manager removes all the associated entities from the supply chain.
6. View or edit the target details by clicking the icon under the Details column.
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€» Target Configurations

All Targets (35) All Targets

Cloud Mative (2)

Q,  Type to search

Custom (1) [ target Name Target Type Health 1 Status
s Eel ) O Failed to connect to probe. Check
O Discovery failled: CRITICAL: HitpC
O Discovery failled: CRITICAL: Azure
O [noRmAL | Validated
O [noRmAL ] Validated

@ newview NEW TARGET

3t ADD FILTER

£

Last Madified Details
2 manths ago s
a manth aga s
NiA 4
NiA 4
2 months ago 4

Use the target details page to view or edit target details. In addition to target details, this page shows the last discovered

and last modified dates, target health, state, and any related targets.

NOTE:
A value of "N/A" in the Last Modified column indicates that the target is a derived target, and therefore the details cannot
be edited.

AWS Billing ", 9 x

| MORMAL |

Last Discovered Last Modified By

(205, 0348 acministratar, 2 months age CURRENT STATE  RELATED TARGETS

3= CONFIGURATION Status Description
Validated

CUSTOM TARGET NAME *
Stages

ACCESS KEY *

7. Create a new target and add it to Workload Optimization Manager.

This target does not implement stages yet.

e e e T i e i e e i i e NP
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Choose Target Category x

€ Choose Target Type
Applications and Databases

Cloud Native ')
- \
Drymatrace AppOynamics
Custom
Fabric and Network @ oo

PRk SO Server
Guest OS5 Processes

Hyperconverged

€ ADD Instana Target
Hypervisar

O

IsEran

Instana

&

@

Appinsghts

Click New Target, select the target category and type, and then provide the address and credentials for that target.

After you add the target, the Target Configuration page refreshes to show the current validation status.

m Validating

Validation is in progress.
m Validated

Validation was successful. Workload Optimization Manager can now monitor the target and will start discovering the

entities that the target manages.
m Validation Failed

Validation was unsuccessful. Expand the target to see additional information.
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To perform Application Resource Management, Workload Optimization Manager models your environment as a market of buyers
and sellers linked together in a supply chain. This supply chain represents the flow of resources from the datacenter, through
the physical tiers of your environment, into the virtual tier and out to the cloud. By managing relationships between these buyers
and sellers, Workload Optimization Manager provides closed-loop management of resources, from the datacenter, through to
the application.

Reading the Supply Chain
By looking at the Supply Chain, you can see:
m  How many entities you have on each tier

Each entry in the supply chain gives a count of entities for the given type.
m  The overall health of entities in each tier
The ring for each entry indicates the percentage of pending actions for that tier in the datacenter. Ring colors indicate how

critical the actions are - Green shows the percentage of entities that have no actions pending. To get actual counts of
pending actions, hover on a ring to more details.
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m  The flow of resources between tiers

The arrow from one entry to another indicates the flow of resources. For example, the Virtual Machine entry has arrows to
Hosts and to Storage. If the VMs are running in a Virtual Data Center, it will have another arrow to that as well. This means
that your VMs consume resources from hosts, storage, and possibly from VDCs.

Listing Entities From the Home Page

The Supply Chain shows the relationships of entities in your environment. When you're on the Home Page with a global scope,
the supply chain filters its display according to the view you have chosen:

m  APPLICATIONS - All your Business Applications (on page 358)

m ON-PREM - All your on-prem entities

m  CLOUD - All your entities on the public cloud

To see a list of entities, click an entity tier in the Supply Chain.

LIST OF VIRTUAL MACHINES (173)

Working With a Scoped View

By default, the Home Page shows a Global view of your environment. To drill down into specifics of your environment, you can
set a scope to your Workload Optimization Manager session. A scoped view shows details about the specific entities in that
scope.

Once you have set a scope, you can use the Supply Chain to zoom in on a related tier to see details about the entities on that
tier.

If you find the current scope to be useful, you can save it as a named group. Using named groups is an easy way to return to
different scopes that you have saved.

Things You Can Do

m  Scoping the Workload Optimization Manager Session (on page 137)
= Navigating With the Supply Chain (on page 146)

m Viewing Cluster Headroom (on page 147)

Scoping the Workload Optimization Manager Session

The default scope for the Home Page shows an overview of the global environment. What if you want to focus on less than the
global environment? Assume you are responsible for a subset of workloads in your environment. This could be:

m  Workloads managed on a single host cluster
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The workloads in a single datacenter
A custom group of workloads you have created in Workload Optimization Manager

It's easy to set the session scope so that Workload Optimization Manager zooms in on the part of the environment that you want
to inspect. Once you set the scope, you can get a quick picture of system health for that scope. If you find a certain scope to be
useful, you can save it as a named group that you can return to later.

1.

Navigate to the Search Page.

Click to navigate to the Search Page. This is where you can choose the scope you want.
Choose the type of entities to search.

€ Search

Search within your infrasiructure

Accounts =

Application Servers

Applications

Billing Families I: select all (2)

Business Applications

Chassis 0o o= NAA AWS y
Clusters

Cantainers o o= * P A AN

Data Centers

Database Servers

In the Search Page, choose a type of entities that you want to search through. Find the list of entity types on the left. Select
All to search the complete environment. Or you can focus on entities by type, by groups, or by clusters. When you select an
entity type, the page updates to show all entities of that type.

Use Search to filter the listing.

For example, if you're showing All and you search for "Development”, then you will see all clusters, groups, and entities
with "Development" in their names.

DP\.‘P|DDI‘I"IPI'1I:: 3= FILTER

Development DCTClusterl
Development DC1\Cluster2

Development DC1VClusterl

SHOW ALL CLUSTERS

Data Centers

Development DC7 — \

28 P o o e P i e et

Expand an entry to see details.
For example, expand a group or an entity to see utilization details and pending actions.

NOTE:
For hosts in the public cloud, utilization and capacity for host and datacenter resources don't affect Workload Optimization
Manager calculations. When you expand an entry for a public cloud host, the details do not include information for these

resources.

138

Cisco Systems, Inc. www.cisco.com



Getting Started

== FILTER
Select all (5)
W -172.74
| eblogic-172. pp—
JMEMB|53.2% 60,0000 ms| 1.9 %
COLLECTION TIME HEAP RESPONSE TIME
PROVIDED PROVEDED PROVIDED
200 Threads |0 % 10TPS|14.2 % 16.9 GHz|0 %
THREADS TRAMSALCTION VIRTUAL OPU
PROVIDED PROVIDED CONSUMED
12GB[1.5% ACTIVE
WVIRTIUAL MEEMADRY
CONSUMED STATE
Pending Actions
1 Scale up Heap for Application Server Webloglc-172.74 from 0.34 GE 1o 0.44 GB
L I T T T e |

Select one or more entries to set the focus of the Home Page.

m  Choose an entity type on the left, and set the scope to one or more of those entities.

m For different types of groups, click to set a single group as your scope.

If you choose a category of entities to limit the list, then you can select one or more of the entities for your session scope.
After you select the entities you want to include in your scope, click SCOPE TO SELECTION to set the session scope to
those entities.

€ Search

Search within your infrastructure

Accounts Searct 3L ADD FILTER

App Component Specs

Application Components

Billing Families [[] selectall{20) ! [} SCOPE TO SELECTION
e i

SEVERITY

S

———

Business Applications i WA
opizer-Win-App
: u : ACTRVE H

Business Transactions !

i ]
Chassis E lapplication-identifier:dd-test-app-in-2-wms-...

]

|

Clusters

-

If you choose Groups or Clusters, then you can select a single entry to set the scope for your session. When you select an
entry in the list, that sets the focus of the Home Page. For example, if you select a cluster in the Search listing, you set the
Home Page focus to that cluster. Use the Home Page bread crumbs to set a different scope, or you can return to Search
and set a different scope from there.
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Overview Charts
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The Overview Charts show your environment's overall operating health for the current session scope. A glance at the Overview
gives you insights into service performance health, overall efficiency of your workload distribution, projections into the future,
and trends over time.

The charts in this view show data for the current scope that you have set for the Workload Optimization Manager session. For
the global scope, the charts roll up average, minimum, and peak values for the whole environment. When you reduce the scope
(for example, set the scope to a cluster), the charts show values for the entities in that scope.

Some charts included in this view are:
m  Pending Actions

See all the actions that are pending for the current scope.
m  Health

Quickly see the health of the entities in this scope- How many entities have risks, and how critical the risks are.
m  Optimized Improvements

A comparison of utilization in your environment before executing the pending actions, and then after.

m  Capacity and Usage
This chart lists resources that are used by the current scope of entities, showing utilization as a percentage of the capacity
that is currently in use.

m  Multiple Resources

See the utilization over time of various resources that are used by the current scope of entities.
m  Top Entities

For example, Top Virtual Machines. These charts list the top consumer entities in the current scope.

m  Risks Avoided
Each action addresses one or more identified risks or opportunities in your environment. This chart shows how many risks
have been addressed by the executed actions.

m  Accepted Actions

This chart shows how many actions have been executed or ignored, and whether they have been executed manually or
automatically.
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What You Can Do:

m  Set scope: See Scoping the Workload Optimization Manager Session (on page 137)
m Create new charts: See Creating and Editing Chart Widgets (on page 656)

Setting Chart Focus

The charts update to reflect the focus that you have set for your viewing session. While viewing the Overview Charts, you can
set the focus in different ways:

m  Set Supply Chain Focus

Choose a tier in the supply chain to set the view focus - see Navigating With the Supply Chain (on page 146)
m  Set Scope

Use Search to set the scope of the viewing session - see Scoping the Workload Optimization Manager Session (on page

137)

Chart Time Frame

24241 7D M 1Y 4 )

® 2] ®

May 10, 02:00 After Actions
PM

You can set a time frame from recent hours to the past year (1), and set that to the charts in the view. Use the Time Slider to
set specific start and end times within that range (2). The green section in the slider shows that you can set the time range to
include a projection into the future. For this part of the time range, charts show the results you would see after you execute the
current set of pending actions.

For most charts, you can also configure the chart to hard-code the time range. In that case, the chart always shows the same
time scale, no matter what scale and range you set for the given view.

Note that Workload Optimization Manager stores historical data in its database. As you run Workload Optimization Manager in
your environment for more time, then you can set a time range to show more history.

Details View

The Details View shows more details about the entities in your session scope. These charts focus on the utilization of resources
by these entities, so you can get a sense of activity in that scope over time.
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What You Can Do:

m  Set scope: See Scoping the Workload Optimization Manager Session (on page 137)
m Create new charts: See Creating and Editing Chart Widgets (on page 656)

Setting Chart Focus

The charts update to reflect the focus that you have set for your viewing session. While viewing the Overview Charts, you can
set the focus in different ways:

m  Set Supply Chain Focus

Choose a tier in the supply chain to set the view focus - see Navigating With the Supply Chain (on page 146)
m  Set Scope

Use Search to set the scope of the viewing session - see Scoping the Workload Optimization Manager Session (on page

137)

Chart Time Frame

24241 7D M 1Y 4 )

® 2] ®

May 10, 02:00 After Actions
PM

You can set a time frame from recent hours to the past year (1), and set that to the charts in the view. Use the Time Slider to
set specific start and end times within that range (2). The green section in the slider shows that you can set the time range to
include a projection into the future. For this part of the time range, charts show the results you would see after you execute the
current set of pending actions.

For most charts, you can also configure the chart to hard-code the time range. In that case, the chart always shows the same
time scale, no matter what scale and range you set for the given view.

Note that Workload Optimization Manager stores historical data in its database. As you run Workload Optimization Manager in
your environment for more time, then you can set a time range to show more history.
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Scope Policies

OVERVIEW  DETAILS LIST OF VIRTUAL MACHIMES (1) ACTIONS (1)
VM Policies
EA - Advanced Engineering - AvailabilitySet:MC_adveng_aks-cluster_gast... ENABLED

NEW POLICY o

VM Settings

+ ACTION AUTOMATION
+ ACTION ORCHESTRATION

+ OPERATIONAL CONSTRAINTS

9 + SCALING CONSTRAINTS

The Policy View gives you a look at the Automation Policies that are set for the entities in the current scope. For each policy, you
can see whether it is enabled. In addition,

1. To create a policy, click New Policy. When you create a new policy, it automatically includes the current scope. You can
add other groups to the policy scope.

NOTE:

You can enable more than one policy for the same scope. If two policies apply different values for the same setting, then
the most conservative value takes effect.

2. To edit a policy, click the policy name. You can then change the policy settings and whether the policy is enabled.

3. To see the current policy settings, expand a settings category. For each setting, you can see which policy determines the
value - either the default policy or a custom policy that is applied to this scope.

For more information, see Automation Policies (on page 726).

Entity Placement Constraints
' VM Placement Constraints

= PROVIDERS

CURRENT PFLACEMENT OTHER POTENTIAL PLACEMENT

Host del T-host-01.eng.vmturko.com 4 Hosts

When you drill down to a single entity, you can see details about the entity's relationships in the supply chain. This shows you
which entities provide resources to this entity. When considering providers for this entity, you can see the name of each current
provider, and how many alternative providers Workload Optimization Manager can choose from if the current one becomes
overutilized.
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Reviewing the constraints on an entity helps you understand the actions that Workload Optimization Manager recommends. If an
action seems questionable to you, then you should look at the constraints on the affected entities. It's possible that some policy
or constraint is in effect, and it keeps Workload Optimization Manager from recommending a more obvious action.

Experimenting With Placement Constraints

For each provider or consumer in the list, you can open a Constraints fly-out that gives more details about limits on the current
element's supply chain relationships.

For example, assume the PROVIDERS list shows your VM's CURRENT PLACEMENT is on Host A, and for OTHER POTENTIAL
PLACEMENT you see that Workload Optimization Manager can choose from 4 hosts. When you click Constraints, the flyout
displays a list of host constraints that currently result in the four potential hosts (1) for this VM.

Host Constraints For "Oracle11g-Win-172.32" x

When you add constraints, you limit the placement decisions Turbonomic can make for your VM. Remaowve
unnecessary constraints so Turbonomic can discover more placement options.

CONSTRAINT TYPE SCOPE NAME SOURCE POTENTIAL HOSTS
Cluster boundaries ACMMACM Cluster wCenter
Datacenter boundaries ACM wlaner
Datastons Commodity QE4ACM wlantes

Metwork boundaries Turbonomis

Segmentation Commadity My Placement Policy Turbonomic
LicenseAcoessCommadiny Lirau Turonome
OTENTIAL HOSTS: 4 n e FIND MORE PLACEMENT OPTIONS

The list information includes:

CONSTRAINT TYPE

Most constraints are boundaries that are inherent in your environment such as a cluster boundaries or a networks, or the
can be constraint rules such as discovered HA or DRS rules authored Workload Optimization Manager placement policies
(sometimes called segments)

SCOPE NAME
For a given rule or constraint, the scope to which it was applied.
SOURCE

If this is a discovered constraint, the source shows the type of target that imposes this constraint. For example, for a DRS
rule the source will be vCenter.

POTENTIAL HOSTS

For the given constraint, how many hosts that constraint allows. To see a list of the potential hosts, click the POTENTIAL
HOSTS value.

To dig deeper into how these constraints affect your entity, click FIND MORE PLACEMENT OPTIONS (2). This puts you into

a simulation mode that you can use to experiment with changing the effective constraints. For example, you might see that a
cluster boundary is limiting your placement possibilities, and you would like the option to place the current VM on other clusters.
Armed with this information, you could navigate to Policies and create a Merge Cluster policy.
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In this mode you can enable and disable different combinations of constraints (1). As you do, the POTENTIAL HOSTS (2) label
updates to show how many hosts are available to your entity. For example, by turning off the 4-Host constraints, you have 12

potential hosts for this VM. To see the resulting list of hosts, click the POTENTIAL HOSTS label (3).

List of Entities

44 Virtual Machines
Q. gearc

Expand All | Collapse All Active | All o B\,r Virtual CPU | = By Severity | By Name | By L.l'.ilizcﬂion:E

j<2-32-VM
5206 GHz | 5.00% 3999GB | 1250 % IDLE
268THB | 002% 260 GHz | 0.00% 500GB |

iometar Vi <
i-25-38-VM <
shai-les!-4 <

' LN e el e i e i L e - ot —1

The list of entities is a quick way to drill down to details about your environment.

1. You can sort the list of entities by various categories.
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2.  You can see specifics about resource consumption or state. For example, you can see the amount of capacity that has
been assigned to a VM that is currently idle.

This list always updates to reflect the focus you have selected in the Supply Chain Navigator. When you select an entity type in
the supply chain, the entities list updates to show the entities of that type for your current scope. For example, select Host to
see a list of hosts in the current scope. For more information, see Navigating with the Supply Chain (on page 146).

Navigating With the Supply Chain

10

Business Application

}

Ie

5) |
|
|

Application

}

1
10 — Baidd

Database Server Viriwal Machine

}
6337 ‘_id%
b/

Volume Wirtual Data Center

103 | +=—e r&g

After you have set the scope of your Workload Optimization Manager session, you can use the Supply Chain to change the
focus of the main view, and see details about different types of entities within the current scope.

Drilling Down in a Scoped Session

When you set a scope to your Workload Optimization Manager session, the Home Page shows information about your
environment, including:

m  Overview

Charts and lists to give you an overview of your environment for the current scope. This overview corresponds to all the
entities in scope.

Details - Charts that give you a more detailed look at your environment for the given scope

Policies - Any policies that are defined for the entities in the current scope

Entity Lists - Details about the entities in the current scope

Pending Actions - Actions that are pending for any entities in the current scope

The Supply Chain shows the currently selected tier of entities. The change the focus of the scoped view, select different tiers
in the Supply Chain. The Policies, Entities List, and Pending Actions tabs update to focus on the tier you selected. These tabs

show information for all the entities of that type that are in the current scope. For example, if you click the Host tier, these tabs
update to show information about the hosts in your current scope.
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To zoom in on a specific entity, you can click its name in the Entities List. This sets the scope to that specific entity. To return to
the previous scope, use the browser's Back button.

Viewing Cluster Headroom

Exhaustion Time i CPU Headroom I
CPU EXHAUSTION
in 22 days
MEMORY EXHAUSTION
in 4 days
STERAGE EXHALSTION
in 74 days
2311” T eRgw Defaul =
VL VI TEMFLATE Mermory Headroom i Starage Headroom i

Default = Dot =

Cluster headroom shows you how much extra capacity your clusters have to host workloads. When you set the scope to a
cluster, the Home Page then includes charts that show headroom for that cluster, as well as time to exhaustion of the cluster
resources.

To view cluster headroom:

1. Navigate to the Search page.

2. Choose the Clusters category.

3. Select the cluster you want to view.

4. When the Home Page displays, scroll down to show the headroom charts.

Make sure you have selected the Host tier in the supply chain navigator.

To calculate cluster capacity and headroom, Workload Optimization Manager runs nightly plans that take into account the
conditions in your current environment. The plans use the Economic Scheduling Engine to identify the optimal workload
distribution for your clusters. This can include moving your current VMs to other hosts within the given cluster, if such moves
would result in a more desirable workload distribution. The result of the plan is a calculation of how many more VMs the cluster
can support.

To calculate VM headroom, the plan simulates adding VMs to your cluster. The plan assumes a certain capacity for these VMs,
based on a specific VM template. For this reason, the count of VMs given for the headroom is an approximation based on that
VM template.

To specify the templates these plans use, you can configure the nightly plans for each cluster. For more information, see
Configuring Nightly Plans (on page 637)
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A target is a service that performs management in your virtual environment. Workload Optimization Manager uses targets to
monitor workload and to execute actions in your environment. Target Configuration specifies the ports Workload Optimization
Manager uses to connect with these services. You must install Workload Optimization Manager on a network that has access to
the specific services you want to set up as targets.

For each target, Workload Optimization Manager communicates with the service via the management protocol that it exposes —
The REST API, SMI-S, XML, or some other management transport. Workload Optimization Manager uses this communication to
discover the managed entities, monitor resource utilization, and execute actions.

NOTE:

Workload Optimization Manager does not support duplicate instances of the same target. When configuring targets, you must
not configure two or more targets to the same address in your environment. For example, you must not configure two different
targets to the same AWS account, nor two targets to the same vCenter Server instance.

If you do configure duplicate targets, then actions can fail to execute with an error that begins: Anal ysi s Excepti on
occurred. ..

To resolve this issue, identify the duplicate targets, and delete them until you have only one target for each address.

End-of-life (EOL) notice: When a specific release or version of an integration partner technology reaches end-of-life (EOL)

or its end of support date, Workload Optimization Manager no longer provides support for that version. Workload Optimization
Manager follows integration partners' official EOL timeline for version support. Targeting a non-supported version, or one that is
no longer supported by the vendor, is at your own risk.

You can assign instances of the following technologies as Workload Optimization Manager targets.
m  Applications and Databases

— Apache Tomcat 7.x, 8.x, and 8.5.x

— AppDynamics 4.1+

— Applnsights

— Datadog

— Dynatrace 1.1+

— IBM WebSphere Application Server 8.5+
— Instana release-242 or later

— JBoss Application Server 6.3+

- JVM 6.0+

— SQL Server 2012, 2014, 2016, 2017, 2019, and 2022
- MySQL 8.0

—  NewRelic

— Oracle 11g R2, 12c, 18c, and 19c

148 Cisco Systems, Inc. www.cisco.com



Target Configuration

— Oracle WebLogic 12¢
m  Cloud Native

— Kubernetes 1.11, including any compliant k8s distribution (Rancher, Tanzu, open source, etc.)
— Cloud-hosted k8s services (AKS, EKS, GKE, IBM, Cisco IKS, ROKS, ROSA, etc.)
— Red Hat OpenShift 3.11 and higher (OCP 4.x)
m  Fabric and Network
— Cisco UCS Manager 3.1+
— HPE OneView 3.00.04
m  Guest OS Processes

—  SNMP
—  WMI: Windows versions 8 / 8.1, 10, 2008 R2, 2012 / 2012 R2, 2016, 2019 and 7
m  Hyperconverged

— Cisco HyperFlex 3.5
— Nutanix Community Edition
- VMware vSAN

m  Hypervisors

— IBM PowerVM 8, 9, 10
— Microsoft Hyper-V 2012 R2, Hyper-V 2016, Hyper-V 2019, Hyper-V 2022
— VMware vCenter 7.0 and 8.0
m  Orchestrator
— ActionScript
— Flexera One
—  ServiceNow
m  Private Cloud
—  Microsoft System Center 2012 R2 Virtual Machine Manager, System Center 2016 Virtual Machine Manager, System
Center Virtual Machine Manager 2019, System Center Virtual Machine Manager 2022
m  Public Cloud
— Amazon Web Services (AWS)
- AWS Billing
—  Azure Service Principal
—  Azure Billing
—  Microsoft Enterprise Agreement
— Google Cloud
— Google Cloud Billing
m  Storage
— EMC ScalelO 2.x and 3.x
- EMC VMAX using SMI-S 8.1+
— EMC VPLEX Local Architecture with 1:1 mapping of virtual volumes and LUNs
—  EMC XtremlO XMS 4.0+
— HPE 3PAR InForm OS 3.2.2+, 3PAR SMI-S, 3PAR WSAPI
— IBM FlashSystem running on Spectrum Virtualize 8.3.1.2 or later (8.4.2.0 or later recommended)
—  NetApp Cluster Mode using ONTAP 8.0+ (excluding AFF and SolidFire)
— Pure Storage F-series and M-series arrays running Purity 5.3.6 (Pure API 1.6)
m  Virtual Desktop Infrastructure

—  VMware Horizon
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Transport Layer Security Requirements

Workload Optimization Manager requires Transport Layer Security (TLS) version 1.2 to establish secure communications with
targets. Most targets should have TLS 1.2 enabled. However, some targets might not have TLS enabled, or they might have

enabled an earlier version. In that case, you will see handshake errors when Workload Optimization Manager tries to connect
with the target service. When you go to the Target Configuration view, you will see a Validation Failed status for such targets.

If target validation fails because of TLS support, you might see validation errors with the following strings:

m No appropriate protocol
To correct this error, ensure that you have enabled the latest version of TLS that your target technology supports. If this
does not resolve the issue, please contact Cisco Technical Support.

m Certificates do not conformto algorithmconstraints
To correct this error, refer to the documentation for your target technology for instructions to generate a certification key

with a length of 2048 or greater on your target server. If this does not resolve the issue, please contact Cisco Technical
Support.

Adding and Removing Targets

The target services your Workload Optimization Manager installation will manage appear in the Target Configuration list. You can
add, remove, and edit entries in this list. Note that the target service’s account must be configured with privileges that support
the Workload Optimization Manager activities you want to perform. For example, the following list shows how vCenter privileges
correspond to activities Workload Optimization Manager can perform:

Read Only — Enables Workload Optimization Manager monitoring and simulation (what-if scenarios) only

vCenter Administrator — Enables Workload Optimization Manager monitoring, simulation (what-if scenarios), and
automation functions

m  Enable Datastore Browse — Enabling this property for the account gives Workload Optimization Manager the privileges it
needs to enable its storage management functionality

Adding Targets
To add a target service, click the Target Configuration button, provide the requested information, and click Apply to validate
those targets and start a new discovery.

NOTE:

As you add targets, be sure not to add duplicate entries for the same target.
Typical information you provide includes:

m Target Type — Choose among the supported technologies

After you choose the technology, then choose the specific target type for that technology. For example, for Cloud
Management, you can choose AWS.

Hostname or IP address — The address of the target service you want to add

User Name — A valid account username for the target service

Password — A password for the target service account

Removing Targets

To remove a target, select the entry in the list and then click Delete.

Applications and Databases Targets

Applications and Databases targets support domains of particular application servers that are controlled by management
servers. For such managed domains you will add the management server as a target, and Workload Optimization Manager will
discover the managed application servers.
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NOTE:

As it manages your applications environment, Workload Optimization Manager discovers connected application components to
stitch them into a supply chain of entities. For connections that are made by name and not IP address, Workload Optimization
Manager makes DNS calls to resolve these names to IP addresses. This can happen during repeated discovery cycles.

Supply Chain

Applications and Databases targets add Business Application, Business Transaction, Service, Application Component,
Application Server, and Database Server entities to the supply chain. You can navigate to the associated target page to see how
these entities map to the target nomenclature.

Apache Tomcat

Workload Optimization Manager supports connecting to individual Tomcat targets. Workload Optimization Manager connects
to the Tomcat process as a remote client via remote JMX access. Target configuration includes the port used by the JMX/RMI
registry.

Prerequisites
m A valid JMX user account for the Tomcat server.

If Tomcat security is enabled, this must be a Tomcat JMX user with a r eadonl y role.

Tomcat should run on JVM version 7 or 8

For VMware environments, VMware Tools must be installed on the VM that hosts the Tomcat server. For Hyper-V
environments, Hyper-V Integration Services must be installed.

This ensures that the VM hosting the Tomcat server can get its IP address.

Remote JMX access is enabled through a port that is opened to the firewall.

Discovered infrastructure.

Workload Optimization Manager discovers Tomcat servers that are running on VMs or containers. The hosting VM or
container must already be in your Workload Optimization Manager inventory.

To set the target for a server running on a VM, you must have first discovered the hosting VM through a Hypervisor target.
To set the target for a server running in a container, you must have configured container discovery for Tomcat applications.

-~ For information about container targets, see Kubernetes Platform Targets (on page 197)
— For information about hypervisor targets, see Hypervisor Targets (on page 222)

Configuring JMX Remote Access

Workload Optimization Manager monitors and controls the Tomcat server via JMX Remote access. You must configure a JMX
Remote port.

Note that to work with a firewall you should also set the RMI Server port — If you don’t set an RMI port, then JMX sets an
arbitrary ephemeral port, and you can’t guarantee that the port will be open to your firewall.

There are two ways to set JMX Remote port on Linux platforms:
m Ports specified as system properties
You can set the port via the system property, com sun. managenent . j nxr enot e. port . For example:

com sun. managenent . j nxr enot e. port =8050

A common way to set this property is to declare it in the CATALI NA_OPTS system variable — You can set this in the
set env. sh script. For example:

CATALI NA_OPTS="$CATALI NA_OPTS

- Dcom sun. managenent . j nxr enot e
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- Dcom sun. managenent . j nxr enot e. port =8050"

export CATALI NA OPTS

Note that this sets the JMX Remote port, but it does not set the RMI Server port — Tomcat startup will specify an ephemeral
port for the RMI server.
m Ports specified in a JMX Remote Lifecycle Listener

This listener component fixes the ports used by the JMX/RMI Server. When you configure the listener, you specify both the
JMX Remote port and the RMI Server port. This is the preferred method when working with a firewall. For more information,
see the Apache Tomcat documentation.

On Windows, the typical installation is with Tomcat as a service. There are two ways to set the JMX Remote port:

m Via setenv.bat
Add the property to the CATALI NA_OPTS environment variable:

set " CATALI NA OPTS=%CATALI NA_OPTS% - Dcom sun. nanagenent . j nxr enot e. por t =8050"

m  Use the Tomcat configuration utility (tomcat7w or tomcat8w)

Set the port with the following command:
- Dcom sun. managenent . j nxr enot e. por t =8050"

To discover the JMX port that is set to an already running Tomcat, you can look in the following locations:

m  For Linux platforms, look in the configuration files — Either:

- set env. sh — Assuming you configured the port by adding it to the CATALI NA_OPTS environment variable

—  $CATALI NA HOVE/ conf/ server. xm — Assuming you configured a JMX Remote Lifecycle Listener in this file
m  For Windows platforms, look in:

- setenv. bat — Assuming you configured the port by adding it to the CATALI NA OPTS environment variable

— The Windows registry — Assuming you installed Tomcat as a Windows service using the Tomcat Configuration utility

Adding a Tomcat Target
You can add an individual Tomcat server as a target, or you can add all matching servers within a given scope.
To add a server as a target, specify:
m Target Name
Name displayed in the Workload Optimization Manager Ul
m  Username
Username of an account with the Admin role
m  Password
Password of an account with the Admin role
m  Scope

A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.

The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group can result in poor performance for discovery and monitoring. To target a larger number of VMs by scope, you should
split them across smaller groups and set each group as the scope for a separate target.

m  JMX Remote Port
A JMX port that is set to an already running Tomcat process.
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m  Full Validation

When selected, Workload Optimization Manager will require all database servers hosted on the VMs in the selected scope
to be a valid target. If Workload Optimization Manager is unable to authenticate a database server in the scope, the target
will not validate and data will not be collected.

m  Proxy Host

The address of the proxy used for this target. Only fill out proxy information if you connect to the AppDynamics instance via
a proxy.
m  Proxy Port

The port to use with the proxy specified above. By default, this is 8080.
m  Proxy Username

The username to use with the proxy specified above.
m  Proxy Password

The password to use with the proxy specified above.
m  Secure Proxy Connection

When checked, Workload Optimization Manager will connect to the proxy via HTTPS.

Monitored Resources
Workload Optimization Manager monitors the following resources:
m  Application Component

—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
—  Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.
— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
—  Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Threads

Threads is the measurement of thread capacity utilized by applications.
— Connection

Connection is the measurement of database connections utilized by applications.
— Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).
m Virtual Machine
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
— Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.

Actions
Workload Optimization Manager can recommend the following actions:
m Application Component (Tomcat Application)

— Resize Heap
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This action can only be executed outside Workload Optimization Manager.
— Resize Thread Pool

This action can only be executed outside Workload Optimization Manager.
— Resize Connection Capacity
This action can only be executed outside Workload Optimization Manager.
m Virtual Machine
— Provision additional resources (VMem, VCPU)
- Move Virtual Machine
—  Move Virtual Machine Storage
— Reconfigure Storage
— Reconfigure Virtual Machine
— Suspend VM
—  Provision VM

Application Insights

IMPORTANT:
The Application Insights target has been deprecated and is targeted to be removed from the product by the end of 2023.

Workload Optimization Manager supports workload management of the application infrastructure monitored by Application
Insights via the Workload Optimization Manager integration, which provides a full-stack view of your environment, from
application to hosting server. With information obtained from Application Insights, Workload Optimization Manager is able
to make recommendations and take actions to both assure performance and drive efficiency with the full knowledge of the
demands of each individual application.

Prerequisites
m A valid Application Insights user account with the same permissions detailed for Microsoft Azure (on page 295) targets.

Adding an Application Insights Target

NOTE:
If an application is monitored by Application Insights or Azure, do not add it as a separate Workload Optimization Manager

application target.
To add Application Insights as a target, specify:
m  Unique Target Description

A user-created name that will appear in the Workload Optimization Manager UI.
m  Tenant Name

The tenant associated to the Azure subscription associated to Application Insights.
m  Azure Subscription ID

The ID of the Azure subscription with access to the Azure target associated to Application Insights.

m ClientID
The Client ID of the App registration that gives Workload Optimization Manager access to resources in your Azure
subscription.

m Client Secret Key

The secret key for the App registration.
m  OfferID

If applicable, the Azure Offer ID related to the Azure subscription.
m  Enrollment Number
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If an Azure EA account, the enrollment number associated to the Azure subscription.
m  Proxy Host
The address of the proxy used for this target. Only fill out proxy information if you connect to the AppDynamics instance via
a proxy.
m  Proxy Port
The port to use with the proxy specified above. By default, this is 8080.
m  Proxy Username
The username to use with the proxy specified above.
m  Proxy Password
The password to use with the proxy specified above.
m  Secure Proxy Connection
When checked, Workload Optimization Manager will connect to the proxy via HTTPS.

Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

Application Insights Workload Optimization Manager

Application Application Component

Stitching Application Insights Applications to the Workload Optimization Manager
Environment

Each application monitored by Application Insights can have several associated applications, and each of these applications
can be deployed on a different hosting server. Likewise, a hosting server may host multiple groups or partial groups of multiple
applications.

In order to accurately stitch metrics from Application Insights, the host name or IP address of the hosting server must be
discoverable through the Application Insights instance. For most monitored application instances, this is automatic. If the hosting
server is not discoverable, Azure tags on the application can be provided to indicate the IP address or hostname.

You can provide an Azure tag in the following name : value format:
CWOMt Host - Name : Rol el nst ance=host nanme; Rol el nst ance=host nane; Rol el nst ance=host nane;

In the preceding example, Rol el nst ance is the name of the application instance, and host nane is the
hosting server. For example: CWOM Host - Nanme : cl ust er - app-a=120. 120. 120. 10; cl ust er - app-
b=120. 120. 120. 11; cl ust er-app- ¢=120. 120.120. 12;.

NOTE: If these tags are provided, they will replace any values discovered through the Application Insights API.

Monitored Resources

Workload Optimization Manager monitors the following resources:

NOTE:
The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may
see.

m  Application Component
—  Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
— Response Time
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Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Actions

NOTE:
The specific actions that Workload Optimization Manager recommends can differ, depending on the processes that Workload
Optimization Manager discovers.

For other application components, Workload Optimization Manager can recommend actions based on the resources it can
discover for the application. For example, Node.js® applications report CPU usage, so Workload Optimization Manager can
generate vVCPU resize actions and display them in the user interface.

Workload Optimization Manager can recommend the following actions:
m  Application Component
— Suspend VM
This action can only be executed outside Workload Optimization Manager.
—  Provision VM

This action can only be executed outside Workload Optimization Manager.

Cisco AppDynamics

Workload Optimization Manager supports workload management of the application infrastructure that is monitored by
AppDynamics, via adding the AppDynamics instance to Workload Optimization Manager as a target.

The Workload Optimization Manager integration with AppDynamics provides a full-stack view of your environment, from
application to physical hardware. With information obtained from AppDynamics, Workload Optimization Manager is able to make
recommendations and take actions to both assure performance and drive efficiency with the full knowledge of the demands of
each individual application.

In its default configuration, the AppDynamics target collects up to 1100 AppDynamics nodes within the default collection period
when a proxy is used, and up to 5000 nodes when no proxy is required. Larger AppDynamics environments are expected to
take longer than one cycle to collect complete data.

NOTE:

For Kubernetes environments, Workload Optimization Manager stitches New Relic, AppDynamics, Instana, and Dynatrace
containerized application components into the supply chain to provide a unified view of your applications. For more information,
see Cloud Native Targets (on page 197).

Prerequisites
m A valid AppDynamics user account.

For all types of application instances, the service account must have the Read Onl y User role. For monitoring database
instances, this user must also have the DB Moni t ori ng User role.

NOTE:

In newer versions of AppDynamics where these roles are available, they should be used instead:
— Applications and Dashboards Viewer

— DB Monitoring User

— Server Monitoring

To use a custom role, ensure that the role has the Vi ew Server Vi si bil ity permission for both applications and
databases.
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AppDynamics Database Servers

AppDynamics also monitors database servers. For your database servers to be correctly stitched to the rest of your
environment, you must:

Enable enhanced metric collection.

For Hyper-V hosts, you must install Hyper-V Integration Services on the target VM hosting the database. For more
information, refer to the following integration services TechNet article:

https://technet.m crosoft.com en-us/library/dn798297%28v=ws. 11929. aspx

For VMware hosts, you must install VMware Tools on the target VMs.
Ensure that the database name in AppDynamics is resolvable to an IP address by the Workload Optimization Manager
instance.

You may need to make changes to your DNS or the file / et ¢/ r esol v. conf on the Workload Optimization Manager
instance.

Adding an AppDynamics Target

NOTE:
It is possible to monitor certain applications or database servers with both AppDynamics and Workload Optimization Manager,
but this must be avoided as it causes the entities to appear duplicated in the market.

If an application is monitored by AppDynamics, do not add it as a separate Workload Optimization Manager application target.

To add an AppDynamics instance as a target, specify:

Hostname or IP Address

The hostname or IP address of the AppDynamics controller instance.
Port

The port that is used to connect to the AppDynamics controller. By default, this is set to ports 80 (HTTP) and 443 (HTTPS).

NOTE:
For SaaS-based AppDynamics instances, you must use port 443.

Username or API Client Name@Account

Username and account ID with the necessary roles. The user must have the "Read Only User" and "DB Monitoring User"
permissions.

The username can be found on the License > Account page in AppDynamics. For oAuth authentication, the username
must be user-defined as an API Client.

The format must be Central ID@tenant, where Central ID can be either a username or an email ID and tenant is not a
domain. If the Central ID is an email ID (such as user@domain), you must type %40 instead of "@" in front of the domain
since Central IDs must be URL encoded. The "@" symbol is accepted as a delimiter between the Central ID and tenant only.

Examples: <username>@tenant or <user%40domain>@tenant.

NOTE:
The Central ID cannot contain any of the following special characters:
\V /" [ ] ] <>+=;, 2%, tab space @

For Central IDs containing the "@" symbol, URL encode the "@" character as %40.
Password or Client Secret

Password for the account used to connect to the AppDynamics instance. For oAuth, this is the client secret key.

NOTE:
The password cannot contain any of the following special characters:
\ /" []:] <>+=3;,?2* ' tab space @

For passwords containing the "@" symbol, URL encode the "@" character as %40.
Collect Virtual Machine Metrics
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Whether to collect VM metrics from this target. When Collect Virtual Machine Metrics is turned on, Workload Optimization
Manager uses the VM metrics that it collects from this target, instead of the VM data that can be collected from related
infrastructure targets.

Secure Connection

When checked, Workload Optimization Manager will connect via HTTPS. Make sure that the requiredcertificate is
configured for use on the host.

Use API Client (OAuth)

When checked, enables Open Authorization (OAuth) token-based authentication for the target connection.
Proxy Host

The address of the proxy used for this target. Only complete proxy information if you connect to the AppDynamics instance
via a proxy.

Proxy Port

The port to use with the proxy specified above. By default, this is 8080.

Proxy Username

The username to use with the proxy specified above.

Proxy Password

The password to use with the proxy specified above.

Secure Proxy Connection

When checked, Workload Optimization Manager will connect to the proxy via HTTPS.

For more information about creating API client users, see the AppDynamics Documentation.

Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

AppDynamics Workload Optimization Manager
Business Application Business Application

Business Transaction Business Transaction

Tier Service

Node Application Component
Database Database Server

Machine (when the machine type is Container) Container

Server Virtual Machine

Monitored Resources

Workload Optimization Manager monitors the following resources:

NOTE:
The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may
see.
m  Application Component
— Connection
Connection is the measurement of database connections utilized by applications.
—  Heap
Heap is the portion of a VM or container’s memory allocated to individual applications.
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This commodity applies to Java, .NET, and Node.js only.

— Remaining GC Capacity
Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Threads
Threads is the measurement of thread capacity utilized by applications.
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
—  Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
This commodity applies to Java, .NET, and Node.js only.
-~ Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.
This commodity applies to Java, .NET, and Node.js only.
m Business Application
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m Business Transaction
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m Database Server
— Connection
Connection is the measurement of database connections utilized by applications.
This commodity applies to MongoDB only.
— DB Cache Hit Rate

DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.

This commodity applies to SQL and Oracle only.

— Transaction Log
Transaction log is the measurement of storage capacity utilized by a Database Server for transaction logging.
This commodity applies to SQL only.

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
This commodity applies to SQL, MySQL, and Oracle only.

m  Service

— Response Time
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Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

For Kubernetes, this is the desired weighted average response time of all Application Component replicas associated
with a Service.

Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.

For Kubernetes, this is the maximum number of transactions per second that each Application Component replica can
handle.

m Virtual Machine

Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.

NOTE:
To collect data, a machine agent must be present and database hardware monitoring must be enabled.

Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.

NOTE:
To collect data, a machine agent must be present and database hardware monitoring must be enabled.

For a VM, the resources you see depend on how the VM is discovered, and whether the VM provides resources for an
application discovered by this target:

If the VM hosts an application that is discovered through this target, then you will see VM metrics that are discovered
through this target.

If the VM is discovered through a different target, and it does not host any application discovered through this target,
then you will see VM metrics that are discovered through that different target.

If the VM is discovered through this target, but it does not host any application discovered through this target, then
Workload Optimization Manager does not display metrics for the VM.

Actions

NOTE:

The specific actions that Workload Optimization Manager recommends can differ, depending on the processes that Workload
Optimization Manager discovers.

For other application components, Workload Optimization Manager can recommend actions based on the resources it can
discover for the application. For example, Node.js® applications report CPU usage, so Workload Optimization Manager can
generate vCPU resize actions and display them in the user interface.

Workload Optimization Manager can recommend the following actions:

m Application Component

Resize Heap
This action can only be executed outside Workload Optimization Manager.

m Database Server

Resize Connections

This action can only be executed outside Workload Optimization Manager.
Resize Database Memory (DBMem)

This action can only be executed outside Workload Optimization Manager.
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NOTE:

For different types of Database Servers, the AppDynamics target returns different metrics. This affects Workload Optimization

Manager actions as follows:

= MySQL:
For MySQL database servers, analysis does not generate resize actions for DB Memory, Connections, or Transaction Log.
The target does not discover DB Cache Hit Rate, DB Memory, Connections, or Transaction Log.

m  SQL Server:
For SQL database servers, analysis does not generate resize actions for DB Memory, Connections, or Transaction Log. The
target does not discover DB Memory or Connections.

s MongoDB:
For MongoDB database servers, analysis does not generate resize actions for DB Memory, Connections, or Transaction
Log. The target does not discover DB Cache Hit Rate, DB Memory, Transactions, or Transaction Log.

m  Oracle:

For Oracle database servers, analysis does not generate resize actions for DB Memory, Connections, or Transaction Log.
The target does not discover DB Memory, Connections, or Transaction Log.

Datadog

The Workload Optimization Manager-Datadog integration combines application performance data with infrastructure data

that Workload Optimization Manager collects from Datadog to generate full-stack aware, automatable actions that optimize
application performance and reduce cost. By using IBM Workload Optimization Manager analytics and automation capabilities,
you can dynamically allocate resources to ensure optimal application performance, while you minimize infrastructure costs and
comply with licensing and other operational policies.

Prerequisites
m A valid Datadog user account with read-only APl and Application Key access

Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

Datadog Workload Optimization Manager

Tags, which are configured in Datadog to define your Business Application
business application

Resources Business Transaction
Service Service

Apps Application Component
Container Container

Host Virtual Machine

Entities may not appear in the supply chain if the following requirements are not met:

m Workload Optimization Manager-Datadog support is focused on servlet-based applications and services. If your application
components utilize technologies other than servlet-based ones (such as Tomcat, WebSphere, or WebLogic), they are
not visible in the supply chain within the Workload Optimization Manager Ul. Similarly, Business Applications that rely on
technologies other than serviet-based ones will appear orphaned in the Workload Optimization Manager supply chain.

m  Workload Optimization Manager-Datadog support extends solely to containers deployed through the Kubernetes
deployment method. Containers deployed through alternate methods (like Rancher, Docker Swarm, and so on) will not
appear in the Workload Optimization Manager supply chain.
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Virtual Machines in Workload Optimization Manager are discovered by cloud targets (AWS, Azure, Google Cloud) or on-
prem targets (such as VMware or Microsoft Hyper-V). Targets that host the Virtual Machines need to be added as targets in
Workload Optimization Manager in order to appear in the supply chain after the Datadog target is discovered.

When VM entities identified by the Datadog target are stitched with VM entities discovered by the cloud or on-prem target,
you can view the link between the VMs and the application components within the supply chain.

Supported Applications

Workload Optimization Manager discovers the following application types and associated commodities from the Datadog target:

Application Type Commodities

Stand-Alone Java Application Virtual CPU, Virtual Memory, Heap, Remaining GC Capacity

Tomcat Virtual CPU, Virtual Memory, Response Time, Transactions,
Heap, Remaining GC Capacity

Adding a Datadog Target

NOTE:
If an application is monitored by Datadog, do not add it as a separate Workload Optimization Manager application target.

To add a Datadog instance as a target, specify the following values:

m Datadog URL
The address of the Datadog server. For more information, see Getting Started with Datadog Sites.

m APl Key
The API Key that is provided by the Datadog platform. For more information, see Datadog API Keys.

m  Application Key
The Application Key that is provided by the Datadog platform. For more information, see Datadog API Keys.

m  Collect Virtual Machine Metrics
Whether to collect VM metrics from this target. When Collect Virtual Machine Metrics is turned on, Workload Optimization
Manager uses the VM metrics that it collects from this target, instead of the VM data that can be collected from related
infrastructure targets.

m  Collect Tag Information
Whether to collect tags from this target. Tags are key-value pairs that you define in the target and then assign to different
entities. When Collect Tag Information is turned on, Workload Optimization Manager collects tags assigned to Virtual
Machines.
You can use these tags in Workload Optimization Manager when you search for, filter, or group entities discovered from the
target. To view the collected tags, set the scope to a particular entity and then check the Related Tag Information chart.

m  Business Application Datadog Tag
The Datadog tag that is defined in the configuration file to identify Business Applications. The tag name must begin and end
with alphabetical characters and can contain hyphens, dots, and underscores. Custom tag values that have a matching tag
name with the target configuration value are identified as a valid Business Application.

m  Proxy Host (Optional)
The IP address of the Proxy Host.

m  Proxy Port
The port that is required by the proxy.

m  Proxy Username
The username that is required by the specified proxy.

m  Proxy Password
The password that is required by the specified proxy.

m  Secure Proxy Connection
When this option is checked, Workload Optimization Manager connects to the proxy over HTTPS.

162 Cisco Systems, Inc. www.cisco.com


https://docs.datadoghq.com/getting_started/site/
https://docs.datadoghq.com/account_management/api-app-keys/
https://docs.datadoghq.com/account_management/api-app-keys/

Target Configuration

Monitored Resources

Workload Optimization Manager monitors the following resources:

NOTE:
The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may

see.

Business Application

NOTE:

For the Datadog target to discover and link Business Applications with the underlying entities in the supply chain, you
must configure application tags at the host level in the main Datadog configuration file (/ et ¢/ dat adog- agent /

dat adog. yam ). The Application Tag name should match the Business Application Datadog Tag name defined in the
Target Configuration page. The value assigned to the application tag serves as the name of the Business application
component.

— Response Time
Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Business Transaction

— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Service

NOTE:

For the Datadog target to link services with the underlying entities in the supply chain, you must configure the ser vi ce
and env tags. Tags can be configured at the host level in the main Datadog configuration file (/ et ¢/ dat adog- agent /
dat adog. yam ) or at the application level. In the case of a Tomcat application, a dedicated configuration file for Tomcat
can be found at/ et ¢/ dat adog- agent/ conf. d/t ontat. d/ conf.yam .

— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Application Component

—  Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.

This commodity applies only to JVM applications.
-~ Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

This commodity applies only to Tomcat applications.
— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
—  Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.
— Response Time
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Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Remaining GC Capacity
E{em)aining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
GC).
m  Container
—  Virtual Memory (VMem)
VMem is the virtual memory utilized by a container against the memory limit. If no limit is set, node capacity is used.
- VCPU
VCPU is the virtual CPU (in mCores) utilized by a container against the CPU limit. If no limit is set, node capacity is
used).
m Virtual Machine
- Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

Actions

Workload Optimization Manager can recommend the following actions:

NOTE:
The actions that Workload Optimization Manager recommends might differ, depending on the application type that Workload
Optimization Manager discovers and supports for the Datadog target.

m Application Component
— Resize Heap
This action can only be executed outside Workload Optimization Manager.
Actions to resize heap are driven by the application type. For Tomcat applications, analysis only generates resize
actions for the Remaining GC Capacity commodity. For JVM applications, analysis only generates resize actions for the
Heap commodity.
For Workload Optimization Manager to generate actions to resize heap, cloud hosting platforms (AWS, Azure, and

Google Cloud) or on-prem targets (such as VMware and Microsoft Hyper-V) that host the Virtual Machines must be
included as targets in Workload Optimization Manager.

Dynatrace

Workload Optimization Manager supports discovery of applications that are managed by the Dynatrace platform. Workload
Optimization Manager includes the discovered information about these applications in its calculations for VM actions.

NOTE:

For Kubernetes environments, Workload Optimization Manager stitches New Relic, AppDynamics, Instana, and Dynatrace
containerized application components into the supply chain to provide a unified view of your applications. For more information,
see Cloud Native Targets (on page 197).

Prerequisites
m A Dynatrace Server instance

This instance must be configured to monitor applications that are running in your environment.

Workload Optimization Manager supports both SaaS and on-prem Dynatrace server installations.
m  Managed VMs that host applications managed by Dynatrace
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For Workload Optimization Manager to discover applications through Dynatrace, the applications must be running on VMs in
your environment. Also, Workload Optimization Manager targets such as hypervisors or public cloud targets must manage
these VMs.

m  An APl access token with the proper scopes
Workload Optimization Manager uses the API token to authenticate its calls to the Dynatrace API. This token must have

permission to run GET methods using the Dynatrace API, both Version 1 and Version 2. Generate a new generic access
token with these scopes:

Workload Optimization Manager

Functionality Required Permissions

Monitoring — API V1 scopes:
« Access problem and event feed, netrics, and
t opol ogy

— APIV2 scopes:

+ Read entities
« Read netrics

NOTE:

If you are updating to Workload Optimization Manager version 3.4.2 or later, from a version that is earlier than 3.4.2,
you must generate a new API token for each existing Dynatrace target. Then you must enter that token in the target
configuration, and validate the target.

If the target still fails to validate after you update the access token, take note of your configuration settings, delete the
target, and configure the target again. Be sure to use the new API token that you have generated.

m  Custom calculated service metrics
For Workload Optimization Manager to discover Response Time and Transaction metrics for Dynatrace Application

Component, you must configure custom calculated service metrics in Dynatrace. For details, see Dynatrace Custom
Calculated Service Metrics (on page 168).

Adding a Dynatrace Target

NOTE:
You can manage certain applications or database servers with both Dynatrace and Workload Optimization Manager. Avoid such
a configuration because it can cause Workload Optimization Manager to generate duplicate entities in the market.

If you manage an application by using a Dynatrace server, and you configure that Dynatrace server as a Workload Optimization
Manager target, ensure you have not added that application as a separate application target in Workload Optimization Manager.

To add a Dynatrace server instance as a target, specify:
m  Hostname or IP Address

For an on-prem installation of Dynatrace, give the hostname or IP and endpoint, separated by a slash. For example,
10. 10. 10. 10/ e/ b70e3eb2- e82b- 4c13- aba4- 560d9865841r

For a SaaS installation, provide the URL without the { | P_ADDRESS} / e/ statement in the path. For example,
ayz12745.1ive. dynatrace. com
m APl Token
The token that Workload Optimization Manager can use to authenticate its calls to the Dynatrace API. This token must have
permission to run GET methods using the Dynatrace APl V1 and V2. Refer to the Prerequisites section for more information.
m  Collect Virtual Machine Metrics
Whether to collect VM metrics from this target. When Collect Virtual Machine Metrics is turned on, Workload Optimization

Manager uses the VM metrics that it collects from this target, instead of the VM data that can be collected from related
infrastructure targets.

m Collect Tag Information
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Whether to collect tags from this target. Tags are key-value pairs that you define in the target and then assign to different
entities. When Collect Tag Information is turned on, Workload Optimization Manager collects tags that are assigned to the
following entities:

— Application Components

— Business Applications

— Containers

— Services

— Virtual Machines

You can use these tags in Workload Optimization Manager when you search for entities that are discovered from the target.
You can also use tags to filter or group Services, Containers, and Virtual Machines. To view the collected tags, set the
scope to an entity and then check the Related Tag Information chart.

m  Proxy Host

The address of the proxy used for this target. Fill out proxy information only if you connect to the Dynatrace server by using
a proxy.
m  Proxy Port
The port to use with the Proxy Host. By default, the port is 8080.
m  Proxy Username
The username for the account to log in to the Proxy Host.
m  Proxy Password
The password to use with the Proxy Host.
m  Secure Proxy Connection

Whether to use a secure connection with the proxy. When this option is turned on, Workload Optimization Manager
connects to the proxy through HTTPS.

Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

Dynatrace Workload Optimization Manager
Application Business Application
NOTE:

For Dynatrace Applications, Workload Optimization Manager
displays Business Application entities in the supply chain
when they are active for at least the past 10 minutes.

Service Service

Process Application Component, Database Server
NA Container

Host Virtual Machine

Monitored Resources
Workload Optimization Manager monitors the following resources:
NOTE:
The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may
see.
m Application Component

—  Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.
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This commodity applies only to Java applications.
— Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

This commodity applies only to Java applications.
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
—  Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.
m Business Application
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m  Container

— Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.
m Database Server

For Database Server applications, Workload Optimization Manager discovers metrics for MySQL and SQL Server databases
only.

- Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
— Database Memory (DBMem)

Database memory (or DBMem) is the measurement of memory that is utilized by a Database Server.
This commodity applies only to SQL and MySQL databases.

Actions to resize database memory are driven by data on the Database Server, which is more accurate than data on
the hosting VM.

— DB Cache Hit Rate

DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.

This commodity applies only to SQL databases.
— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.

This commodity applies only to SQL databases.
m  Service

— Response Time
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Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m Virtual Machine
- Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.

For a VM, the resources you see depend on how the VM is discovered, and whether the VM provides resources for an
application discovered by this target:

— If the VM hosts an application that is discovered through this target, then you will see VM metrics that are discovered
through this target.

— If the VM is discovered through a different target, and it does not host any application discovered through this target,
then you will see VM metrics that are discovered through that different target.

— If the VM is discovered through this target, but it does not host any application discovered through this target, then
Workload Optimization Manager does not display metrics for the VM.

Actions
Workload Optimization Manager can recommend the following actions:
m  Application Component

— Resize Heap

This action can only be executed outside Workload Optimization Manager.

m Database Server
— Resize Database Memory (DBMem)

This action can only be executed outside Workload Optimization Manager.
This commodity applies to MySQL only.
m  Workload Controller
— Scale

Actions associated with a Workload Controller scale replicas horizontally. This is a natural representation of these
actions because the parent controller's Container Specs and number of replicas are modified. The Workload Controller
then rolls out the changes in the running environment.

For details, see Workload Controller Scale Actions (on page 394).

Dynatrace Custom Calculated Service Metrics

Dynatrace collects important metrics for services with no additional configurations. However, you might need more business
or technical metrics that are specific to your application. These metrics can be calculated and derived based on the captured
metric data with Dynatrace.

For Workload Optimization Manager to discover Dynatrace application component level metrics (such as Response Time and
Transaction), you must configure custom calculated service metrics in Dynatrace.

NOTE:
Custom calculated service metrics use Dynatrace DDU (Davis data units).

Creating an Auto Tag for Service Entity Types

Before you can create custom calculated metrics, you must first create an auto tag for the service entity types.
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Dynatrace Service entities are tagged with ser vi ce- aut ot ag: servi ce. cust om t ag after you create the auto tag.

1.
2.
3.

Log in to your Dynatrace account.
Select Settings > Tags > Automatically applied tags.
Click Create tag.

Specify the following properties for the tag:

m Tagname - servi ce- aut ot ag

Click Add a new rule.

Specify the following properties for the rule:
Optional tag value - servi ce. custom t ag
Value Normalization - Leave text as-is
Rule type - Entity sel ector

Entity selector - t ype( SERVI CE)

Click Save Changes.

The tag now appears in the Settings > Tags > Automatically applied tags view.
Verify that the tag was created.

m Select any Dynatrace Service.

= In the Properties and tags section, verify that the new tag ser vi ce- aut ot ag: servi ce. cust om t ag is listed
under Tags.

Creating Calculated Service Metrics for Response Time

NOTE:
Custom calculated service metrics use Dynatrace DDU (Davis data units).

Follow the steps to create the custom service metric app. r esponset i e to track Response time. The dimension
{Service: |l nstance} named servi ce-i nst ance splits the values of this metric.

1.
2.
3.

Log in to your Dynatrace account.
Select Settings > Server-side service monitoring > Calculated service metrics.
Click Create new metric.

Specify the following properties for the metric:

m Metric name - app. r esponseti ne
m Metric source - Response tinme

In the Conditions section, click Add Condition.
Specify the following properties for the condition:

Service tag equal s service-autotag service.customtag

Click Add.

The selected services display in the Preview section.
Turn on the Split by dimension toggle to add dimensions for the metric.

Specify the following properties:

m Dimension value pattern - { Ser vi ce: | nst ance}
m Dimension name - servi ce-i nst ance
Click Save Metric.

The metric now appears in the Settings > Server-side service monitoring > Calculated service metrics view.

Creating Calculated Service Metrics for Request Count

NOTE:
Custom calculated service metrics use Dynatrace DDU (Davis data units).
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Follow the steps to create the custom service metric app. r equest count to track Request count. The dimension
{Service: |l nstance} named servi ce- i nst ance splits the values of this metric.

1. Log in to your Dynatrace account.

2. Select Settings > Server-side service monitoring > Calculated service metrics.

3. Click Create new metric.

Specify the following properties for the metric:

m  Metric name - app. r equest count
m  Metric source - Request count

4. In the Conditions section, click Add Condition.
Specify the following properties for the condition:

Service tag equal s service-autotag service.customtag

5. Click Add.

The selected services display in the Preview section.
6. Turn on the Split by dimension toggle to add dimensions for the new metric.
Specify the following properties:
= Dimension value pattern - { Ser vi ce: | nst ance}
m Dimension name - servi ce-i nst ance
7. Click Save Metric.

The metric now appears in the Settings > Server-side service monitoring > Calculated service metrics view.

IBM WebSphere

The typical WebSphere deployment is a cell of WebSphere servers, controlled by a Deployment Manager. A cell makes up
a managed domain that incorporates multiple VMS that host managed application servers. The Deployment Manager is a
WebSphere instance that provides a single point of entry for the managed domain.

NOTE:
When adding a WebSphere Deployment Manager as a target, you must ensure that the name of each WebSphere node is
resolvable to an IP address by the Workload Optimization Manager instance.

You may need to make changes to your DNS or the file / et ¢/ r esol v. conf on the Workload Optimization Manager instance
to make it aware of the domain names in use in your environment.

To configure the WebSphere installation, you can use the WebSphere Integrated Solutions Console. This is a client that exposes
configuration settings including the SOAP port and the PMI settings.

To manage the servers in an installation, WebSphere uses the Performance Monitoring Infrastructure (PMI). Each WebSphere
server runs a PMI service that collects performance data from the various application server components. Workload
Optimization Manager uses PMI for monitoring and control of the WebSphere installation.

Prerequisites
m  The PMI service set to monitor at the Basic level or greater
m A service user account
To execute actions the service account must have an Administrator role. For read-only monitoring and analysis, you can

set the target with a more restricted role (Monitor), but then you will have to execute all recommended actions manually,
through the WebSphere interface.

NOTE:
You cannot use Active Directory (AD) accounts to target WebSphere.

m Discovered infrastructure

Workload Optimization Manager discovers WebSphere servers that are running on VMs or containers. The hosting VM or
container must already be in your Workload Optimization Manager inventory.
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To set the target for a server running on a VM, you must have first discovered the hosting VM through a Hypervisor
target. To set the target for a server running in a container, you must have configured container discovery for WebSphere
applications.

—  For information about hypervisor targets, see Kubernetes Platform Targets (on page 197)

— For information about container targets, see Hypervisor Targets (on page 222)

Finding the SOAP Connector Address

To configure a WebSphere target, you need to know the port that the server listens on for administrative communications.
Launch the WebSphere Administration Console:

m  Navigate to System Administration > Deployment Manager
= Under Additional Properties, click Ports
The entry for SOAP_CONNECTOR_ADDRESS gives the currently set port number.

Adding a WebSphere Target
You can add an individual WebLogic server as a target, or you can add all matching targets within a given scope.
To add a server as a target, specify:
m  Target Name
Name displayed in the Workload Optimization Manager Ul
m  Username
Username of an account with the Admin role
m  Password
Password of an account with the Admin role
m  Scope

A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.

The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group can result in poor performance for discovery and monitoring. To target a larger number of VMs by scope, you should
split them across smaller groups and set each group as the scope for a separate target.

m  Port Number

The WebSphere remote port
m  Full Validation

When selected, Workload Optimization Manager will require all database servers hosted on the VMs in the selected scope
to be a valid target. If Workload Optimization Manager is unable to authenticate a database server in the scope, the target
will not validate and data will not be collected.

Monitored Resources
Workload Optimization Manager monitors the following resources:
m  Service
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m  Application Component
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
—  Virtual CPU (VCPU)
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Virtual CPU is the measurement of CPU that is in use.

Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Threads

Threads is the measurement of thread capacity utilized by applications.

Connection

Connection is the measurement of database connections utilized by applications.

Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

Actions

Workload Optimization Manager can recommend the following actions:

Service

Workload Optimization Manager does not recommend actions to perform on the Service itself, but it does recommend
actions to perform on the Application Components and hosting VMs. For example, assume a Service that manages three
SQL databases. If a surge in requests degrades performance across all three databases, then Workload Optimization
Manager can start a new application component to run another instance of the database application, and bind it to

the service. On the other hand, if SQL requests drop off so that the load balancer only forwards requests to two of the
databases, Workload Optimization Manager can suspend the dormant database and unbind it.

Application Component

Resize Heap

This action can only be executed by Workload Optimization Manager if the entity is running in a domain controller.
Actions for standalone entities can only be executed outside Workload Optimization Manager.

Resize Connection Capacity
This action can only be executed outside Workload Optimization Manager.

Virtual Machine

Provision additional resources (VMem, VCPU)
Move Virtual Machine

Reconfigure Storage

Suspend VM

Instana

Workload Optimization Manager supports discovery of applications that are managed by the Instana platform. Workload
Optimization Manager includes the discovered information about these applications in its calculations for environment health.

NOTE:
For Kubernetes environments, Workload Optimization Manager stitches New Relic, AppDynamics, Instana, and Dynatrace
containerized application components into the supply chain to provide a unified view of your applications. For more information,
see Cloud Native Targets (on page 197).

Prerequisites
Instana release-242 or later
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Workload Optimization Manager version 3.6.3 (or later) requires release-242 or later to manage an on-prem or SaaS
instance of Instana.

m  An on-prem or SaaS instance of Instana
This instance must be configured to monitor applications running in your environment.

For an on-prem instance, you must also install Beelnstana. If Beelnstana is not installed, Workload Optimization Manager
will return a Nul | Poi nt er Except i on and will not be able to collect metrics for Application Components and the
underlying entities in the supply chain.

m Virtual machines and/or containers that are running applications managed by Instana
For Workload Optimization Manager to discover applications through Instana, the applications must be running on virtual

machines or in Kubernetes containers located in your environment. Also, these entities must be managed by Workload
Optimization Manager hypervisor, public cloud, or Kubernetes targets.

m A valid Instana API token

This must be an API token created with the default permissions.

Adding an Instana Target

NOTE:

It is possible to monitor certain applications or database servers with both Instana and another Workload Optimization Manager
target. You should avoid such a configuration because it can cause Workload Optimization Manager to generate duplicate
entities in the supply chain.

If you monitor an application via an Instana server, and you configure that Instana server as a Workload Optimization Manager
target, then be sure you have not configured a separate application target in Workload Optimization Manager for that same
application.
To add an Instana server instance as a target, specify:
m  Hostname or IP Address
The host name or IP of the Instana server.
m APl Token
The Instana API Token.
m  Collect Virtual Machine Metrics

Whether to collect VM metrics from this target. When Collect Virtual Machine Metrics is turned on, Workload Optimization
Manager uses the VM metrics that it collects from this target, instead of the VM data that can be collected from related
infrastructure targets.

m Collect Tag Information

Whether to collect tags from this target. When Collect Tag Information is turned on, Workload Optimization Manager
collects tags assigned to Virtual Machines.

Instana tags do not use key:value pairs. Tags are defined in the Instana agent configuration files as:

t ags:
- 'production'
- "appl’

You can manually define a key:value pair by separating two strings with a colon. If you have not defined a key:value pair, the
key is used as the value. For example:

t ags:
- 'lamATag'
- 'l amAKey: | amAval ue'

In Workload Optimization Manager, this example displays as:

| amATag | amATag
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| amAKey | amAval ue

You can use these tags in Workload Optimization Manager when you search for, filter, or group entities discovered from the
target. To view the collected tags, set the scope to a particular entity and then check the Related Tag Information chart.

m  Proxy Host

The address of the proxy used for this target. Only fill out proxy information if you connect to the Instana server via a proxy.
m  Proxy Port

The port to use with the proxy specified above. By default, this is 8080.
m  Proxy Username

The username for the account to log into the proxy specified above.
m  Proxy Password

The password to use with the proxy specified above.
m  Secure Proxy Connection

When checked, Workload Optimization Manager will connect to the proxy over HTTPS.
Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

Instana Workload Optimization Manager
Application Business Application

Database Database Server

Endpoint Business Transaction

Service Service

Process Application Component

Docker / Crio Container Container

Host Virtual Machine

Instana Permissions

Workload Optimization Manager
Functionality

Required Permissions

Monitoring m Default

Workload Optimization Manager uses the default APl Token for monitoring
access.

Monitored Resources

Workload Optimization Manager monitors the following resources:

NOTE:
The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may
see.
m Business Application
— Response Time
Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
— Transaction
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Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Service Level Indicator (SLI)

A service level indicator (SLI) is the defined quantitative measure of one characteristic of the level of service that is
provided to a customer. Common examples of such indicators are error rate or response latency of a service.

NOTE:
Currently, SLI data is available in the Entity Information chart and Response Time chart.

m Business Transaction

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Service Level Indicator (SLI)

A service level indicator (SLI) is the defined quantitative measure of one characteristic of the level of service that is
provided to a customer. Common examples of such indicators are error rate or response latency of a service.

NOTE:
Currently, SLI data is available in the Entity Information chart and Response Time chart.

m Service

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Service Level Indicator (SLI)

A service level indicator (SLI) is the defined quantitative measure of one characteristic of the level of service that is
provided to a customer. Common examples of such indicators are error rate or response latency of a service.

NOTE:
Currently, SLI data is available in the Entity Information chart and Response Time chart.

m Application Component

Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.
Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

This commodity applies only to Java applications.
Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.
This commodity applies only to Java applications.

m Database Server

Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
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This commodity applies only to Oracle, MySQL, and SQL databases.
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

This commodity applies only to Oracle, MySQL, and SQL databases.
— Database Memory (DBMem)

Database memory (or DBMem) is the measurement of memory that is utilized by a Database Server.

This commodity applies only to MySQL and SQL databases.
— DB Cache Hit Rate

DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.

This commodity applies only to Oracle, MySQL, and SQL databases.
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.

This commodity applies only to Oracle databases.
— Connection

Connection is the measurement of database connections utilized by applications.

This commodity applies only to Oracle databases.
m Container

—  Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.

This commodity applies only to Docker containers.
m Virtual Machine

- Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

Actions
Workload Optimization Manager can recommend the following actions:
m  Application Component
— Resize Heap
This action can only be executed outside Workload Optimization Manager.
m Database Server
— Resize Database Memory (DBMem) - MySQL and SQL Server only
This action can only be executed outside Workload Optimization Manager.

Actions to resize database memory are driven by data on the Database Server, which is more accurate than data on
the hosting VM.

— Resize Connection Capacity - Oracle only
This action can only be executed outside Workload Optimization Manager.

Workload Optimization Manager does not recommend actions for Instana Business Applications, Business Transactions, or
Services. However, it considers resource utilization by these applications when recommending actions for the underlying virtual
machines or containers. Workload Optimization Manager propagates this underlying information upward in the supply chain to
show the impact of infrastructure risks on the Business Applications, Transactions, and Services.
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JBoss

Workload Optimization Manager supports connecting to JBoss targets running in these operation modes:

m  Managed Domain
A collection of JBoss servers in a domain, with a single Domain Controller process acting as the central management
control point. In this case, the VM that hosts the Domain Controller will be the target. You configure a Domain Controller via
the domai n-control | er entry in the host . xm file on the JBoss machine.

m Standalone
A single JBoss server. The VM that hosts the server is the target.

Prerequisites

m  The target VM is properly configured as Domain Controller or standalone, depending on the operation mode.

m  Workload Optimization Manager discovers JBoss servers that are running on VMs, or on containers that are deployed on
VMs. To set the target for a JBoss server, you must have first discovered the hosting VM through a hypervisor target.

For information about hypervisor targets, see Hypervisor Targets (on page 222).

m  Workload Optimization Manager monitors the Threads resource in application servers to track utilization of thread pool
capacity. To monitor threads in JBoss, each JBoss server must define a thread pool in its configuration files. For instructions
on specifying thread pools, see the JBoss documentation.

m JBoss supports Role-Based Access Control (RBAC) as a way to specify a set of permissions for user accounts.

JBoss disables RBAC by default. If you enable RBAC, Workload Optimization Manager requires the Moni t or role for the
target JBoss account in order to discover JBoss servers.

Adding a JBoss Target

You can add an individual JBoss server as a target, or you can add all matching targets within a given scope.

To add a server as a target, specify:

Target Name

Name displayed in the Workload Optimization Manager user interface
Username

The username for a JBoss account that has a role with the necessary permissions.
Password

The password for the JBoss account that you will use.
Scope

A group of JBoss servers, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

After you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to
connect to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as
entities from which metrics are retrieved.

The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group may result in delays in discovery and monitoring. If larger numbers of VMs are to be targeted, the recommendation is
to split them across smaller groups in multiple targets.

JBoss Webservice port

The port for connections to the JBoss server. The default port for HTTP access is 9990.
Full Validation
When enabled, Workload Optimization Manager will require all JBoss servers hosted on the VMs in the selected scope to

be valid targets. If Workload Optimization Manager is unable to authenticate a JBoss server in the scope, the target will not
validate and data will not be collected.

Secure Connection

When enabled, Workload Optimization Manager will connect to JBoss servers via HTTPS. Be sure that the required
certificate has been configured for use on the host.
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m  Proxy Information
Specify proxy information only if you connect to a JBoss instance via proxy.
—  Proxy Host

The address of the proxy used for this target. Only fill out proxy information if you connect to the AppDynamics
instance via a proxy.

—  Proxy Port

The port to use with the proxy specified above. By default, this is 8080.
—  Proxy Username

The username to use with the proxy specified above.
—  Proxy Password

The password to use with the proxy specified above.
— Secure Proxy Connection

When checked, Workload Optimization Manager will connect to the proxy via HTTPS.

Application Component Names

Workload Optimization Manager displays discovered JBoss servers in the user interface. These names indicate whether they're
standalone or in a managed domain.

The name is divided into three sections:

m Domain Controller name or “STANDALONE”
m  The server name
m  The name or IP address of the VM hosting the JBoss server

For example:
STANDALONE: acm j boss73 [ ACM JBoss7. 3-171. 47]

Monitored Resources
Workload Optimization Manager monitors the following resources:
m Application Component

— Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
—  Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Threads

Threads is the measurement of thread capacity utilized by applications.
— Connection

Connection is the measurement of database connections utilized by applications.
— Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

Actions
Workload Optimization Manager can recommend the following actions:

m  Application Component
— Resize Heap
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This action can only be executed outside Workload Optimization Manager.
— Resize Thread Pool

This action can only be executed outside Workload Optimization Manager.
— Resize Connection Capacity

This action can only be executed outside Workload Optimization Manager.

JVM Application

Workload Optimization Manager supports connecting to individual JVM Applications as targets. Workload Optimization Manager
connects to the JVM process as a remote client via remote JMX access. Target configuration includes the port used by the
JMX/RMI registry.

Prerequisites

A valid JMX user account for the JVM application

If JMX security is enabled this must be a JMX user with a r eadonl y role

The application should run on JVM version 6.0 or higher

For VMware environments, VMware Tools must be installed on the VM that hosts the application
This ensures that the VM hosting the application can get the application’s IP address

Remote JMX access is enabled through a port that is opened to the firewall

Discovered infrastructure

Workload Optimization Manager discovers JVM applications that are running on VMs or containers. The hosting VM or
container must already be in your Workload Optimization Manager inventory.

To set the target for a server running on a VM, you must have first discovered the hosting VM through a Hypervisor target.
To set the target for a server running in a container, you must have configured container discovery for JVM applications.

-~ For information about container targets, see Kubernetes Platform Targets (on page 197)
- For information about hypervisor targets, see Hypervisor Targets (on page 222)

Adding JVM Application Targets

When you configure JVM targets, you declare a given scope and add all matching applications within that given scope. To do
this, specify:

Scope:

A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.

The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group can result in poor performance for discovery and monitoring. To target a larger number of VMs by scope, you should
split them across smaller groups and set each group as the scope for a separate target.

Port Number: The JMX Remote port
Username/Password: Credentials for a user account with an Admin role

The credentials you provide must match the credentials you specify for JMX login configuration when you start up the
application.

If you disable authentication on the application, then you must still provide arbitrary values for Username and Password. To
disable JMX authentication, use the following flags in the command line as you start the application:

- Dcom sun. managenent . j nxr enot e. aut hent i cat e=f al se

- Dcom sun. nanagenent . j nxr enot e. ssl =f al se
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Configuring JMX Remote Access

Workload Optimization Manager monitors and controls JVM applications via JMX Remote access. You must configure a JMX
Remote port.

Note that to work with a firewall you should also set the RMI Server port — If you don’t set an RMI port, then JMX sets an
arbitrary ephemeral port, and you can’t guarantee that the port will be open to your firewall.

To set the JMX Remote port, pass in the port at the command line when you start your application. For example, to set the port
to 8090, start your application with the following options:

- Dcom sun. nanagenent . j nxrenot e - Dcom sun. managenent . j nxr enot e. por t =8090

Multiple JVM Targets On Single VM

Note that you can specify targets with different ports, but that run on the same VM (use the same IP address). You can also
specify targets via the same scope, but with different ports — This is another way to assign applications running on the same VM
to different ports. To do this:

To do this, add the targets in two separate steps. For example, assume you want to add two JVM application targets, and they
both run on the VM at 10. 10. 123. 45. One application is on port 123, and the other application is on port 456. To specify
these two targets:

m  Specify the first target with the following parameters:

- Scope: VMs_nyCl ust er. mycor p. com
—  Port number: 123

— Username: AppUser

_ Password:**********

Then click ADD.

m  Specify the second target with the following parameters:
— Scope: VMs_nmyCl ust er. mycor p. com
—  Port number: 456
—  Username: O her AppUser
_ Password:**********

Then click ADD.

Monitored Resources
Workload Optimization Manager monitors the following resources:
m Application Component (JVM Application)
—  Heap
Heap is the portion of a VM or container’s memory allocated to individual applications.
— Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

Data is collected if JVM profiler is enabled.
m Virtual Machine

-~ Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.
— Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.
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Actions

Workload Optimization Manager can recommend the following actions:

Application Component (JVM Application)
— Resize Heap

This action can only be executed outside Workload Optimization Manager.
— Resize Thread Pool

This action can only be executed outside Workload Optimization Manager.
— Resize Connection Capacity

This action can only be executed outside Workload Optimization Manager.
— Suspend VM

This action can only be executed by Workload Optimization Manager if a VM is hosted in a vCenter environment.
Actions for applications running on other hypervisors can only be executed outside Workload Optimization Manager.

—  Provision VM
This action can only be executed outside Workload Optimization Manager.
Virtual Machine
— Provision additional resources (VMem, VCPU)
— Move Virtual Machine
— Move Virtual Machine Storage
— Reconfigure Storage
— Reconfigure Virtual Machine
— Suspend VM
—  Provision VM

MySQL

To manage MySQL databases, Workload Optimization Manager can connect to one or more database servers within a defined
scope.

Prerequisites

User Permissions are enabled on the MySQL Server. See Enabling User Permissions on MySQL (on page 183)

Adding a MySQL Database Target

You can add all matching targets within a given scope.

To add a database server as a target, you specify:

Target ID

Name displayed in the Workload Optimization Manager Ul

Username

Username of the account Workload Optimization Manager uses to connect to the target.

Password

Password of the account Workload Optimization Manager uses to connect to the target.

Scope

A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.
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The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group can result in poor performance for discovery and monitoring. To target a larger number of VMs by scope, you should
split them across smaller groups and set each group as the scope for a separate target.

Port Number
The MySQL remote port. If blank, Workload Optimization Manager will use the MySQL default port of 3306.
Full Validation

When selected, Workload Optimization Manager will require all database servers hosted on the VMs in the selected scope
to be a valid target. If Workload Optimization Manager is unable to authenticate a database server in the scope, the target
will not validate and data will not be collected.

Monitored Resources

Workload Optimization Manager monitors the following resources:

m Database Server
— Database Memory (DBMem)
Database memory (or DBMem) is the measurement of memory that is utilized by a Database Server.
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
— Response Time
Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
— Connection
Connection is the measurement of database connections utilized by applications.
— DB Cache Hit Rate
DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.
m Virtual Machine
-~ Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.
- Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
— Virtual Storage
Virtual storage is the measurement of virtual storage capacity that is in use.
— Storage Access (IOPS)
Storage Access, also known as IOPS, is the per-second measurement of read and write access operations on a
storage entity.
— Latency
Latency is the measurement of storage latency.
Actions

Workload Optimization Manager can recommend the following actions:

Database Server

n
Resize
— Database memory (DBMem)
Actions to resize database memory are driven by data on the Database Server, which is more accurate than data on
the hosting VM. Workload Optimization Manager uses database memory and cache hit rate data to decide whether
resize actions are necessary.
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A high cache hit rate value indicates efficiency. The optimal value is 100% for on-prem (self-hosted) Database
Servers, and 90% for cloud Database Servers. When the cache hit rate reaches the optimal value, no action generates
even if database memory utilization is high. If utilization is low, a resize down action generates.

When the cache hit rate is below the optimal value but database memory utilization remains low, no action generates.
If utilization is high, a resize up action generates.

m Virtual Machine
Resize

Resize resource capacity, reservation, or limit to improve performance.

Enabling User Permissions on MySQL Server

Follow the following steps in order to enable appropriate user permissions on a MySQL Server.
1. Edit the MySQL server’s configuration file.

You must edit the . conf file on the MySQL server to grant user permissions. Open a secure shell session on the server
and edit the file. Depending on the platform your MySQL is running on, you’ll fin the file at different locations:

m Debian Linux:

[ etc/nysql / ny. cnf
m  Red Hat Linux (Fedora or Centos):

[etc/ny. cnf
m FreeBSD Linux:

You must create the file at / var/ db/ nysql / ny. cnf
Open the file in an editor and find the section, [ nysql d] . Then make the following changes:

m  Comment out the line:
ski p- net wor ki ng
Commenting out this line enables remote connections over TCP/Is.
m Bind your MySql server address
In the config file, add the line:
bi nd- addr ess=<MySQ._| P_Addr ess>
m  Enable the collection of Transaction metrics
In the config file, add the line:
i nnodb_nonitor_enable = trx_rw conmits, trx_ nl_ro_commits, trx _ro_comits,
trx_roll backs

For example, if your MySQL server has the address, 123. 45. 66. 77, then after you have bound the IP address and
enabled Transaction metrics, the section of the . conf file should appear as follows:

[nysql d]

user = nysq|

pid-file = /var/run/ nmysql d/ nysqgl d. pid
socket = [var/run/ nysql d/ nysql d. sock
port = 3306

basedir = [usr
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dat adi r = [/var/lib/nmysql
tnpdir =/tnp
| anguage = [usr/share/ nysqgl / Engli sh

bi nd- addr ess 123. 45. 66. 77

# ski p- net wor ki ng

# Uncomment the following line for MySQL versions 5.6+
i nnodb_nonitor_enable = trx_rw commits, trx_nl_ro_conmmts, trx_ro_commts, trx_rollbacks

When you are done, save the . conf file.

NOTE: Some MySQL installations use multiple configuration files. If a setting you made does not have the desired effect,
make sure that a different configuration file is not overwriting the value.

2. Enable collection of Response Time metrics.

Execute the following command to log into to the MySQL server:
$nysqgl -u root -p nysql
Then execute the following SQL commands:

UPDATE per f or mance_schena. setup_i nstrunents SET ENABLED = ‘ YES' WHERE NAME LI KE ' statenent/sql % ;

UPDATE per f or mance_schena. setup_i nstrunents SET TIMED = ‘ YES' WHERE NAME LI KE ' statenent/sql % ;

NOTE:
If you want these changes to take effect each time you restart the MySql server, add these statements to a file, and start
the server with the - - i nit - fi | e option. For example, if you name the file Myl ni t . t xt, then start the MySql server

with the following option:
--init-file=Mylnit.txt

3. Give your Workload Optimization Manager server remote access to the database.
If you are not already logged into the MySql server, execute the following command:

$nysqgl -u root -p nysql

Then execute the following commands:

Assume a user named USER _NAME with a password PV\D_STRI NG. Then assume that your Workload Optimization
Manager has an IP address of 10. 10. 123. 45. The following command grants privileges to that Workload Optimization
Manager, if it connects with the specified user account:

GRANT SELECT ON performance_schema.* TO ' USER_ NAME' @ 10. 10. 123. 45" | DENTI FI ED BY ' P\D_STRI NG ;
GRANT PROCESS ON *.* TO ' USER NAME @ 10.10.123.45" | DENTI FI ED BY ' PAD_STRI NG ;
FLUSH PRI VI LEGES;

Note that the FLUSH PRI VI LEGES command causes MySq| to retain these settings upon restart.
When you’re finished running these SQL commands, log out of MySQL.
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New Relic

Workload Optimization Manager supports workload management of the application infrastructure monitored by New Relic,
from application instance to host. With information obtained from New Relic, Workload Optimization Manager can make
recommendations and take actions to both assure performance and drive efficiency to address the demands of each individual
application. For Kubernetes environments, Workload Optimization Manager stitches containerized application components into
the supply chain to provide a unified view of your applications.

NOTE:

For Kubernetes environments, Workload Optimization Manager stitches New Relic, AppDynamics, Instana, and Dynatrace
containerized application components into the supply chain to provide a unified view of your applications. For more information,
see Cloud Native Targets (on page 197).

Prerequisites
m A valid New Relic user account that includes both APM and infrastructure monitoring.

Entity Mapping

After validating your targets, Workload Optimization Manager updates the supply chain with the entities that it discovered. The
following table describes the entity mapping between the target and Workload Optimization Manager.

New Relic Workload Optimization Manager
APM: Key Transactions Business Transaction

APM: Application / Service (New Relic One) Service

APM: Application Instance Application Component

Infra: Database Database Server

Infra: Host Virtual Machine

Supported Applications

Workload Optimization Manager discovers the following application types (and associated commodities) via the New Relic
target:

Application Type Commodities

.NET Virtual CPU, Virtual Memory, Response Time, Transactions
GO Virtual CPU, Virtual Memory, Response Time, Transactions
Java Virtual CPU, Virtual Memory, Response Time, Transactions,

Heap, Collection Time, Threads

Node.js Virtual CPU, Virtual Memory, Response Time, Transactions,
Heap, Collection Time

PHP Virtual CPU, Virtual Memory, Response Time, Transactions

Python Virtual CPU, Virtual Memory, Response Time, Transactions

Supported Databases

Workload Optimization Manager supports the following Database types and commodities:

NOTE: Database commodities are exposed only if the New Relic account used to connect to Workload Optimization Manager
hasa New Relic Infrastructure Pro subscription.
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Database Commodities
SQL Cache Hit Rate, Virtual Memory, Transactions
MySQL Cache Hit Rate, Transactions

NOTE:

Workload Optimization Manager does not support MySQL
version 8.0 or higher. For more information, see the New
Relic documentation.

OracleDB Cache Hit Rate, Transactions, Response Time

MongoDB Virtual Memory, Connections

Adding a New Relic Target

NOTE:
If an application is monitored by New Relic, do not add it as a separate Workload Optimization Manager application target.

To add New Relic as a target, specify:

Account ID

The New Relic Account ID.

REST API Key

The REST API Key provided by the New Relic platform. In the New Relic environment, this API key is called the User key.
For more information, see New Relic API Keys.

GraphQL API Key

The GraphQL API Key is identical to the New Relic User key, which in Workload Optimization Manager is called the REST

API Key. You can use the New Relic User key value for both the GraphQL API Key and REST API Key fields. For more
information, see New Relic API Keys.

EU Region

If checked, Workload Optimization Manager will use the EU API endpoints.
Collect Virtual Machine Metrics
Whether to collect VM metrics from this target. When Collect Virtual Machine Metrics is turned on, Workload Optimization

Manager uses the VM metrics that it collects from this target, instead of the VM data that can be collected from related
infrastructure targets.

Collect Tag Information

Whether to collect tags from this target. Tags are key-value pairs that you define in the target and then assign to different
entities. When Collect Tag Information is turned on, Workload Optimization Manager collects tags that are assigned to the
following entities:

— Containers

— Database Server

— Virtual Machines

You can use these tags in Workload Optimization Manager when you search for entities discovered from the target. You can
also use tags to filter or group Containers and Virtual Machines. To view the collected tags, set the scope to a particular
entity and then check the Related Tag Information chart.

Proxy Host (Optional)

The IP of the Proxy Host.
Proxy Port (Optional)

The port required by the proxy.
Proxy Username (Optional)

The username required by the proxy.
Proxy Password (Optional)

The password required by the proxy.
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m  Secure Proxy Connection

When checked, Workload Optimization Manager will connect to the proxy via HTTPS.

Monitored Resources

Workload Optimization Manager monitors the following resources:

NOTE:

The exact resources that are monitored will differ based on application type. This list includes all of the resources that you may

see.

m  Application Component

Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.

Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Threads

Threads is the measurement of thread capacity utilized by applications.

Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Virtual CPU (VCPU)

Virtual CPU is the measurement of CPU that is in use.

Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

m Database

NOTE:
Refer to the supported Database types and commodities (on page 185).

Connection

Connection is the measurement of database connections utilized by applications.

Database Memory (DBMem)

Database memory (or DBMem) is the measurement of memory that is utilized by a Database Server.
DB Cache Hit Rate

DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Transaction

Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
Virtual Memory (VMem)

Virtual Memory is the measurement of memory that is in use.

m Business Transaction

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
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— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m  Service
— Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
m  Container
- VCPU
VCPU is the virtual CPU (in mCores) utilized by a container against the CPU limit. If no limit is set, node capacity is
used).
-~ Virtual Memory (VMem)
VMem is the virtual memory utilized by a container against the memory limit. If no limit is set, node capacity is used.
m Virtual Machine
— Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.

For a VM, the resources you see depend on how the VM is discovered, and whether the VM provides resources for an
application discovered by this target:

— If the VM hosts an application that is discovered through this target, then you will see VM metrics that are discovered
through this target.

— If the VM is discovered through a different target, and it does not host any application discovered through this target,
then you will see VM metrics that are discovered through that different target.

— If the VM is discovered through this target, but it does not host any application discovered through this target, then
Workload Optimization Manager does not display metrics for the VM.

Actions

NOTE:
The specific actions that Workload Optimization Manager recommends can differ, depending on the processes that Workload
Optimization Manager discovers.

For other application components, Workload Optimization Manager can recommend actions based on the resources it can
discover for the application. For example, Node.js® applications report CPU usage, so Workload Optimization Manager can
generate vCPU resize actions and display them in the user interface.
Workload Optimization Manager can recommend the following actions:
m  Application Component

— Resize Heap

This action can only be executed outside Workload Optimization Manager.
— Resize Threads
This action can only be executed outside Workload Optimization Manager.
m Virtual Machine
— Provision VM

This action can only be executed outside Workload Optimization Manager.
— Suspend VM

This action can only be executed outside Workload Optimization Manager.
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Oracle

To connect to an Oracle database, you will:

m  Add a Dynamic Performance view to the Oracle database

m  Configure a service account on the database that Workload Optimization Manager can use to log on

m  Find the Service Name and port for the database

Prerequisites

m User permissions that grant access to Workload Optimization Manager through a specific user account. See Creating a

Service User Account in Oracle (on page 191).
Dynamic Performance View ( V$) must be enabled. See "Adding a Dynamic Performance View", below.

Access through the firewall to the Oracle database port that you specify for the Workload Optimization Manager target
connection

Adding a Dynamic Performance View

In order to collect data from the Oracle database, Workload Optimization Manager uses the Dynamic Performance View
(referred to as V$). V$ is not enabled by default. You must run a script to build the tables and views that are necessary to
enable V$. In some environments only the DBA has privileges to run this script.

To enable V$:

Open a secure shell session (ssh) on the database host as a system user or a user with the sysdba role
In the shell session enter the following commands:

sql pl us /nol og

connect /as sysdba

CREATE USER My_User nanme | DENTI FI ED BY My_Password cont ai ner=al | ;
GRANT CONNECT TO My_User nane contai ner=al | ;

GRANT sysdba TO My_Usernane contai ner=al | ;

NOTE:
If security or other practices prohibit assigning SYSDBA to this user, you can use the following command to provide access
to all V$ views:

GRANT sel ect any dictionary TO My_User nane;

This creates a user account named My _User nane with full privileges to access the V$ Dynamic Performance view.

Adding an Oracle Database to Workload Optimization Manager

You can add an individual database server as a target, or you can add all matching targets within a given scope.

To add a database server as a target, specify:

Target Name

The target name that will display in the Workload Optimization Manager user interface.
Username/Password
Valid client credentials for the database server. For Workload Optimization Manager to execute actions, the account must

have administrator privileges. Also, you must have enabled user permissions to this user account, including remote access
from the Workload Optimization Manager server.

Scope
A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.
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The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VMs to the
group can result in poor performance for discovery and monitoring. To target a larger number of VMs by scope, you should
split them across smaller groups and set each group as the scope for a separate target.

NOTE:
All database servers in the scope must share the same service name, credentials, and port. For databases that have a
different value for any of these, you must create a separate target using those values.

Oracle Port

The port that connects to the database. You must open the firewall on the database server to allow access through this
port. For further information, see "Finding the Service Name and Port", below.

Oracle Service Name

The service name for the database that you are connecting to.
Full Validation
When selected, Workload Optimization Manager will require all database servers hosted on the VMs in the selected scope

to be a valid target. If Workload Optimization Manager is unable to authenticate a database server in the scope, the target
will not validate and data will not be collected.

Finding the Service Name and Port

To specify an Oracle target, you must provide the service name and port that you want to connect to. To find the service name
for your database:

Open a secure shell session (ssh) on the database host as a system user or a user with the sysdba role
In the shell session, enter the command, | snrct| st at us

Find the line that has the string PROTOCCL=t cp and note the port number.
In the shell session enter the following commands:

sql pl us /nol og
connect /as sysdba
SELECT SYS_CONTEXT(' userenv', 'db_nane') FROM dual ;

Note the service name that displays as a result of these commands.

Monitored Resources

Workload Optimization Manager monitors the following resources:

m Database Server
— Database Memory (DBMem)
Database memory (or DBMem) is the measurement of memory that is utilized by a Database Server.
Actions to resize database memory are driven by data on the Database Server, which is more accurate than data on
the hosting VM.
— Transaction
Transaction is a value that represents the per-second utilization of the transactions that are allocated to a given entity.
— Response Time
Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).
— Connection
Connection is the measurement of database connections utilized by applications.
— Transaction Log
Transaction log is the measurement of storage capacity utilized by a Database Server for transaction logging.
— DB Cache Hit Rate
DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a
percentage of hits versus total attempts. A high cache hit rate indicates efficiency.
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Virtual Machine
-~ Virtual Memory (VMem)
Virtual Memory is the measurement of memory that is in use.
—  Virtual CPU (VCPU)
Virtual CPU is the measurement of CPU that is in use.
—  Virtual Storage
Virtual storage is the measurement of virtual storage capacity that is in use.
— Storage Access (IOPS)

Storage Access, also known as IOPS, is the per-second measurement of read and write access operations on a
storage entity.

— Latency

Latency is the measurement of storage latency.

Actions

Workload Optimization Manager can recommend the following actions:

Database Server
Resize

Actions to resize database memory are driven by data on the Database Server, which is more accurate than data on the
hosting VM. Workload Optimization Manager uses database memory and cache hit rate data to decide whether resize
actions are necessary.

A high cache hit rate value indicates efficiency. The optimal value is 100% for on-prem (self-hosted) Database Servers, and
90% for cloud Database Servers. When the cache hit rate reaches the optimal value, no action generates even if database
memory utilization is high. If utilization is low, a resize down action generates.

When the cache hit rate is below the optimal value but database memory utilization remains low, no action generates. If
utilization is high, a resize up action generates.

Virtual Machine
Resize

Resize resource capacity, reservation, or limit to improve performance.

Creating a Service User Account in Oracle

To collect data from the Oracle database, Workload Optimization Manager requires a service account that has privileges to
access the V$ Dynamic Performance view. To create this account:

Open a secure shell session (ssh) on the database host as a system user or a user with the sysdba role
In the shell session enter the following commands:

sql pl us / nol og

connect /as sysdba

CREATE USER My_User name | DENTI FI ED BY My_Password cont ai ner =al | ;

GRANT CONNECT TO My_User nanme cont ai ner=al | ;

GRANT sysdba TO My_User nane container=all;

This creates a user account named My_Username with full privileges to access the V$ Dynamic Performance view.

NOTE:
The above example uses a fictitious username. To comply with Oracle 12C norms, the username should include a prefix of C##.
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Some enterprises don’t allow accounts with sysdba access. Cisco recommends using sysdba, according to the Oracle
documentation. However, you can work with your Oracle DBA staff to provide read access to the following views, which are the
ones that Workload Optimization Manager needs:

VSINSTANCE

VSLOG

VSLOGFILE

VSPARAMETER

VSPGASTAT

VSRESOURCE_LIMIT

VSSGASTAT

VSSYS_TIME_MODEL

VSSYSMETRIC

VSSYSSTAT

Oracle WebLogic

The typical WebLogic deployment is a managed domain with one Administration Server that provides a single point of entry
for administration and management of the domain. The domain can include other WebLogic Servers which are the Managed
Servers. You set the WebLogic Administration Server as a Workload Optimization Manager target.

For a standalone WebLogic deployment, the single server acts as its own Administration Server — You can set the standalone
server as a Workload Optimization Manager target.

WebLogic deployments can include clusters to distribute workload across multiple WebLogic servers. Workload Optimization
Manager recommended actions respect the cluster architecture. For example, if you have enabled horizontal scaling for your
WebLogic servers, then Workload Optimization Manager can recommend provisioning new servers for a given cluster.

Prerequisites
m A service user account.
To execute actions the service account must have an Admin role. For read-only monitoring and analysis, you can set

the target with a more restricted role, but then you will have to execute all recommended actions manually, through the
WebLogic interface.

m WebLogic requires both the local and remote ends of the connection be resolvable by DNS. The Workload Optimization
Manager IP address and all WebLogic server IP addresses must be resolvable by your local DNS server.

m Discovered infrastructure

Workload Optimization Manager discovers WebLogic servers that are running on VMs or containers. The hosting VM or
container must already be in your Workload Optimization Manager inventory.

To set the target for a server running on a VM, you must have first discovered the hosting VM through a Hypervisor
target. To set the target for a server running in a container, you must have configured container discovery for WebLogic
applications.

-~ For information about container targets, see Kubernetes Platform Targets (on page 197)

-~ For information about hypervisor targets, see Hypervisor Targets (on page 222)

Finding the T3 Listen Port

To configure a WebLogic target, you need to know the port that the server listens on for administrative communications. Launch
the WebLogic Administration Console:

m  Navigate to Domain Structure and display the domain you’re interested in
m Navigate to Environment > Servers and select the Domain Administration Server you’re setting as a target

The console displays configuration information for the server, including the T3 listen port.

Adding a WebLogic Target

You can add one or more WebLogic targets in a given scope, including both standalone servers and domain managers.
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To add a this target, specify:

Target Name

Name displayed in the Workload Optimization Manager Ul
Username

Username of an account with the Admin role

Password

Password of an account with the Admin role

Scope

A group of applications, stitched to the underlying VMs when the VMs are discovered as part of a separate Workload
Optimization Manager target.

If you set the target scope, Workload Optimization Manager scans each VM within that group or cluster and tries to connect
to the target over the specified port. Workload Optimization Manager adds any instances of the target it finds as entities
from which metrics are retrieved.

The maximum supported size of the group is 500 VMs, and the recommended size is 250 VMs. Adding more VM