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Cisco Solution for EMC VSPEX Microsoft 

Private Cloud Fast Track 4.0 

Introduction  
The Microsoft Private Cloud Fast Track program is a joint effort between Microsoft and its hardware partners such 

as Cisco and EMC. The goal of the program is to help organizations develop and implement private clouds quickly 

while reducing both complexity and risk. The program provides a reference architecture that combines Microsoft 

software, consolidated guidance, and validated configurations with partner technology such as compute, network, 

and storage architectures, in addition to value-added software components. 

The private cloud model provides much of the efficiency and agility of cloud computing, along with the increased 

control and customization that are achieved through dedicated private resources. With Private Cloud Fast Track, 

Microsoft and its hardware partners can help provide organizations both the control and the flexibility that are 

required to reap the potential benefits of the private cloud. 

Private Cloud Fast Track utilizes the core capabilities of the Windows Server (OS), Hyper-V, and System Center to 

deliver a private cloud infrastructure as a service offering. These are also key software components that are used for 

every reference implementation. 

Private Cloud Fast Track Program Description 
The Infrastructure as a Service Product Line Architecture (PLA) is focused on deploying virtualization fabric and 

fabric management technologies in Windows Server and System Center to support private cloud scenarios. This 

PLA includes reference architectures, best practices, and processes for streamlining deployment of these platforms 

to support private cloud scenarios.  

This component of the IaaS PLA focuses on delivering core foundational virtualization fabric infrastructure 

guidance that aligns to the defined architectural patterns within this and other Windows Server 2012 R2 private 

cloud programs. The resulting Hyper-V infrastructure in Windows Server 2012 R2 can be leveraged to host 

advanced workloads, and subsequent releases will contain fabric management scenarios using System Center 

components. Scenarios relevant to this release include: 

¶ Resilient infrastructure ï Maximize the availability of IT infrastructure through cost-effective redundant 

systems that prevent downtime, whether planned or unplanned.  

¶ Centralized IT ï Create pooled resources with a highly virtualized infrastructure that supports maintaining 

individual tenant rights and service levels.  

¶ Consolidation and migration ï Remove legacy systems and move workloads to a scalable high-

performance infrastructure.  

¶ Preparation for the cloud ï Create the foundational infrastructure to begin transition to a private cloud 

solution. 

The Fast Track program has two main solutions, as shown in the following figure. This guide will focus exclusively 

on the Open Solutions branch. 

  



          

Figure 1.   Branches of the Microsoft Private Cloud 

 

Each branch in the Fast Track program uses a reference architecture that defines the requirements that are necessary 

to design, build, and deliver virtualization and private cloud solutions for small-, medium-, and large-size enterprise 

implementations.  

Each reference architecture in the Fast Track program combines concise guidance with validated configurations for 

the compute, network, storage, and virtualization layers. Each architecture presents multiple design patterns for 

enabling the architecture, and each design pattern describes the minimum requirements for validating each Fast 

Track solution. 

The Cisco and EMC VSPEX Fast Track Solution presented here is an Open solution.  The Cisco and EMC VSPEX 

with Microsoft Private Cloud Fast Track solution utilizes the core capabilities of Windows Server 2012 R2, Hyper-

V, and System Center 2012 R2 to deliver a Private Cloud - Infrastructure as a Service offering. The key software 

components of every Reference Implementation are Windows Server 2012 R2, Hyper-V, and System Center 2012 

R2.  The solution also includes software from Cisco and EMC to form a complete solution that is ready for your 

enterprise. 

Business Value 
The Cisco and EMC VSPEX with Microsoft Private Cloud Fast Track solution provides a reference architecture for 

building private clouds on each organizationôs unique terms. Each Fast-Track solution helps organizations 

implement private clouds with increased ease and confidence. Among the benefits of the Microsoft Private Cloud 

Fast Track Program are faster deployment, reduced risk, and a lower cost of ownership. 

Reduced risk:  

¶ Tested, end-to-end interoperability of compute, storage, and network 

¶ Predefined, out-of-box solutions based on a common cloud architecture that has already been tested and 

validated 

¶ High degree of service availability through automated load balancing 

Lower cost of ownership:  

¶ A cost-optimized, platform and software-independent solution for rack system integration 

¶ High performance and scalability with Windows Server 2012 R2 operating system and Hyper-V 

¶ Minimized backup times and fulfilled recovery time objectives for each business critical environment 

Technical Benefits 
The Microsoft Private Cloud Fast Track Program integrates best-in-class hardware implementations with 

Microsoftôs software to create a Reference Implementation. This solution has been co-developed by Cisco, EMC, 

and Microsoft and has gone through a validation process. As a Reference Implementation, Cisco, EMC, and 

Microsoft have taken the work of building a private cloud that is ready to meet a customerôs needs. 

Faster deployment:  

¶ End-to-end architectural and deployment guidance  

¶ Streamlined infrastructure planning due to predefined capacity  

SMB solutions  

From 2 to 4 hosts 

Up to 75 server virtual machines 

Open solutions  

From 6 to 64 hosts 

Up to 8,000 server  

virtual machines 



          

¶ Enhanced functionality and automation through deep knowledge of infrastructure  

¶ Integrated management for virtual machine (VM) and infrastructure deployment  

¶ Self-service portal for rapid and simplified provisioning of resources 

Program Requirements and Validation 
The Microsoft Private Cloud Fast Track program is comprised of three pillars; Engineering, Marketing and 

Enablement. These three pillars drive the creation of Reference Implementations, making them public and finally 

making them available for customers to purchase. This Reference Architecture is one step in the ñEngineeringò 

phase of the program and towards the validation of a Reference Implementation. 

Design Patterns Overview 
As the Microsoft Private Cloud Fast Track program has multiple solutions, it also presents multiple design patterns 

that its partners can choose from to show the partners best solutions.  The following table lists the three design 

patterns that Microsoft offers. 

Table 1.   Design Pattern Summaries 

Design Pattern Key Features 

1. Software-defined infrastructure ¶ File-based Storage Networking through SMB3 

¶ Deep guidance for using Windows as the storage 

platform i.e. Storage Spaces, SMB Direct, etc. 

2. Non-Converged infrastructure ¶ Dedicated Ethernet NICs and Storage HBAs 

¶ iSCSI, FCoE, or Fibre Channel storage networking 

3. Converged infrastructure ¶ Converged Networking 

¶ FC, FCoE, or iSCSI storage networking 

 

The Cisco and EMC solution is a converged solution deployed with Fibre Channel. 

Design Pattern #3: Converged Infrastructure 
Converged Infrastructure in this context is the sharing of network topology between network and storage network 

traffic. This typically implies an Ethernet network devices and network controllers with particular features to 

provide segregation, quality of service (performance), and scalability. The result is a network fabric with less 

physical complexity, greater agility and lower costs than those associated with traditional Fibre-based storage 

networks. 

In this topology, many storage designs are supported including traditional SANs, SMB3-enabled SANs, and 

Windows-based Scale-Out File Servers. The main point in a converged infrastructure is that all storage connectivity 

is network-based using a single media such as copper. SFP+ adapters are most commonly used. 

Key drivers for convergence include cost savings and operational efficiency of a single common Ethernet network 

vs. multiple physical networks and HBAs for storage traffic. Benefits often include higher utilization levels of 

datacenter infrastructure with reduced equipment and management costs of the network. 



          

Core Fast Track Infrastructure  
The Cisco and EMC VSPEX solution is based on Design Pattern 3 ï Converged Infrastructure.  In Design Pattern 3 

the fabric management VMs are hosted directly on a compute fabric cluster.  Additionally, Pattern 3 leverages the 

minimal number of System Center component servers recommended in order to provide full functionality and high 

availability in a production environment. This document will cover the steps for installing Design Pattern 3. Design 

Pattern 3 is outlined in the diagram below. 

A single design pattern is introduced for Fabric Management which includes a dedicated two-to-four node Hyper-V 

failover cluster to host the fabric management virtual machines. This design pattern utilizes both scaled-out and 

highly available deployments of the System Center components to provide full functionality in a production 

environment. 

It is recommended that the systems that make up the Fabric Management layer be physically separated from the rest 

of the Fabric. Dedicated Fabric Management servers should be used to host those virtual machines which provide 

management for all of the resources within the cloud infrastructure. This model helps ensure that, regardless of the 

state of the majority of Fabric resources, management of the infrastructure and its workloads is maintained at all 

times. 

To support this level of availability and separation, IaaS PLA cloud architectures contains a separate set of hosts, 

running Windows Server 2012 R2 configured as a failover cluster with the Hyper-V role enabled. It should contain a 

minimum two-node Fabric Management cluster (a three-node cluster is recommended for scale and availability). 

This Fabric Management cluster is dedicated to the virtual machines running the suite of products that provide IaaS 

management functionality, and it is not intended to run additional customer workloads over the Fabric infrastructure. 

Furthermore, to support Fabric Management operations, these hosts contain high availability virtualized instances 

(virtual machines) of the management infrastructure (System Center components and their dependencies). However, 

for some components of the management stack, native high availability is maintained on the application level, for 

example, a Guest Cluster, built-in availability constructs, or a network load balanced array. 

In addition to the System Center components running as virtual machines, Cisco deploys a pair of Cisco Nexus 

1000V virtual machines to handle network management for the VMs. 

  



          

Figure 2.   Private Cloud Fabric Management Infrastructure 

 

The Fabric Management cluster is configured in such a manner to make sure maximum availability of all 

components of the environment.  Each Cisco UCS B200 M3 blade server is configured with sufficient memory to 

support the running of all the listed virtual machines illustrated above.  By provisioning a third node, the 

environment retains its highly available capability even during those periods of time when the host nodes are 

individually taken down for maintenance.  For example, in the above figure, even if Node 3 was down for 

maintenance, a catastrophic failure of Node 2 would not prevent all the virtual machines from continuing to run on 

Node 1. 

Architecture 
The Cisco and EMC VSPEX architecture is highly modular. Although each customerôs components might vary in its 

exact configuration, after a Cisco and EMC VSPEX configuration is built, it can easily be scaled as requirements 

and demands change. This includes both scaling up (adding additional resources within a Cisco UCS chassis and/or 

EMC VNX array) and scaling out (adding additional Cisco UCS chassis and/or EMC VNX array). 

The Cisco UCS solution validated with Microsoft Private Cloud includes EMC VNX5400 storage, Cisco Nexus 

5500 Series network switches, the Cisco Unified Computing Systems (Cisco UCS) platforms, and Microsoft 

virtualization software in a single package. The computing and storage can fit in one data center rack with 

networking residing in a separate rack or deployed according to a customerôs data center design. Due to port density, 

the networking components can accommodate multiple configurations of this kind. 

  



          

Figure 3.   Implementation Diagram 

 

The above reference configuration contains the following components: 

¶ One 5108 chassis each with two Cisco UCS 2204XP Fabric Extenders 

¶ Eight Cisco UCS B200 M3 Blade Servers 

o Dual Intel E5-2660V2 2.20 GHz processors 

o 256 GB memory 

o Cisco UCS 1240 Virtual Interface Card 

¶ Two Cisco UCS 6248UP Fabric Interconnects 

¶ Two Cisco Nexus 5548UP Switches 

¶ 10 GE and 8 Gb FC connections 

¶ EMC VNX5400 Unified Platform 

o 75 x 300 GB SAS 10K disks 

o EMC SnapView 

Storage is provided by an EMC VNX5400 storage array with accompanying disk shelves. All systems and fabric 

links feature redundancy, providing for end-to-end high availability (HA configuration within a single chassis). For 

server virtualization, the deployment includes Microsoft Hyper-V. While this is the default base design, each of the 

components can be scaled flexibly to support the specific business requirements in question. For example, more (or 

different) blades and chassis could be deployed to increase compute capacity, additional disk shelves or SSDs could 

be deployed to improve I/O capacity and throughput, or special hardware or software features could be added to 

introduce new features. 

The remainder of this document provides guidance through the low-level steps of deploying the base architecture, as 

shown in the above figure.  This includes everything from physical cabling, to compute and storage configuration, to 

configuring virtualization with Microsoft Windows Server 2012 R2 Hyper-V. 



          

Prerequisite Infrastructure  

Active Directory Domain Services (AD DS) 
Active Directory Domain Services (AD DS) is a required foundational component. The IaaS PLA supports customer 

deployments for AD DS in Windows Server 2012 R2, Windows Server 2012, Windows Server 2008 R2, and 

Windows Server 2008.  Previous versions of the Windows operating system are not directly supported for all 

workflow provisioning and deprovisioning automation.  It is assumed that AD DS deployments exist at the customer 

site and deployment of these services is not in scope for the typical IaaS PLA deployment. 

¶ Forests and domains:  The preferred approach is to integrate into an existing AD DS forest and domain, 

but this is not a hard requirement.  A dedicated resource forest or domain may also be employed as an 

additional part of the deployment.  System Center does support multiple domains or multiple forests in a 

trusted environment using two-way forest trusts. 

¶ Trusts:  System Center allows multi-domain support within a single forest in which two-way forest 

(Kerberos) trusts exist between all domains.  This is referred to as multi-domain or intra-forest support. 

Domain Name System (DNS) 
Name resolution is a required element for System Center 2012 R2 components installation and the process 

automation solution.  Domain Name System (DNS) integrated in AD DS is required for automated provisioning and 

deprovisioning components. This solution provides full support for deployments running Windows Server 2012 R2, 

Windows Server 2012, Windows Server 2008 R2, or Windows Server 2008 DNS. 

Use of non-Microsoft or non-AD DS integrated DNS solutions might be possible, but they would not provide 

automated creation and removal of DNS records that are related to component installation as well as virtual machine 

provisioning and deprovisioning processes.  Use of solutions outside of AD DS integrated DNS would require 

manual intervention for these scenarios.  Use of non-AD DS integrated DNS is not covered as part of this CVD. 

IP Address Assignment and Management 
To support dynamic provisioning and runbook automation, and to manage physical and virtual compute capacity 

within the IaaS infrastructure, by default, Dynamic Host Configuration Protocol (DHCP) is used by default for all 

physical computers and virtual machines.  For physical hosts like the Fabric Management cluster nodes and the scale 

unit cluster nodes, DHCP reservations or fixed IP addresses are recommended so that physical servers and network 

adapters have known Internet Protocol (IP) addresses.  DHCP provides centralized management of these addresses. 

Virtual Machine Manager (VMM) can provide address management both for physical computers (Hyper-V Host 

Servers and Scale-Out File Servers) and for virtual machines.  These IP addresses are assigned statically from IP 

Address Pools managed by Virtual Machine Manager.  This approach is recommended as an alternative to DHCP 

and also provides centralized management. 

If a particular subnet or IP Address range is maintained by Virtual Machine Manager, it should not be served by 

DHCP. However, other subnets, e.g. used by physical servers, which are not managed by Virtual Machine Manager, 

can still leverage DHCP. 

Regardless of the IP address assignment mechanism chosen (DHCP, Virtual Machine Manager, or both), Windows 

Server IP Address Management (IPAM) feature can be leveraged to keep track in-use IP addresses for reporting and 

advanced automation. Optionally, both DHCP and Virtual Machine Manager features can be integrated with IPAM.  

Use of IPAM within Windows Server is outside the scope of this document. 

Software Revisions 
It is important to note the software versions used in this document. The following table details the software revisions 

used throughout this document. 

  



          

Table 2.   Software Revisions 

Layer Compute 
Version or 
Release 

Details 

Compute 

Cisco UCS 

Fabric 

Interconnect 

2.2(1b) 
http://software.cisco.com/download/type.html?mdfid=283853163

&flowid=25821 

Cisco UCS B-

200-M3  
2.2(1b) 

http://software.cisco.com/download/type.html?mdfid=283853163

&flowid=25821 

Network 
Nexus Fabric 

Switch 
5.0(3)N2(2a) Operating system version 

Storage 

EMC VNX5400 

Block 

 05.33.000.5.03

8 
Operating system version 

EMC VNX5400 

File (Optional) 
 8.1.1-33 Operating system version 

Software 

Cisco UCS Hosts  2012 R2 Microsoft Windows Server Datacenter Edition + Hyper-V Role 

.NET 

Framework 
3.5.1 

Feature enabled within Windows Server 2012 R2 (Required for 

SQL installations) 

.NET 

Framework 
4.0 

http://download.microsoft.com/download/9/5/A/95A9616B-

7A37-4AF6-BC36-

D6EA96C8DAAE/dotNetFx40_Full_x86_x64.exe 

Windows MPIO 

software 
  Feature within Windows Server 2012 R2 

Cisco UCS 

Management 

Pack for SCOM 

2012 R2 

2.6.2 

http://software.cisco.com/download/release.html?mdfid=2838509

78&flowid=25021&softwareid=283034298&release=2.6.2&relin

d=AVAILABLE&rellifecycle=&reltype=latest 

Cisco UCS 

Power Tools 
1.1.1 

http://software.cisco.com/download/release.html?mdfid=2838509

78&flowid=25021&softwareid=284574017&release=1.1.1&relin

d=AVAILABLE&rellifecycle=&reltype=latest 

Cisco UCS 

Integration Pack 

for SCO 

1.0 

http://software.cisco.com/download/release.html?mdfid=2838509

78&flowid=25021&softwareid=284574013&release=1.0.0&relin

d=AVAILABLE&rellifecycle=&reltype=latest 

Cisco UCS SCO 

Sample Runbook 
 

https://communities.cisco.com/servlet/JiveServlet/download/368

98-2-54853/CiscoUcsSampleRunbooks_v1.0.ois_export.zip 

Cisco Nexus 

1000V 
1.5.2b 

http://software.cisco.com/download/release.html?mdfid=2847860

25&softwareid=282088129&release=5.2(1)SM1(5.2b)&relind=A

VAILABLE&rellifecycle=&reltype=latest&i=rm 

Cisco Nexus 

1000V 

PowerShell 

1.0 
https://developer.cisco.com/fileMedia/download/8bf948fb-83a5-

4c9e-af5c-4faac735c8d3 

Cisco UCS 

SCVMM 
1.0.2 http://software.cisco.com/download/release.html?mdfid=2838509

78&flowid=25021&softwareid=284574016&release=1.0.2&relin



          

Extension d=AVAILABLE&rellifecycle=&reltype=latest 

EMC Navisphere 7.32.25.1.63-1 EMC CLI 

EMC PowerPath  5.7.SP2.b447 EMC integration within Windows operating system 

EMC Storage 

Integrator (ESI) 
2.1.812.5137 EMC Storage Integrator with EMC PowerShell 

EMC 

Management 

Pack 

2.1.812.5137 Systems Center Operations Manager Management Pack 

EMC SMI-S 

Provider 
 4.5.1 

Provider for Systems Center Virtual Machine Manager 

Integration. 

EMC Unisphere 

Host Agent 
1.2.25.1.0163 Automated host registration with VNX 

VM Software 

Windows Server 

Datacenter 

Edition 

 

 

 

2012 R2 

Evaluation software ï can be upgraded. 

http://care.dlservice.microsoft.com/dl/download/6/D/A/6DAB58

BA-F939-451D-9101-

7DE07DC09C03/9200.16384.WIN8_RTM.120725-

1247_X64FRE_SERVER_EVAL_EN-US-

HRM_SSS_X64FREE_EN-US_DV5.ISO 

Windows Server 

Datacenter 

Edition 
2008 R2 SP1 

Evaluation software ï can be upgraded. 

http://www.microsoft.com/en-

us/download/details.aspx?id=11093 

MS SQL Server 

(2 VMs in HA 

cluster) 2012 SP1 

Evaluation software ï can be upgraded 

http://download.microsoft.com/download/3/B/D/3BD9DD65-

D3E3-43C3-BB50-0ED850A82AD5/SQLServer2012SP1-

FullSlipstream-ENU-x64.iso 

SQL Server 

Cumulative 

Update 

2012 SP1 http://support.microsoft.com/kb/2917531/en-us 

Operations 

Manager 

Management 

Server 

2012 R2 

Evaluation software ï can be upgraded 

http://care.dlservice.microsoft.com/dl/download/0/3/F/03F1B876

-E7D7-45BE-8B0B-

0BDBD02DD800/SC2012_SP1_SCOM_EN.exe 

Operations 

Manager 

Supplemental 

Management 

Server 

2012 R2 Same as above 

Operations 

Manager 

Reporting Server 

2012 R2 Same as above. 



          

Virtual Machine 

Manager (2 VMs 

in HA 

configuration) 

2012 R2 

Evaluation software ï can be upgraded. 

http://care.dlservice.microsoft.com/dl/download/4/8/5/485D6D85

-5811-4E7E-83F5-84F9492D3234/SC2012_SP1_SCVMM.exe 

Orchestrator 

Management and 

Action Server 
2012 R2 

Evaluation software ï can be upgraded. 

http://care.dlservice.microsoft.com/dl/download/9/9/4/99473D48

-B8E2-453D-9B34-33FEA42038F7/SC2012_SP1_SCO.exe 

Orchestrator 

Supplemental 

Action Server 

2012 R2 Same as above. 

Service Manager 

Management 

Server 
2012 R2 

Evaluation software ï can be upgraded. 

http://care.dlservice.microsoft.com/dl/download/B/F/5/BF5B6A6

1-D12C-41F3-B220-6A127E24C57F/SC2012_SP1_SCSM.exe 

Service Manager 

Supplemental 

Management 

Server 

2012 R2 Same as above. 

Service Manager 

Data Warehouse 
2012 R2 Same as above. 

Service Manager 

Self-Service 

Portal 

2012 R2 Same as above. 

App Controller 

2012 R2 

Evaluation software ï can be upgraded. 

http://care.dlservice.microsoft.com/dl/download/F/9/1/F916020F-

CCFF-427C-BF88-30318B72582F/SC2012_SP1_SCAC.exe 

Windows 

Deployment 

Server 

2012 R2 Optional:  Enabled role within Windows Server 2012 R2 

Windows 

Assessment and 

Deployment Kit 

(ADK) for 

Windows 8.1 

 
http://download.microsoft.com/download/6/A/E/6AEA92B0-

A412-4622-983E-5B305D2EBE56/adk/adksetup.exe 

System Center 

2012 R2 

Integration Packs  

2012 R2 

http://www.microsoft.com/en-

us/download/confirmation.aspx?id=39622&6B49FDFB-8E5B-

4B07-BC31-15695C5A2143=1 

System Center 

2012 Operations 

Manager 

management 

packs 2012 R2 

http://download.microsoft.com/download/f/7/b/f7b960c9-7392-

4c5a-bab4-efbb8a66ec2a/Microsoft.Windows.Server.Library.mp 

http://download.microsoft.com/download/f/7/b/f7b960c9-7392-

4c5a-bab4-

efbb8a66ec2a/Microsoft.Windows.Server.2008.Discovery.mp 

http://download.microsoft.com/download/F/F/1/FF13C2CF-

C955-4D3F-94EA-

4094AD0DBFF3/Microsoft.Windows.InternetInformationServic



          

es.CommonLibrary.mp 

http://download.microsoft.com/download/F/F/1/FF13C2CF-

C955-4D3F-94EA-

4094AD0DBFF3/Microsoft.Windows.InternetInformationServic

es.2003.mp 

http://download.microsoft.com/download/F/F/1/FF13C2CF-

C955-4D3F-94EA-

4094AD0DBFF3/Microsoft.Windows.InternetInformationServic

es.2008.mp 

http://download.microsoft.com/download/0/7/7/07714012-3B7C-

4691-9F2B-7ADE4188E552/Microsoft.SQLServer.Library.mp 

SQL Server 2012 

Analysis 

Management 

Objects 

2012 

http://download.microsoft.com/download/4/B/1/4B1E9B0E-

A4F3-4715-B417-

31C82302A70A/ENU/x64/SQL_AS_AMO.msi 

SQL Server 2008 

R2 SP1 Analysis 

Management 

Objects 

2008 

http://download.microsoft.com/download/9/1/3/9138773A-505D-

43E2-AC08-

9A77E1E0490B/1033/IA64/SQLSERVER2008_ASAMO10.msi 

Microsoft Report 

Viewer 2010 

SP1 

2010 
http://download.microsoft.com/download/5/B/9/5B95F704-

F7E3-440D-8C68-A88635EA4F87/ReportViewer.exe 

Microsoft Report 

Viewer 2008 

SP1 

2008 SP1 
http://download.microsoft.com/download/0/4/F/04F99ADD-

9E02-4C40-838E-76A95BCEFB8B/ReportViewer.exe 

SQL Server 2012 

SP1 Native 

Client 

2012 
http://download.microsoft.com/download/4/B/1/4B1E9B0E-

A4F3-4715-B417-31C82302A70A/ENU/x64/sqlncli.msi 

Microsoft 

SharePoint 

Foundation 2010 

2010 
http://download.microsoft.com/download/3/5/C/35C62B58-

0C29-4A8F-BC6B-D28CD1A6EEDD/SharePointFoundation.exe 

Microsoft 

SharePoint 

Foundation 2010 

SP1 

2010 SP1 

http://download.microsoft.com/download/7/0/0/7002DFA1-

831C-414A-AE71-

A5D18BEF1E32/sharepointfoundation2010sp1-kb2460058-x64-

fullfile -en-us.exe 

Silverlight 

 

http://download.microsoft.com/download/5/A/C/5AC56802-

B26B-4876-8872-

7303C8F27072/20125.00/runtime/Silverlight_x64.exe 

Miscellaneous Java 7.0 or later http://java.com/en/download/ie_manual.jsp?locale=en 

PuTTy 0.62 http://the.earth.li/~sgtatham/putty/latest/x86/putty.exe 

PL-2303 USB-

to-Serial driver 

1.7.0 https://s3.amazonaws.com/plugable/bin/PL2303_Prolific_DriverI

nstaller_v1.7.0.zip 

 



          

Configuration Guidelines 
This document provides details for configuring a fully redundant, highly-available configuration. As such, 

references are made as to which component is being configured with each step whether that be A or B.  For 

example, Storage Processor A (SP A) and Storage Processor B (SP B), are used to identify the two EMC storage 

controllers that are provisioned with this document while Nexus A and Nexus B identify the pair of Cisco Nexus 

switches that are configured. The Cisco UCS fabric interconnects are configured likewise. Additionally, this 

document details steps for provisioning multiple UCS hosts and these are identified sequentially, FT4-Infra01 and 

FT4-Infra02, and so on.  Finally, when indicating that the reader should include information pertinent to their 

environment in a given step, this is indicated with the inclusion of <italicized text> as part of the command structure.  

See the example below for the vlan create command: 

  controller A> vlan create  

Usage: 

  vlan create [ - g {on|off}] < ifname > < vlanid_list > 

  vlan add < ifname > < vlanid_list >  

  vlan delete - q < ifname > [< vlanid_list >]  

  vlan modify - g {on|off} < ifname >  

  vlan stat < ifname > [< vlanid_list >]   

Example: 

controller A> vlan create vif0 < management VLAN ID > 

The Cisco UCS PowerTool allows configuration and modification of the Cisco UCS environment by using 

Microsoft PowerShell.  The same conventions for entering parameters shown above are followed for entering 

commands, parameters, and variables within PowerShell.  One thing to note with Cisco UCS PowerTool is that 

many of its parameters are case sensitive, whereas parameters in PowerShell are not case sensitive.   For example, a 

parameter value of óenabledô in PowerShell can be represented as either óenabledô or óEnabledô (without the single 

quotes).  With the Cisco UCS PowerTool cmdlets, óenabledô is different from óEnabledô. 

This document is intended to allow the reader to fully configure the customer environment. In order to do so, there 

are various steps which will require you to insert your own naming conventions, IP address and VLAN schemes as 

well as record appropriate WWPN, WWNN, or MAC addresses. The following table details the list of VLANs 

necessary for deployment as outlined in this guide. Note that in this document the VMaccess VLAN is used for 

virtual machine access.  The Mgmt VLAN is used for management interfaces of the Hyper-V hosts.  A Layer-3 

route must exist between the Mgmt and VMaccess VLANs. 

  



          

Table 3.   VLAN Names and IDs Used in this Document 

VLAN Name VLAN Purpose VLAN ID  

Default VLAN to which untagged frames are assigned 1 

VMaccess VM access 10 

LiveMigration Hyper-V Live Migration 11 

CSV Cluster Shared Volume 12 

ClusComm VM guest cluster communication 13 

VEM Virtual Ethernet Module for Nexus 1000V 200 

Mgmt Host management interface 177 

Configuration Workstation  
It is recommended to have a Windows 8.1 or Windows Server 2012 R2 workstation configured with certain pre-

requisite software and joined to the same domain as the Hyper-V servers will be joined.  Using a properly 

configured workstation makes the job of installing the solution easier.  The following is the recommendation for 

software to be installed on the workstation. 

Note: The Remote Server Administration Toolkit (RSAT) is operating system version specific.  In order to 

fully manage the Windows Server 2012 R2 systems, you must use either a Windows 8.1 or Windows 

Server 2012 R2 workstation.  Earlier versions will not work properly. 

Windows 8.1 Workstation 
¶ Install .NET Framework 3.5 by issuing the following command from an elevated command prompt: 

Enable - Windo wsOptionalFeature ïOnline - FeatureName NetFx3 - Source 

D: \ sources \ sxs .  This assumes the drive D: is the location of your Windows distribution media. 

¶ Install the Remote Server Administration Tools for Windows 8.1.  This is found at 

http://www.microsoft.com/en-us/download/details.aspx?id=39296.  This is available in both a 32-bit and 

64-bit distribution.  Make sure you select the copy that matches your Windows 8.1 installation. 

¶ After installing the Remote Server Administration Tools, install specific management tools. 

o Hyper-V Management Tools ï issue the following command from an elevated command prompt: 

dism /online /enable - feature /all /featurename:Microsoft - Hyper - V-

Tools - All  

o Failover Clustering Tools ï issue the following command from an elevated command prompt: 

dism /online /enable - feature 

/featurename:RemoteServerAdministrationTools - Features - Clustering  

Windows Server 2012 R2 Workstation 

¶ Install .NET Framework 3.5 by issuing the following command from an elevated command prompt: Add-

WindowsFeature - Name NET- Framework - Core - Source D: \ sources \ sxs .  This 

assumes the drive D: is the location of your Windows distribution media. 

¶ Install the Hyper-V Management Tools by issuing this PowerShell cmdlet: Install -

WindowsFeature ïName RSAT- Hyper - V- Tools  

¶ Install the Windows Failover Clustering Tools by issuing this PowerShell cmdlet: Install -

WindowsFeature ïName RSAT- Clustering  



          

Both Workstations 
¶ Cisco UCS PowerTool for UCSM, version 1.1.1.  Installation instructions are found in section on Cisco 

Integration Components. 

¶ Cisco Nexus 1000V PowerShell, version 1.0.  Installation instructions are found in the section on Cisco 

Integration Components. 

¶ Naviseccli ï Navisphere Secure Command Line Interface 

¶ ESI (EMC Storage Integrator) ï EMC PowerShell library 

¶ Java 7 ï required for running UCS Manager.  Installed from the web. 

¶ PuTTY ï an SSH and Telnet client helpful in initial configuration of the Cisco UCS 6248UP Fabric 

Interconnects. This program just needs to be copied to the system. 

¶ PL-2303 USB-to-Serial driver ï used to connect to the Cisco UCS 6248UP Fabric Interconnects through a 

serial cable connected to a USB port on the workstation.  The download is a .zip file.  Extract the 

executable from the .zip file and load it on the system. 

You can download all the software listed in the revision table to this workstation.  Some of the software, such as 

distribution media, can be placed into a file share for access by other systems. 

Deployment 
This document details the necessary steps to deploy base infrastructure components as well as provisioning 

Microsoft Private Cloud as the foundation for virtualized workloads. At the end of these deployment steps, you will 

be prepared to provision your applications on top of a Microsoft Private Cloud virtualized infrastructure. The 

outlined procedure includes: 

¶ Initial EMC VNX array configuration 

¶ Initial Cisco UCS configuration 

¶ Initial Cisco Nexus configuration 

¶ Creation of necessary VLANs for management, basic functionality, and specific to the Microsoft 

virtualized infrastructure 

¶ Creation of necessary vPCs to provide HA among devices 

¶ Creation of necessary service profile pools: WWPN, world-wide node name (WWNN), MAC, server, and 

so forth 

¶ Creation of necessary service profile policies: adapter, boot, and so forth 

¶ Creation of two service profile templates from the created pools and policies: one each for fabric A and B 

¶ Provisioning of servers from the created service profiles in preparation for OS installation 

¶ Initial configuration of the infrastructure components residing on the EMC Controller  

¶ Deployment of Windows Servers with Hyper-V  

¶ Deployment of Microsoft System Center  

¶ Deployment of the Cisco Plug-ins  

¶ Deployment of the EMC Plug-ins 

The Microsoft Private Cloud Solution validated with the Cisco and EMC architecture is flexible; therefore, the exact 

configuration detailed in this section might vary for customer implementations depending on specific requirements. 

Although customer implementations might deviate from the information that follows, the best practices, features, 



          

and configurations listed in this section should still be used as a reference for building a customized Cisco and EMC 

with Microsoft Private Cloud solution. 

Cabling Information  
The following information is provided as a reference for cabling the physical equipment in a Cisco and EMC 

environment. The tables include both local and remote device and port locations in order to simplify cabling 

requirements. 

The tables in this section contain details for the prescribed and supported configuration of the EMC VNX5400.  

This document assumes that out-of-band management ports are plugged into an existing management infrastructure 

at the deployment site. 

Be sure to follow the cable directions in this section. Failure to do so will result in necessary changes to the 

deployment procedures that follow because specific port locations are mentioned. 

It is possible to order an EMC VNX5400 system in a different configuration from what is described in the tables in 

this section. Before starting, be sure the configuration matches what is described in the tables and diagrams in this 

section. 

Note: Fibre Channel connections to the EMC VNX5400 are assumed to be connected to the first and 

second onboard IO ports.  The onboard ports used for these connections are numbered 2 -5. 

Table 4.   Cisco Nexus 5548 A Cabling Information 

Local Port Connection Remote Device Remote Port 

Eth 1/1 10 GE Cisco Nexus 5548 B Eth 1/1 

Eth 1/2 10 GE Cisco Nexus 5548 B Eth 1/2 

Eth 1/17 10 GE Cisco 6248 A Eth 1/17 

Eth 1/18 10 GE Cisco 6248 B Eth 1/17 

Eth 1/29 FC EMC SPA A2 

Eth 1/30 FC EMC SPB B2 

FC 1/31 FC Cisco 6248 A FC 1/31 

FC 1/32 FC Cisco 6248 A FC 1/32 

Table 5.   Cisco Nexus B Cabling Information 

Local Port Connection Remote Device Remote Port 

Eth 1/1 10 GE Cisco Nexus 5548 A Eth 1/1 

Eth 1/2 10 GE Cisco Nexus 5548 A Eth 1/2 

Eth 1/17 10 GE Cisco 6248 B Eth 1/18 

Eth 1/18 10 GE Cisco 6248 A Eth 1/18 

Eth 1/29 FC EMC SPA A3 

Eth 1/30 FC EMC SPB B3 

FC 1/31 FC Cisco 6248 B FC 1/31 

FC 1/32 FC Cisco 6248 B FC 1/32 



          

Table 6.   Cisco 6248 Fabric Interconnect A Cabling Information 

Local Port Connection Remote Device Remote Port 

Eth 1/1 10 GE Chassis 1 FEX A Port 1 

Eth 1/2 10 GE Chassis 1 FEX A Port 2 

Eth 1/17 10 GE Cisco 5548 A Eth 1/17 

Eth 1/18 10 GE Cisco 5548 B Eth 1/17 

FC 1/31 FC Cisco 5548 A FC 1/31 

FC 1/32 FC Cisco 5548 A FC 1/32 

Table 7.   Cisco 6248 Fabric Interconnect B Cabling Information 

Local Port Connection Remote Device Remote Port 

Eth 1/1 10 GE Chassis 1 FEX B Port 1 

Eth 1/2 10 GE Chassis 1 FEX B Port 2 

Eth 1/17 10 GE Cisco 5548 B Eth 1/18 

Eth 1/18 10 GE Cisco 5548 A Eth 1/18 

FC 1/31 FC Cisco 5548 B FC 1/31 

FC 1/32 FC Cisco 5548 B FC 1/32 

 

EMC VNX5400 Deployment: Part 1 
Initial configuration and implementation of an EMC VNX5400 is covered in detail from the EMC documentation 

library. This is accessible at https://mydocs.emc.com/VNX/ and select Install VNX, using the VNX5400 series as 

the installation type. Installation documentation covers all areas from unpacking VNX storage components, 

installing in rack, provisioning power requirements, and physical cabling. 

When physically installed, the VNX should include the Disk Processing Enclosure (DPE) and two additional Disk 

Array Enclosures (DAEs), cabled as shown in the following figure. 

  



          

Figure 4.   Cabling Diagram for VNX5400 with 2 DAE 

 

To complete software setup of the VNX array, it will be necessary to configure system connectivity including the 

creation of an Administrative user for the VNX array.  The following worksheets (also found in the Installation 

documentation) list all required information, and can be used to facilitate the initial installation. 

VNX Worksheets 
With your network administrator, determine the IP addresses and network parameters you plan to use with the 

storage system, and record the information on the following worksheet. You must have this information to set up 

and initialize the system. The VNX5400 array is managed through a dedicated LAN port on the Control Station and 

each storage processor. These ports must share a subnet with the host you use to initialize the system. After 

initialization, any host on the same network and with a supported browser can manage the system through the 

management ports. This information can be recorded in the following table. 

  



          

Table 8.   IPV4 Management Port Information 

 IP Address Subnet Mask Gateway 

CSO (optional)    

SP A    

SP B    

 

Note: Do not use 128.221.1.248 through 128.221.1.255, 192.168.1.1, or 192.168.1.2 for an IPv4 IP 

Address. 

While it is possible to implement IPv6 settings for the VNX array, the Fast Track implementation does not require it, 

and it is not implemented.   

It is possible to more fully configure management IP addresses for the VNX5400 array.  The following table lists 

some of the addresses you can optionally configure. 

Table 9.   Optional Control Station LAN Settings 

Field Value Comments 

CSO Primary hostname   

DNS domain   

Primary DNS Server   

Secondary DNS Server   

NTP Server   

Time Zone   

An administrative user account is required to be set for the array, and this account can be later utilized for executing 

NaviSecCLI commands, as well as for the ESI PowerShell environment used to provision LUNs from storage pools, 

and map those LUNs to hosts. Information required is outlined in the following table. 

Table 10.   Login Information for the Storage System Administrator 

Field Description Value 

Username nasadmin (default) Passwords are default and should be changed 

during installation or from within Unisphere. 
Password nasadmin (default) 

It is also necessary at this time to install the NaviSecCLI command line interface from a supported Windows client 

environment. The client should have network access to the VNX5400 array for both HTTP/HTTPS access and for 

remote NaviSecCLI command execution.  

Installation media for the NaviSecCLI utility, as well as ESI, are available by download at http://support.emc.com. 

The current version of the media should always be utilized. Installation of the utility is implemented through the 

typical application installation process for Windows-based systems. 



          

After array installation, it will also be possible to 

connect to the VNX5400 array through the Unisphere 

graphical user interface at the IP address assigned to 

either SP-A or SP-B, or the control station in the event 

that a Unified version of the VNX is being 

implemented. 

 

After entering appropriate login credentials, the 

Unisphere home page will be presented, providing an 

overview of the VNX5400 storage array.  Summary 

alerts and errors will be visible as well as full 

management capabilities for all array features. 

 

The following configuration details assume the VNX5400 array as defined, will be configured with 75 x SAS drives 

across the DPE and two DAEs.  It is also assumed that the array has been configured with IP address assignments to 

the Control Station and both SP-A and SP-B as previously indicated in Part 1.  It is also necessary to have 

appropriately configured a Windows-based management system with network connectivity to the VNX array that 

has an appropriate version of the NaviSecCLI software installed.   

The following configuration also assumes that the array has been configured with: 

 DPE ï BUS 0 / Enclosure 0  25 drives 

 DAE ï BUS 0 / Enclosure 1  25 drives 

 DAE ï BUS 1 / Enclosure 0  25 drives 

In the event that the physical configuration of the system differs in regards to the DAE placements, then 

modifications to the Bus Enclosure naming used subsequently will need to be appropriately altered. 



          

Creation of Storage Pools 
A number of storage pools are utilized in the Private Cloud configuration.  LUNs are subsequently created within 

the pools to satisfy the requirements of the Management Infrastructure, the Virtual Machines, and the applications 

and services which run within the environment. 

When newly created, a VNX array will not contain usable Storage Pools, from which LUNs can be created and used 

by the hosts connected to the system. As much of the configuration of the required LUNs and masking operation 

through EMC Storage Integrator require named pools, the following commands, when run from PowerShell, will 

create the required Storage Pools. 

The first command defines the IP address for the array, and should be modified as necessary for the implementation. 

#Enter VNX management IP address in the next line  

$VNX="10.5.223.128"  

naviseccli  - h $VNX storagepool  - create  - disks  0_0_4  0_0_5  0_0_6  0_0_7  0_0_8  0_0_9  0_0_10  0_0_11  

0_0_12  0_0_13  0_0_14  0_0_15  0_0_16  0_0_17  0_0_18  0_0_19  0_0_20  0_0_21  0_0_22  0_0_23  - rtype  r_5  -

name PVTCLD_DATA1_R5 

naviseccli  - h $VNX storagepool  - create  - disks  1_0_0  1_0_1  1_0_2  1_0_3  1_0_4  1_0_5  1_0_6  1_0_7  

1_0_8  1_0_9  1_0_10  1_0_11  1_0_12  1_0_13  1_0_14  1_0_15  1_0_16  1_0_17  1_0_18  1_0_19  1_0_20  1_0_21  

1_0_22  1_0_23  1_0_24  - rtype  r_5  - name PVTCLD_DATA2_R5 

naviseccli  - h $VNX storagepool  - create  - disks  0_1_0  0_1_1  0_1_2  0_1_3  0_1_4  0_1_5  0_1_6  0_1_7  -

rtype  r_10  - name PVTCLD_Data3_R1 

naviseccli  - h $VNX storagepool  - create  - disks  0_1_8  0_1_9  0_1_10  0_1_11  0_1_12  0_1_13  0_1_14  

0_1_15  0_1_16  0_1_17  0_1_18  0_1_19  0_1_20  0_1_21  0_1_22  - rtype  r_5  - name PVTCLD_DATA4_R5  

 

Alternatively, the desired pools can be created from the Unisphere GUI.   

From within the Storage > Storage Configuration > 

Storage Pools menu in Unisphere, select Create.   

The RAID configuration, desired number of drives 

and specific drive locations (by choosing Manual) can 

be selected from the Create Storage Pool menu as 

outlined in the Figure below. 

 

Create Support for Clone Private LUNs 
In the previous step Storage pools were defined on the VNX array based on disks within the chassis. Additional 

RAID Group based LUNs are required to support hot spares as well as clone private LUNs in the system.  As part of 

the automation of virtual machine deployments, SnapView Clones are utilized both through scripting and also 

through the SMI-S integration of System Center Virtual Machine Manager. 

The following example PowerShell can be used to create the RAID Groups and LUNs that will be used to facilitate 

the clone private LUNs.  Make sure that it is modified to reflect the customer environment. 



          

#Replace VNX management IP address in the next line  

$VNX="10.5.223.128"  

 

#create raid group for clone private LUNs  

naviseccli - h $VNX createrg 0 0_0_2 0_0_3  

 

#bind clone private LUNs to raid group 0  

Function bindcheck {  

    Foreach ($lun in $lunarray)  

    {  

        $bound = naviseccli - address $vnx getlun $lun - bind  

        Foreach ($entry in $bound)  

        {  

            $newentry = $entry - spli t ":"  

            Foreach ($sentry in $newentry[1])  

            {  

                $sentry = $sentry.trim()  

                $lun  

                naviseccli - address $vnx getlun $lun - state  

                naviseccli - address $vnx getlun $lun - owner  

                write - host $sentry "% bound for lun $lun"  

                If ($sentry - ne "100")  

                {  

                    Start - Sleep 20  

                    bindcheck4044  

                }  

            }  

        }  

    }  

}  

 

naviseccli - h $VNX bind r1 4044 - rg 0 - cap 1 - sp a  - sq gb  

naviseccli - h $VNX bind r1 4045 - rg 0 - cap 1 - sp b  - sq gb  

$lunarray = 4044,4045  

bindcheck  

 

#add clone private luns  

naviseccli - h $VNX clone - allocatecpl - Spa 4044 - Spb 4045 - o 

If ($LastEXITCODE - ne 0)  

{  

    naviseccli - h $VNX clone - allocatecpl - Spa 4044 - Spb 4045 - o 

    If ($LASTEXITCODE - EQ 0)  

    {  

        Write - Host "Retry was successful"  

    }  

    else  

    {  

        Write - Host "Retry failed"  

    }  

}  

Hot Spares in the VNX Array 
There is no need to define hot spares on the latest generation of VNX arrays. Failed drives are spared to compatible 

unbound drives automatically. The VNX series now supports a new hot spare policy where any unbound disk is 

available for use as a hot spare. The hot spare policy defaults to the EMC recommended best practices for disk type 



          

and capacity, but you can customize the policy to either increase or decrease the ratio of disks that you want to keep 

unused as hot spares. 

The hot spare policy is enforced whenever disks are provisioned, such as when creating RAID Groups, pools, or 

FAST Cache. If a policy is violated, alerts automatically display in Unisphere or the Command Line Interface (CLI) 

to identify the disks. 

When a drive is used in a sparing function, the particular drive becomes a permanent member of the RAID group. 

There is no need to rebalance and copy back (equalize) the spare drive to a new drive, thereby reducing the 

performance load caused by sparing operations. 

Cisco Nexus 5548 Deployment: Part 1 
The following section provides a detailed procedure for configuring the Cisco Nexus 5548 switches for use in a 

Cisco and EMC with Microsoft Private Cloud environment. Follow these steps precisely; failure to do so could 

result in an improper configuration. 

Before you begin, identify the following information in Table 11.   

Table 11.   Nexus Management Information 

Item Value 

Nexus A Switch name  

Nexus B Switch name  

Nexus A mgmt0 IP / netmask  

Nexus B mgmt0 IP / netmask  

Mgmt 0 gateway  

NTP Server IP  

vPC domain ID  

Set up Initial Cisco Nexus 5548 Switch 
These steps provide details for the initial Cisco Nexus 5548 Switch setup. 

Cisco Nexus 5548 A 

On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically 

start. 

1) Enter yes  to enforce secure password standards. 

2) Enter the password for the admin user. 

3) Enter the password a second time to commit the password. 

4) Enter yes  to enter the basic configuration dialog. 

5) Create another login account (yes/no) [n]: Enter. 

6) Configure read-only SNMP community string (yes/no) [n]: Enter. 

7) Configure read-write SNMP community string (yes/no) [n]: Enter. 

8) Enter the switch name: <Nexus A Switch name > Enter. 

9) Continue with out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter. 

10) Mgmt0 IPv4 address: <Nexus A mgmt0 IP > Enter. 



          

11) Mgmt0 IPv4 netmask: <Nexus A mgmt0 netmask > Enter. 

12) Configure the default gateway? (yes/no) [y]: Enter. 

13) IPv4 address of the default gateway: <Nexus A mgmt0 gateway > Enter. 

14) Enable the telnet service? (yes/no) [n]: Enter. 

15) Enable the ssh service? (yes/no) [y]: Enter. 

16) Type of ssh key you would like to generate (dsa/rsa):rsa. 

17) Number of key bits <768ï2048> :1024  Enter. 

18) Configure the ntp server? (yes/no) [y]: Enter. 

19) NTP server IPv4 address: <NTP Server IP > Enter. 

20) Enter basic FC configurations (yes/no) [n]: Enter. 

21) Would you like to edit the configuration? (yes/no) [n]: Enter. 

22) Be sure to review the configuration summary before enabling it. 

23) Use this configuration and save it? (yes/no) [y]: Enter. 

24) Configuration may be continued from the console or by using SSH. To use SSH, connect to the mgmt0 

address of Nexus A. 

25) Log in as user admin with the password previously entered. 

Cisco Nexus 5548 B 

On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically 

start. 

1) Enter yes  to enforce secure password standards. 

2) Enter the password for the admin user. 

3) Enter the password a second time to commit the password. 

4) Enter yes  to enter the basic configuration dialog. 

5) Create another login account (yes/no) [n]: Enter. 

6) Configure read-only SNMP community string (yes/no) [n]: Enter. 

7) Configure read-write SNMP community string (yes/no) [n]: Enter. 

8) Enter the switch name: <Nexus B Switch  name> Enter. 

9) Continue with out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter. 

10) Mgmt0 IPv4 address: <Nexus B mgmt0 IP > Enter. 

11) Mgmt0 IPv4 netmask: <Nexus B mgmt0 netmask > Enter. 

12) Configure the default gateway? (yes/no) [y]: Enter. 

13) IPv4 address of the default gateway: <Nexus B mgmt0 gateway > Enter. 

14) Enable the telnet service? (yes/no) [n]: Enter. 

15) Enable the ssh service? (yes/no) [y]: Enter. 

16) Type of ssh key you would like to generate (dsa/rsa):rsa 

17) Number of key bits <768ï2048> :1024  Enter. 



          

18) Configure the ntp server? (yes/no) [y]: Enter. 

19) NTP server IPv4 address: <NTP Server IP > Enter. 

20) Enter basic FC configurations (yes/no) [n]: Enter. 

21) Would you like to edit the configuration? (yes/no) [n]: Enter. 

22) Be sure to review the configuration summary before enabling it. 

23) Use this configuration and save it? (yes/no) [y]: Enter. 

24) Configuration may be continued from the console or by using SSH. To use SSH, connect to the mgmt0 

address of Nexus A. 

25) Log in as user admin with the password previously entered. 

Enable Appropriate Cisco Nexus Features 

These steps provide details for enabling the appropriate Cisco Nexus features. 

Cisco Nexus A and Nexus B 

config t  

feature lacp  

feature fcoe  

feature npiv  

feature vpc  

feature fport - channel - trunk  

feature interface - vlan  

spanning - tre e port type network default  

spanning - tree port type edge bpduguard default  

spanning - tree port type edge bpdufilter default  

copy run start  

Configure Fibre Channel Ports 

These steps provide details for configuring the necessary FC ports on the Nexus switches. 

Cisco Nexus A and Nexus B 

slot 1  

port 29 - 32 type fc  

copy run start  

reload  

The Cisco Nexus switch will reboot.  This will take several minutes. 

Create Necessary VLANs 

These steps provide details for creating the necessary VLANs.  Note that the SMB (or iSCSI) VLANs are not 

created on the Nexus switches.  The SMB (or iSCSI) connections are made directly from the Fabric Interconnects to 

the EMC VNX array.  The Nexus switches do not see this SMB (or iSCSI)-related traffic. 

Nexus A and Nexus B 

Following the switch reloads, log in with user admin and the password previously entered. 



          

config t  

vlan <MGMT VLAN ID>  

  name Mgmt  

  exit  

vlan <CSV VLAN ID>  

  name CSV 

  exit  

vlan <Live Migration VLAN ID>  

  name LiveMigration  

  exit  

vlan <ClusComm VLAN ID>  

  name ClusComm 

  exit  

vlan <VMaccess VLAN ID>  

  name VMaccess  

  exit  

vlan <VEM VLAN ID>  

  name VEM 

  exit  

copy run start  

Add Individual Port Descriptions for Troubleshooting 

These steps provide details for adding individual port descriptions for troubleshooting activity and verification. 

Cisco Nexus 5548 A 

interface Eth1/1  

  description <Nexus B:Eth1/1>  

  exit  

interface Eth1/2  

  description <Nexus B:Eth1/2>  

  exit  

interface Eth1/17  

  description <UCSM A:Eth1/17>  

  exit  

interface Eth1/18  

  description <UCSM B:Eth1 /17>  

  exit  

copy run start  

Cisco Nexus 5548 B 

interface Eth1/1  

  description <Nexus A:Eth1/1>  

  exit  

interface Eth1/2  

  description <Nexus A:Eth1/2>  

  exit  

interface Eth1/17  

  description <UCSM B:Eth1/18>  

  exit  

interface Eth1/18  

  description < UCSM A:Eth1/18>  

  exit  

copy run start  

Create Necessary Port Channels 

These steps provide details for creating the necessary PortChannels between devices. 



          

Cisco Nexus 5548 A 

interface Po10  

  description vPC Peer - Link  

  exit  

interface Eth1/1 - 2 

  channel - grou p 10 mode active  

  no shutdown  

  exit  

interface Po201  

  description <PvtCld - UCS- A> 

  exit  

interface Eth1/17  

  channel - group 201 mode active  

  no shutdown  

  exit  

interface Po202  

  description <PvtCld - UCS- B> 

  exit  

  interface Eth1/18  

channel - group 202 mode active  

  no shutdown  

  exit  

copy run start  

Cisco Nexus 5548 B 

interface Po10  

  description vPC Peer - Link  

  exit  

interface Eth1/1 - 2 

  channel - group 10 mode active  

  no shutdown  

  exit  

interface Po201  

  description <PvtCld - UCS- B> 

  exit  

interface Eth1/17  

  channel - group 201 mode active  

  no shutdown  

  exit  

interface Po202  

  description <PvtCld - UCS- A> 

  exit  

interface Eth1/18  

  channel - group 202 mode active  

  no shutdown  

  exit  

copy run start  

Add PortChannel Configurations 

These steps provide details for adding PortChannel configurations. 

  



          

Cisco Nexus 5548 A 

interface Po10  

  switchport mode trunk  

  switchport trunk native vlan <Native VLAN ID>  

  switchport trunk allowed vlan < MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree port type network  

  no shutdown  

  exit  

interface Po201  

  switchport mode trunk  

  switchport trunk native vlan <MGMT VLAN ID>  

  switchport tr unk allowed vlan < MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree port type edge trunk  

  no shut  

  exit  

interface Po202  

  switchport mode trunk  

  switchport trunk native vlan <MGMT VLAN I D> 

  switchport trunk allowed vlan < MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree port type edge trunk  

  no shut  

  exit  

copy run star  

Cisco Nexus 5548 B 

interface Po10  

  switchport mode trunk  

  switchport trunk native vlan <Native VLAN ID>  

  switchport trunk allowed vlan < MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree port type network  

  no shutdown  

  exit  

interface Po201  

  switchport mode trunk  

  switchport trunk native vlan <MGMT VLAN ID>  

  switchport trunk allowed vlan MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree port type edge tr unk  

  no shut  

  exit  

interface Po202  

  switchport mode trunk  

  switchport trunk native vlan <MGMT VLAN ID>  

  switchport trunk allowed vlan MGMT VLAN ID, CSV VLAN ID, LiveMigration VLAN ID, ClusComm VLAN 

ID, VMaccess VLAN ID, VEM VLAN ID >  

  spanning - tree p ort type edge trunk  

  no shut  

  exit  

copy run start  

Configure Virtual PortChannels 

These steps provide details for configuring virtual PortChannels (vPCs) 



          

Cisco Nexus 5548 A 

vpc domain <Nexus vPC domain ID>  

  role priority 10  

  peer - keepalive destination < Nexus B mgmt0 IP> source <Nexus A mgmt0 IP>  

  exit  

interface Po10  

  vpc peer - link  

  exit  

interface Po201  

  vpc 201  

  exit  

interface Po202  

  vpc 202  

  exit  

copy run start  

Cisco Nexus 5548 B 

vpc domain <Nexus vPC domain ID>  

  role priority 20  

  peer - keepaliv e destination <Nexus A mgmt0 IP> source <Nexus B mgmt0 IP>  

  exit  

interface Po10  

  vpc peer - link  

  exit  

interface Po201  

  vpc 201  

  exit  

interface Po202  

  vpc 202  

  exit  

copy run start  

  



          

Configure Fibre Channel Ports 

Nexus A and Nexus B 

interface fc1/29  

  switchport trunk mode off  

  no shutdown  

  exit  

interface fc1/30  

  switchport trunk mode off  

  no shutdown  

  exit  

interface fc1/31  

  switchport trunk mode off  

  no shutdown  

  exit  

interface fc1/32  

  switchport trunk mode off  

  no shutdown  

  exit  

copy run start  

Link into Existing Network Infrastructure  

Depending on the available network infrastructure, several methods and features can be used to uplink the private 

cloud environment. If an existing Cisco Nexus environment is present, Cisco recommends using vPCs to uplink the 

Cisco Nexus 5548 switches included in the private cloud environment into the infrastructure. The previously 

described procedures can be used to create an uplink vPC to the existing environment. 

Configure Cisco Unified Computing System Fabric Interconnects 
The following section provides a detailed procedure for configuring the Cisco Unified Computing System for use in 

a private cloud environment. These steps should be followed precisely because a failure to do so could result in an 

improper configuration. 

Before you begin, identify the following information in Table 12.   

Table 12.   Cisco UCS Manager Configuration Information 

Item Value 

Node A IPv4 mgmt0 address / netmask  

Node B IPv4 mgmt0 address  

Default gateway address  

Cluster IPv4 address  

DNS address  

Domain name  

Perform Initial Setup of the Cisco UCS 6248 Fabric Interconnects 

These steps provide details for initial setup of the Cisco UCS 6248 fabric Interconnects. 

Cisco UCS 6248 A 

1) Connect to the console port on the first Cisco UCS 6248 fabric interconnect. 

2) At the prompt to enter the configuration method, enter console  to continue. 



          

3) If asked to either do a new setup or restore from backup, enter setup  to continue. 

4) Enter y  to continue to set up a new fabric interconnect. 

5) Enter y  to enforce strong passwords. 

6) Enter the password for the admin user. 

7) Enter the same password again to confirm the password for the admin user. 

8) When asked if this fabric interconnect is part of a cluster, answer y  to continue. 

9) Enter A for the switch fabric. 

10) Enter the <cluster name > for the system name. 

11) Enter the <Mgmt0 IPv4 > address. 

12) Enter the <Mgmt0 IPv4 > netmask. 

13) Enter the <IPv4 address > of the default gateway. 

14) Enter the <cluster IPv4 address >. 

15) To configure DNS, answer y . 

16) Enter the <DNS IPv4 address >. 

17) Answer y  to set up the default domain name. 

18) Enter the <default domain name >. 

19) Review the settings that were printed to the console, and if they are correct, answer yes  to save the 

configuration. 

20) Wait for the login prompt to make sure the configuration has been saved. 

Cisco UCS 6248 B 

1) Connect to the console port on the second Cisco UCS 6248 fabric interconnect. 

2) When prompted to enter the configuration method, enter console to continue. 

3) The installer detects the presence of the partner fabric interconnect and adds this fabric interconnect to the 

cluster. Enter y  to continue the installation. 

4) Enter the admin password for the first fabric interconnect. 

5) Enter the <Mgmt0 IPv4 address >. 

6) Answer yes  to save the configuration. 

7) Wait for the login prompt to confirm that the configuration has been saved. 

Log into Cisco UCS Manager 

These steps provide details for logging into the Cisco UCS environment. 



          

Open a Web browser and navigate to the Cisco UCS 

6248 fabric interconnect cluster address. 

You will see a web page complaining about the 

websiteôs security certificate.  Click Continue to this 

website (not recommended). 

 

Select the Launch UCS Manager link to download 

the Cisco UCS Manager software. 

If prompted to accept security certificates, accept as 

necessary. 

 

When prompted, enter admin for the username and 

enter the administrative password and click Login to 

log in to the Cisco UCS Manager software. 

 

 

Add a Block of IP Addresses for KVM Access 

These steps provide details for creating a block of KVM IP addresses for server access in the Cisco UCS 

environment. 

  



          

Cisco UCS Manager 

Select the LAN  tab at the top of the left window. 

Select Pools > root > IP Pools > IP Pool ext-mgmt. 

Select Create Block of IP Addresses. 

 

Enter the starting IP address of the block and number 

of IPs needed as well as the subnet and gateway 

information. 

Click OK  to create the IP block. 

Click OK  in the message box 

Note: This block of addresses must be on the 

same subnet as the management addresses 

assigned to the UCS Manager. 

 

Cisco UCS PowerTool 

Get - UcsOrg - Level root | Get - UcsIpPool - Name "ext - mgmt" - LimitScope | Add - UcsIpPoolBlock - DefGw 

ñ10.5.177.1ò - From ñ10.5.177.200ò - To ñ10.5.177.209ò 

Synchronize Cisco UCS to NTP 

These steps provide details for synchronizing the Cisco UCS environment to the NTP server. 

Cisco UCS Manager 

Select the Admin  tab at the top of the left window. 

Select All > Timezone Management. 

In the right pane, select the appropriate timezone in 

the Timezone drop-down menu. 

Click Add NTP Server. 

 



          

Input the NTP server IP and click OK . 

 

 

Click Save Changes and then OK . 

 

Edit the Chassis Discovery Policy 

These steps provide details for modifying the chassis discovery policy as the base architecture includes two uplinks 

from each fabric extender installed in the Cisco UCS chassis. 

Cisco UCS Manager 

Navigate to the Equipment tab in the left pane. 

In the right pane, click the Policies tab. 

Under Global Policies, set the Chassis Discovery 

Policy to 1 Link . 

Select the Port Channel radio button for the Link 

Grouping Preference. 

Click Save Changes in the bottom right corner. 

Note: Setting this policy to 1 Link helps 

Make sure valid discovery of any 

configuration.  In a later step when the 

chassis is re-acked, all valid links will be 

discovered and activated. 

 

 

  



          

Cisco UCS PowerTool 

Get - UcsOrg ïLevel root | Get - UcsChassisDiscoveryPolicy | Set - UcsChassisDiscoveryPolicy ïAction 

ñ2- Linkò ïLinkAggregationPref ñport- channelò ïForce  

Enable Server and Uplink Ports 

These steps provide details for enabling Fibre Channel, server and uplinks ports. 

Cisco UCS Manager 

Select the Equipment tab on the top left of the 

window. 

Select Equipment > Fabric Interconnects > Fabric 

Interconnect A (primary ) > Fixed Module. 

Expand the Unconfigured Ethernet Ports section. 

Select the ports that are connected to the Cisco UCS 

chassis (2 per chassis). 

Click Reconfigure, then select Configure as Server 

Port from the drop-down menu. 

A prompt displays asking if this is what you want to 

do. Click Yes, then OK  to continue. 

Repeat for Fabric Interconnect B. 

 
 

Continue working on Fabric Interconnect B. 

Select ports 17 and 18 that are connected to the Cisco 

Nexus 5548 switches. 

Click Reconfigure, then select Configure as Uplink 

Port from the drop-down menu. 

A prompt displays asking if this is what you want to 

do. Click Yes, then OK  to continue. 

Switch back to working on Fabric Interconnect A. 

Repeat for Fabric Interconnect A. 

Note: After a port is configured, you can 

select the port and select the option to Show 

Interface.  This allows you to add a 

description, if you so desire. 

 

Cisco UCS PowerTool 

Cisco UCS PowerTool can work on both fabrics when setting up server and uplink ports. 



          

$var = Get - UcsFabricServerCloud ïId ñAò 

$var | Add - UcsServerPort - PortId 1 - SlotId 1 ïUsrLbl ñBlade Server Portò 

$var | Add- UcsServerPort - PortId 2 - SlotId 1 ïUsrLbl ñBlade Server Portò 

$var = Get - UcsFabricLanCloud ïId ñAò 

$var | Add - UcsUplinkPort - PortId 17 - SlotId 1 ïUsrLbl ñUplink Portò 

$var | Add - UcsUplinkPort - PortId 18 - SlotId 1 ïUsrLbl ñUplink Portò 

Configure Unified Ports for Fibre Channel 

These steps provide details for modifying an unconfigured Ethernet port into a FC uplink port ports in the Cisco 

UCS environment. 

Note:  Modification of the unified ports on the built-in ports leads to a reboot of the Fabric Interconnect 

being modified. This reboot can take up to 10 minutes.  Modification of the unified ports on an expansion 

module only takes a few seconds and does not cause the loss of connectivity to UCS Manager.  This CVD 

assumes no expansion module. 

Cisco UCS Manager 

Navigate to the Equipment tab in the left pane. 

Select Fabric Interconnect A. 

In the right pane, click the General tab. 

Select Configure Unified Ports. 

Select Yes to launch the wizard. 

 



          

Use the slider tool and move one position to the left to 

configure the last two ports (31 and 32) as FC uplink 

ports.  Ports 31 and 32 now have the ñBò indicator 

indicating their reconfiguration as FC uplink ports. 

Click Finish, then click OK . 

The Cisco UCSM GUI will close as the primary fabric 

interconnect reboots.  Upon successful reboot, open a 

Web browser and navigate to the Cisco UCS 6248 

fabric interconnect cluster address. 

When prompted, enter admin  for the username and 

enter the administrative password and click Login to 

log in to the Cisco UCS Manager software. 

Repeat the above steps for Fabric B. 

Navigate to the Equipment tab in the left pane. 

Select Fabric Interconnect B. 

In the right pane, click the General tab. 

Select Configure Unified Ports. 

Select Yes to launch the wizard. 

Use the slider tool and move one position to the left to 

configure the last two ports (31 and 32) as FC uplink 

ports.  Ports 31 and 32 now have the ñBò indicator 

indicating their reconfiguration as FC uplink ports. 

Click Finish, then click OK . 

 

Cisco UCS PowerTool 

Connect to Fabric Interconnect A, Connect - UCS <FQDN or IP>  

  Start - UcsTransaction  

  Get - UcsFabricSanCloud ïId ñAò | Add- UcsFcUplinkPort ïSlotId 1 ïPortId 32 ïAdminState ñenabledò 

ïModifyPresent  

  Get - UcsFabricSanCloud ïId ñAò | Add- UcsFcUplin kPort ïSlotId 1 ïPortId 31 ïAdminState ñenabledò 

ïModifyPresent  

Complete - UcsTransaction  

#This causes the Fabric Interconnect A to reboot.  Upon successful reboot  

Connect - Ucs <FQDN or IP>.  

#Repeat the above transaction on Fabric B  

#Upon successful reboot  

Connect - Ucs <FQDN or IP>  

  



          

Acknowledge the Cisco UCS Chassis 

The connected chassis needs to be acknowledged before it can be managed by Cisco UCS Manager. 

Cisco UCS Manager 

On the Equipment tab, select Chassis 1 in the left 

pane. 

Click Acknowledge Chassis. 

 

Cisco UCS Manager acknowledges the chassis and the blades servers in it.  Do this for each chassis in your 

configuration. 

Cisco UCS PowerTool 

Get - UcsChassis ïId 1 | Set - UcsChassis ïAdminState ñre- acknowledgeò 

Create Uplink PortChannels to the Cisco Nexus 5548 Switches 

These steps provide details for configuring the necessary PortChannels out of the Cisco UCS environment. 

Cisco UCS Manager 

Select the LAN  tab on the left of the window. 

Note:  Two PortChannels are created, one from fabric 

A to both Cisco Nexus 5548 switches and one from 

fabric B to both Cisco Nexus 5548 switches. 

Under LAN Cloud , expand the Fabric A tree. 

Right-click Port Channels. 

Select Create Port Channel. 

 



          

Enter 201  as the unique ID  of the PortChannel. 

Enter vPC- 201  as the Name of the PortChannel. 

Click Next. 

 

Select the port with slot ID 1 and port 17 and also the 

port with slot ID 1 and port 18 to be added to the 

PortChannel. 

Click >> to add the ports to the PortChannel. 

Click Finish to create the PortChannel. 

Right-click the newly created port channel and select 

Show navigator 

 

 

Under Actions, select Enable Port Channel. 

In the pop-up box, click Yes, then OK  to enable. 

Wait until the overall status of the Port Channel is up. 

Click OK  to close the Navigator. 

Repeat for Fabric B using 202  as the unique ID of the 

Port Channel and vpc - 202  as the name. 

 

 

  



          

Cisco UCS PowerTool 

$var = Get - UcsFabricLanCloud ïId A | Add - UcsUplinkPortChannel - PortId 201 ïAdminState enabled -

Name <vPC- 201>  

$var | Add - UcsUplinkPortChannelMember - PortId 17 - SlotId 1 ïAdminState enabled  

$var | Add - UcsUplinkPortChannelMember - PortId 18 - SlotId 1 ïAdminState enabled  

$var = Get - UcsFabricLanCloud ïId B | Add - UcsUplinkPortChannel - PortId 202 ïAdminState enabled ï

Name <vPC- 202>  

$var | Add - UcsUplinkPortChannelMember - PortId 17 - SlotId 1 ïAdminState enabled  

$var | Add - UcsUplinkPortChannelMember - PortId 18 - SlotId 1 ïAdminState enabled  

Configure Service Profiles 

Create an Organization (Optional) 

These steps provide details for configuring an organization in the Cisco UCS environment. Organizations are used 

as a means to organize and restrict access to various groups within the IT organization, thereby enabling multi-

tenancy of the compute resources.  

This document assumes no use of an organization.  If the organization is implemented, you must remember the 

search order Cisco UCS employs when searching for components.  For example, when creating a template in a sub-

organization, Cisco UCS will search first in the sub-organization to resolve a reference.  If it does not find the 

reference there, it will search up through its parent tree, ending at root.  A sub-organization cannot resolve a 

reference to an item that exists in a different peer sub-organization or child sub-organization. 

Cisco UCS Manager 

From the Newé menu at the top of the window, 

select Create Organization 

 

Enter a name for the organization. 

Enter a description for the organization (optional). 

Click OK . 

In the message box that displays, click OK . 

 

 

Cisco UCS PowerTool 

Add- UcsOrg ïOrg root ïName <sub - organization name> - Descr ñ<description>ò 

  



          

Create a MAC Address Pool 

These steps provide details for configuring the necessary MAC address pool for the Cisco UCS environment. 

Cisco UCS Manager 

Select the LAN  tab on the left of the window. 

Select Pools > root. 

Right-click MAC  Pools under the FastTrack4 

organization. 

Select Create MAC  Pool to create the MAC address 

pool. 

Note: Depending on the desired 

configuration of MAC addresses, you can 

create multiple pools. 

 

 

Enter <MAC_Pool> for the name of the MAC pool. 

(Optional) Enter a description of the MAC pool. 

Note: You may want to consider creating 

different MAC pools for each vNIC template.  

This can facilitate management of NICs 

based upon MAC ranges. 

 

Click Next. 

Click Add. 

 



          

Specify a starting MAC address. 

Specify a size of the MAC address pool sufficient to 

support the available blade resources. 

Click OK , then click Finish. 

In the message box that displays, click OK . 

 

Cisco UCS PowerTool 

Add- UcsMacPool - Name <MAC_Pool> | Add - UcsMacMemberBlock - From <00:25:B5:AA:AA:00> - To 

<00:25:B5:AA:AA:FE>  

Create WWNN Pools 

These steps provide details for configuring the necessary WWNN pools for the Cisco UCS environment. 

Cisco UCS Manager 

Select the SAN tab at the top left of the window. 

Select Pools > root. 

Right-click WWNN  Pools 

Select Create WWNN  Pool. 

 

 

Enter <WWNN_Pool> as the Name of the WWNN 

pool. 

(Optional) Add a description for the WWNN pool. 

Click Next to continue. 

 



          

Click Add to add a block of WWNNôs. 

The default is fine, modify if necessary. 

Specify a Size of the WWNN block sufficient to 

support the available blade resources. 

Click OK, the click Finish to proceed. 

Click OK  to finish. 

 

Cisco UCS PowerTool 

$var = Add - UcsWwnPool - Name <WWNN_Pool> - Purpose node - wwn- assignment  

$var | Add - UcsWwnMemberBlock - From <20:00:00:25:B5:AA:AA:00> - To <20:00:00:25:B5:AA:AA:3F>  

Create WWPN Pools 

These steps provide details for configuring the necessary WWPN pools for the Cisco UCS environment.  Two 

WWPN pools are created, one for fabric A and one for Fabric B. 

Cisco UCS Manager 

Select the SAN tab at the top left of the window. 

Select Pools > root. 

Right-click WWPN Pools 

Select Create WWPN Pool. 

 

 



          

Enter <WWPN_Pool_A> as the Name for the WWPN 

pool for fabric A. 

(Optional). Give the WWPN pool a description. 

Click Next. 

 

Click Add to add a block of WWPNs. 

Enter the starting WWPN in the From block for fabric 

A. 

Specify a Size of the WWPN block sufficient to 

support the available blade resources. 

Click OK . 

Click Finish to create the WWPN pool. 

Click OK . 

(Optional, but recommended) Repeat the above steps 

to create a pool for the B fabric. 

 

Cisco UCS PowerTool 

$var = Add - UcsWwnPool - Name <WWPN_Pool_A> - Purpose port - wwn- assignment  

$var | Add - UcsWwnMemberBlock - From <20:00:00:25:B5:00:0A:00> - To <20:00:00:25:B5:B8:0A:1F>  

$var = Add - UcsWwnPool - Name <WWPN_Pool_B> - Purpose port - wwn- assignment  

$var | Add - UcsWwnMemberBlock - From <20:00:00:25:B5:00:0B:00> - To <20:00:00:25:B5:B8:0B:1F>  

  



          

Create UUID Suffix Pools 

These steps provide details for configuring the necessary UUID suffix pools for the Cisco UCS environment. 

Cisco UCS Manager 

Select the Servers tab on the top left of the window. 

Select Pools > root. 

Right-click UUID Suffix Pools 

Select Create UUID Suffix Pool. 

 

Name the UUID suffix pool <UUID_Pool>. 

(Optional) Give the UUID suffix pool a description. 

Leave the prefix at the derived option. 

Click Next to continue. 

 

Click Add to add a block of UUIDôs 

The From field is fine at the default setting, or you 

can create a hexadecimal string that is unique for your 

environment. 

Specify a Size of the UUID block sufficient to support 

the available blade resources. 

Click OK , then click Finish to proceed. 

Click OK  to finish. 
 

 

  



          

Cisco UCS PowerTool 

$var = Add - UcsUuidSuffixPool ïName <UUID_Pool>  

$var | Add - UcsUuidSuffixBlock - From < AAAA- 000000000001> - To <AAAA- 000000000040>  

Create Server Pools 

These steps provide details for configuring the necessary UUID server pools for the Cisco UCS environment. 

Cisco UCS Manager 

Select the Servers tab at the top left of the window. 

Select Pools > root. 

Right-click Server Pools. 

Select Create Server Pool. 

 

Name the server pool <PvtCld-Pool>. 

(Optional) Give the server pool a description. 

Click Next to continue to add servers. 

Select the B200 servers to be added to the PvtCld-

Pool server pool. Click >> to add them to the pool. 

Click Finish, then select OK  to finish. 

 

 

Cisco UCS PowerTool 

$var = Add - UcsServerPoolPool - Name <PvtCld - Pool>  

$var | Add - UcsComputePooledSlot - ChassisId 1 - SlotId 1  

$var | Ad d- UcsComputePooledSlot - ChassisId 1 - SlotId 2  

  



          

Create VLANs 

These steps provide details for configuring the necessary VLANs for the Cisco UCS environment. 

Note: Six VLANs are created as Common/Global and four or six are created on specific fabrics. 

Cisco UCS Manager 

Select the LAN  tab on the left of the window. 

Select LAN  Cloud. 

Right-click VLANs . 

Select Create VLANs. 

 

 

Enter <Mgmt> as the name of the VLAN to be used 

for management traffic. 

Keep the Common/Global option selected for the 

scope of the VLAN. 

Enter the <Mgmt VLAN ID> for the management 

VLAN. Keep the sharing type as none. 

Click OK . 

 

Repeat above steps to create the CSV, ClusComm, 

Live Migration, VEM, and VMaccess VLANs. 
 

Cisco UCS PowerTool 

$var = Get - UcsLanCloud  

$var | Add - UcsVlan ïName <Mgmt> ïId <Mgmt VLAN ID>  

$var | Add - UcsVlan ïName <CSV> ïId <CSV VLAN ID>  

$var | Add - UcsVlan ïName <ClusComm> ïId <ClusComm VLAN ID>  

$var | Add - UcsVlan ïName <LiveMigration> ïId <LiveMigration VLAN ID>  

$var | A dd- UcsVlan ïName <VEM> ïId <VEM VLAN ID>  

$var | Add - UcsVlan ïName <VMaccess> ïId <VMaccess VLAN ID>  

Create Host Firmware Package Policy 

These steps provide details for creating a firmware management policy for a given server configuration in the Cisco 

UCS environment. Firmware management policies allow the administrator to select the corresponding packages for 



          

a given server configuration. These often include adapter, BIOS, board controller, FC adapters, HBA option ROM, 

and storage controller properties. 

Cisco UCS Manager 

Select the Servers tab at the top left of the window. 

Select Policies > root. 

Right-click Host Firmware Packages. 

Select Create Host Firmware Package. 

 

Enter the name of the host firmware package for the 

corresponding server configuration. 

Select the radio button for Advanced configuration. 

Navigate the tabs of the Create Host Firmware 

Package Navigator and select the appropriate 

packages and versions for the server configuration. 

Click OK  to complete creating the host firmware 

package. 

Click OK . 

 

Enable Quality of Service in Cisco UCS Fabric 

These steps provide details for enabling the quality of service in the Cisco UCS Fabric and setting Jumbo frames. 

Cisco UCS Manager 



          

Select the LAN  tab at the top left of the window. 

Go to LAN Cloud > QoS System Class. 

In the right pane, click the General tab 

On the Platinum, Gold, and Best Effort rows, type 

9000 in the MTU boxes. 

Click Save Changes in the bottom right corner. 

Click OK  to continue. 

 

Select the LAN  tab on the left of the window. 

Go to LAN > Policies > Root > 

Right-click QoS Policies. 

Select Create QoS Policy. 

 

Enter <LiveMigration> as the QoS Policy name. 

Change the Priority to Platinum.  Leave Burst (Bytes) 

set to 10240.  Leave Rate (Kbps) set to line-rate. 

  

Leave Host Control set to None. 

Click OK  twice to complete. 

 

Repeat to create a QoS policy for CSV. 

Right-click QoS Policies. 

Select Create QoS Policy. 

Enter <CSV> as the QoS Policy name. 

Change the Priority to Gold.  Leave Burst (Bytes) set 

to 10240.  Leave Rate (Kbps) set to line-rate.  Leave 

Host Control set to None. 

Click OK  twice to complete. 

 

Cisco UCS PowerTool 



          

Set - UcsQosClass ïQosClass (Get - UcsQosClass ïPriority gold) ïAdminState enabled ïMtu 9000 - Force  

Set - UcsQosClass ïQosClass (Get - UcsQosClass ïPriority platinum) ïAdminState enabled ïMtu 9000 ï

Force  

$var = Add - UcsQosPolicy ïName ñLiveMigrationò 

$var | Get - UcsVnicEgressPolicy | Set - UcsVnicEgressPolicy - Prio platinum - Force  

$var = Add - UcsQosPolicy ïName ñCSVò 

$var | Get - UcsVnicEgressPolicy | Set - UcsVnicEgressPolicy - Prio gold - Force  

  



          

Create a Power Control Policy 

These steps provide details for creating a Power Control Policy for the Cisco UCS environment. 

Cisco UCS Manager 

Select the Servers tab at the top left of the window. 

Go to Policies > root. 

Right-click Power Controller Policies. 

Select Create Power Control Policy 

 

Enter <No-Cap> as the power control policy Name. 

Change the Power Capping to No Cap. 

Click OK  to complete creating the power control 

policy. 

Click OK  twice to complete. 

 

 

Cisco UCS PowerTool 

Add- UcsPowerPolicy - Name <No- Cap> - Prio ñno- capò 

  



          

Create a Scrub Policy 

These steps provide details for creating a Scrub Policy for the Cisco UCS environment. 

Cisco UCS Manager 

Select the Servers tab at the top left of the window. 

Go to Policies > root. 

Right-click Scrub Policies. 

Select Create Scrub Policy 

 

Enter <No-Scrub> as the scrub policy Name. 

Make sure the radio buttons are selecting No. 

Click OK  twice to complete. 

 

 

 

  



          

Cisco UCS PowerTool 

Add- UcsScrubPolicy - BiosSettingsScrub "no" - DiskScrub "no" - FlexFlashScrub "no" - Name "No - Scrub" 

- PolicyOwner "local"  

Create a Local Disk Configuration Policy 

These steps provide details for creating a local disk configuration for the Cisco UCS environment, which is 

necessary if the servers in question do not have a local disk. 

Note: This policy is recommended for cloud servers even if they do have local disks.  Flexibility is a key 

component of clouds, so it is best to have configurations as loosely tied to physical hardware as possible.  

By not making provision for local disks and SAN booting, you help make sure that moving the profile to 

another system will not create an environment that will lose something as it moves. 

Cisco UCS Manager 

Select the Servers tab on the left of the window. 

Go to Policies > root. 

Right-click Local Disk Config Policies. 

Select Create Local Disk Configuration Policy. 

 

Enter <SAN-Boot> as the local disk configuration 

policy Name. 

Change the Mode to No Local Storage. 

Click OK  to complete creating the local disk 

configuration policy. 

Click OK . 

 

Cisco UCS PowerTool 

Add- UcsLocalDiskConfigPolicy - Name <SAN- Boot> - Mode no - local - storage  

  


