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Executive Summary

With the proliferation of virtual ized environments across most IT land scapes, other technology stacks which
have traditionally not offer ed the same levels of simplicity, flexibility, and rapid deployment as virtualized
compute platforms have come under increasing scrutiny . In particular, networking devices and storage
system s have lacked the agility of hypervisors and virtual servers. With the introduction of Cisco HyperFlex,
Cisco has brought the dramatic enhancements of hyperconvergence to the modern datacenter . Cisco
HyperFlex systems are based on the Cisco UCS platform, combining Cisco HX- Series x86 servers and
integrated networking technologies through the Cisco UCS Fabric Interconnects, into a single management
domain, along with industry leading virtualization hypervis  or software from VMware, and next - generation
software defined storage technology. The combination creates a complete virtualization platform, which
provides the network connectivity for the guest virtual machine (VM) connections, and the distributed

storage to house the VMs, spread across all of the  Cisco UCS x86 servers , versus using specialized storage
or networking components. The unique storage features of the  HyperFlex log based filesystem enable rapid
cloning of VMs, snapshots without the traditional performance penalties, and data dedup lication and
compression . All configuration, deployment, management, and monitoring of the solution can be done with
existing tools for Cisco UCS and VMware, such as Cisco UCS Manager and VMware vCenter, and new
integrated HTML based management tools, such  as Cisco HyperFlex Connect and Cisco Intersight . This
powerful linking of advanced technology stacks into a single, simple, rapidly deployed solution makes Cisco
HyperFlex a true second generation hyperconverged platform.

Cisco HyperFlex HXDP 3.0 expands on the existing suite of enterprise class data protection features by
introducing additional deployment options to enhance the availability and protection of data stored in the
HyperFlex cluster . Stretched clusters provide an installation option which spl  its the physical location of the
HyperFlex cluster nodes across two sites, providing for continued operation even if an entire site fails

Logical availability zones divide the HyperFlex cluster nodes into logical subd ivisions, in order to allow data
to be spread across the nodes in a more controlled manner.  This enhanced distribution of data provides
greater resiliency to node failures in larger HyperFlex clusters. Customers can choose to deploy SSD - only
All- Flash HyperFlex clusters for improve d performanc e, increase d density, and reduce d latency, or use
HyperFlex hybrid clusters which combine  high- performance SSDs and low- cost, high - capacity HDDs to
optimize the cost of storing data. Further enhancements include improvements and customization
capabilities in the HyperFlex Connect management tool, larger scale 64 - node clusters, large form - factor
disks for larger storage capacity, and support for Intel Optane NVMe based caching SSDs .
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Introduction

The Cisco HyperFlex System provides an all- purpose virtualized server platform, with hypervisor hosts,
networking connectivity, and virtual server sto rage across a set of Cisco UCS HX - Series x86 rack- mount
servers. Legacy datacenter deployments have relied on a disparate set of technologies, each performing a
distinct and specialized function, such as network switches connecting endpoints and transferring Ethernet
network traffic, and Fibre Channel (FC) storage arrays provi ding block based storage via a dedicated storage
array network (SAN). E ach of these systems had unique requirements for hardware, connectivity,
management tools, operational knowledge, monitoring, and ongoing support. A legacy virtual server
environment was often divided up into areas commonly referred to as silos, within whi ch only a single
technology operated, along with their correlated software tools and support staff. Silos could often be

divided between the x86 computing hardware, the networking connectivity of those x86 servers, SAN
connectivity and storage device prese ntation, the hypervisors and virtual platform management, and finally
the guest VM themselves along with their OS and applications. This model proves to be inflexible, difficult to
navigate, and is susceptible to numerous operational inefficiencies.

A more modern datacenter model was developed called a converged infrastructure . Converged
infrastructures attempt to collapse the traditional silos by combining these technologies into a more singular
environment, which has been designed to operate togetherinp  re- defined, tested, and validated designs. A
key component of the converged infrastructure was the revolutionary combination of x86 rack and blade
servers, along with converged Ethernet and Fibre Channel networking offered by the Cisco UCS platform.
Converged infrastructures leverage Cisco UCS, plus new deployment tools, management software suites,
automation processes, and orchestration tools to overcome the difficulties deploying traditional

environments, and do so in a much more rapid fashion. These new  tools place the ongoing management and
operation of the system into the hands of fewer staff, with more rapid deployment of workloads based on
business needs, while still remaining at the forefront of flexibility to adapt to workload needs, and offering

the highest possible performance. Cisco has had incredible success in these areas with our various partners,
developing leading solutions such as Cisco  FlexPod, FlashStack, VersaStack, and V xBlock architectures.
Despite these advances, because these converge d infrastructures contained some legacy technology
stacks, particularly in the storage subsystems, there often remained a division of responsibility amongst

multiple teams of administrators. Alongside, there is also a recognition that these converged infrastructures
can still be a somewhat complex combination of components, where a simpler system would suffice to serve

the workloads being requested.

Significant changes in the storage marketplace have given rise to the software defined storage (SDS)

system. Legacy FC storage arrays often contained a specialized subset of hardware, such as Fibre Channel
Arbitrated Loop (FC - AL) based controllers and disk shelves along with optimized Application Specific
Integrated Circuits (ASIC), read/write data caching mo  dules and cards, plus highly customized software to
operate the arrays. With the rise of Serial Attached SCSI (SAS) bus technology and its inherent benefits,
storage array vendors began to transition their internal  hardware architectures to SAS, and with d ramatic
increases in processing power from recent x86 pr  ocessor architectures, they also used fewer or no custom
ASICs at all. As disk physical sizes shrank, x86 servers began to have the same density of storage per rack
unit (RU) as the arrays themselves, and with the proliferation of NAND based flash memory solid state disks
(SSD), they also now had access to input/output (I0) devices whose speed rivaled that of dedicated caching

devices. If servers themselves now contained storage devices and technology to rival many dedicated arrays
on the market, then the major differentiator between them was the software providing allocation,
presentation and management of the storage, plus the advanced features many vendors offered. This has

led to the rise of softwar e defined storage, where the x86 servers with the storage devices ran software to
effectively turn one or more of them , working cooperatively, into a storage array much the same as the
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traditional arrays were. In a somewhat unexpected turn of events, some of the major storage array vendors
themselves were pioneers in this field, recognizing the  technological shifts in the market, and attempting to
profit from the software features they offered versus  their specialized hardware , as had been done in the
past.

Some early uses of SDS systems simply replaced the traditional storage array in the converged architectures
as described earlier. That configuration still had a separate storage system from the virtual server hypervisor
platform, and depending on the solu tion provider, still remained separate from the network devices. If the
servers that hosted the VMs, and also provided the SDS environment were i  n fact the same model of server
could they simply do both things at once and collapse the two functions into o ne? This ultimate combination
of resources becomes what the industry has given the moniker of a hyperconverged infrastructure.
Hyperconverged infrastructures co alesce the computing, memory, hypervisor, and storage devices of

servers into a single platform for virtual servers. There is no longer a separate storage system, as the servers
running the hypervisors also provide the software defined storage resources to store the virtual servers,
effectively storing the virtual machines on themselves. Now nearly a |l the silos are gone, and a
hyperconverged infrastructure becomes something almost completely self - contained, simpler to use, faster
to deploy, easier to consume, yet still flexible and with very high performance. Many hyperconverged
systems still rely on standard networking components, such as on - board network cards in the x86 servers,
and top - of- rack switches. The Cisco HyperFlex system combines the convergence of computing and
networking provided by Cisco UCS, along with next- generation hyperconverged storage software, to
uniquely provide the compute resources, network connectivity, storage, and hypervisor platform to run an
entire virtual environment, all contained in a single  uniform system.

Some key advantages of hyperconverged infras tructures are the simplification of deployment, day to day
management operations, as well as increased agility, thereby reducing the amount operational costs. Since
hyperconverged storage can be easily managed by an IT generalist, this can also reduce tech  nical debt
going forward that is often accrued by implementing complex systems that need dedicated management
teams and skillsets.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
profes sional services, IT managers, partner engineering, and customers deploying the Cisco HyperFlex
System. External references are provided wherever applicable, but readers are expected to be familiar with
VMware specific technologies, infrastructure concepts, networking connectivity, and security policies of the
customer installation.

Purpose othis Document

This document describes the steps required to deploy, configure, and manage a Cisco HyperFlex system

using the VMware ESXi hypervisor . The document is b ased on all known best practices using the software,
hardware and firmware revisions specified in the document. As such, recommendations and best practices

can be amended with later versions. This document showcases the inst  allation, configuration and expa nsion
of Cisco HyperFlex standard and also extended clusters , including both converged nodes and compute - only
nodes, in a typical customer datacenter environment. While readers of this document are expected to have
sufficient knowledge to install and confi gure the products used, configuration details that are important to

the deployment of this solution are provided in this CVD.

Enhancements fo¥ersion3.0

The Cisco HyperFlex system has several new capabilities and enhancements in version 3.0:

11



Solution Overview

1 Multi- hypervisor support allows HyperFlex to be installed with either the VMware ESXi hypervisor, or
Microsoft Hyper - V. This document focuses on installation and support of HyperFlex with the VMware
ESXi hypervisor.

1 Installation of a Cisco HyperFlex cluster can span two physical locations, creating a stretched cluster
A third location is required for running a witness virtual machine toprevent a O0split br.aind s

1 HyperFlex clusters can be configured with logical availability zones, which subdivide the nodes into
groups and evenly distribute the data across all zones , in order to better tolerate node failures

1 Supportfor 64 node clusters; upto 32 converged nodes and 32 compute - only nodes can be used per
cluster.

1 Support for using Intel Optane based NVMe based SSDs as the caching disk in the Cisco HyperFlex
all- flash nodes.

1 Support for large form factor hard drives in the HyperFlex HX240 - M5SL model server for higher
storage capacity.

1 Enhancements and customizations available for the HyperFlex Connect native HTML5 management
GUL

1 Kubernetes support with automated storage and networking deployment via a new FlexVolume driver ,
creating a fully integrated container platform.

Documentation Roadmap

For the comprehensive documentation suite, refer to the foll owing for the Cisco UCS H X- Series
Documentation Roadmap :

https://www.cisco.com/c/en/us/td/doc s/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/H
X_Documentation_Roadmap/HX_Series_Doc_Roadmap.html

# Note: A login is requireddr the Documentation Badmap

Hyperconverged Infrastructure web link : http://hyperflex.io

Solution Summary

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking ¢ onnectivity, a distributed high - performance log based filesystem for VM
storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS
management domain.

Figure 1HyperFlex System Overview
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The following are the components of a Cisco HyperFlex system  using the VMware ESXi Hypervisor :
1 One pair of Cisco UCS Fabric Interconnects, choose from models:
- Cisco UCS 6248UP Fabric Interconnect
- Cisco UCS 6296UP Fabric Interconnect
- Cisco UCS 6332 Fabric Interconnect
- Cisco UCS 6332 - 16UP Fabric Interconnect
1 Three to Thirty - Two Cisco HyperFlex HX- Series Rack- Mount Servers , choose from models:
- Cisco HyperFlex HX220c - M5SX Rack- Mount Servers
- Cisco HyperFlex HX240c - M5SX Rack- Mount Servers
- Cisco HyperFlex HX240c - M5L Rack- Mount Servers
- Cisco HyperFlex HXAF220c - M5SX All- Flash Rack- Mount Servers
- Cisco HyperFlex HXAF24 0c- M5SX All- Flash Rack- Mount Servers
- Cisco HyperFlex HX220c - M4S Rack- Mount Servers
- Cisco HyperFlex HX24 Oc- M4SX Rack- Mount Servers
- Cisco HyperFlex HXAF220c - M4S All - Flash Rack- Mount Servers
- Cisco HyperFlex HXAF240c - M4SX All- Flash Rack- Mount Servers
1 Cisco HyperFlex Data Platform Software
1 VMware vSphere ESXi Hypervisor
1 VMware vCenter Server (end - user supplied)
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Optional co mponents for additional compute - only resources are:
1 Cisco UCS 5108 Chassis
1 Cisco UCS 2204XP , 2208XP or 2304 model Fabric Extender s
1 Cisco UCS B200- M3, B200- M4, B200- M5, B260- M4, B420 - M4, B460- M4 or B480 - M5 blade servers
il

Cisco UCS C220- M3, C220 - M4, C220- M5, C240- M3, C240 - M4, C240- M5, C460- M4 or C480 - M5
rack- mount servers
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Cisco Unified Computing System

The Cisco Unif ied Computing System (Cisco UCS) is a next - generation data center platform that unites
compute, network, and storage access. The platform, optimized for virtual environments, is designed using
open industry - standard technologies and aims to reduce total co st of ownership (TCO) and increase
business agility. The system integrates a low - latency, lossless 10 Gigabit Ethernet or 40 Gigabit Ethernet
unified network fabric with enterprise - class, x86 - architecture servers. It is an integrated, scalable, multi
chassis platform in which all resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

1 Computing: The system is based on an entirely new class of computing system that incorporates rack-
mount and blade ser vers based on Intel Xeon Processors.

1 Network: The system is integrated onto a low - latency, lossless, 10 - Gbps or 40 - Gbps unified network
fabric. This network foundation consolidates LANs, SANs, and high - performance computing networks
which are often separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

1 Virtualization: The system unleashes the full potential of virtualization by enhancing  the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing
business and IT requirements.

1 Storage acce ss: The system provides consolidated access to both SAN storage and Network Attached
Storage (NAS) over the unified fabric. By unifying storage access , the Cisco Unified Computing
System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and
iISCSI. This provides customers with  their choice of storage protocol and physical architecture, and
enhanced investment protection. In addition, the server administrators can pre - assign storage - access
policies for system connectivity to storage resources, simplifying storage connectivity, and
management for increased productivity.

1 Management: The system uniquely integrates all system components which enable the entire solution
to be managed as a single entity by the Cisco UCS Manager (UCSM). The Cisco UCS Manager has an
intuitive graphical user interface (GUI), a command - line interface (CLI), and a robust application
programming interf ace (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:
1 Areduced Total Cost of Ownership and increased business agility.
1 Increased IT staff productivity through just - in-time provisioning and mobility support.

1 A cohesive, integrated system which unifies the technology in the data center. The system is
managed, serviced and tested as a whole.

91 Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale /O bandwidth to match demand.

9 Industry standards supported by a partner ecosystem of industry leaders.
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Cisco UCS Fabric Interconnect

The Cisco UCS Fabric Interconnect (Fl) is a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities f  or the system. Depending on the model chosen,t he
Cisco UCS Fabric Interconnect offers line - rate, low - latency, lossless 10 Gigabit or 40 Gigabit Ethernet, Fibre
Channel over Ethernet (FCoE) and Fibre Channel connectivity . Cisco UCS Fabric Interconnect s provide the
management and communication backbone for the Cisco UCS C - Series, S- Series and HX - Series Rack-
Mount Servers , Cisco UCS B - Series Blade S ervers and Cisco UCS 5100 Series Blade Server Chassis. A |l
servers and chassis, and therefore all blades, attached to the Cisco UCS Fabric Interconnects become part

of a single, highly available management domain. In addition, by supporting unified fabric s, the Cisco UCS
Fabric Interconnects provide both the LA N and SAN connectivity for all servers within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut  -through architecture , supporting
deterministic, low latency, line rate 10 Gigabit Ethernet on all ports, upto 1.92 Tbps switching capacity and
160 Gbps bandwidth per chassis, independent of packet size and enabled services. The product family

supports Cisco low - latency, lossless 10 Gigabit Ethernet unified network fabric capabilities, which increase

the reliability, efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports multiple

traffic classes over the Ethernet fabric from the servers to the uplinks . Significant TCO savings come from an
FCoE- optimized server design in which network interface cards (NICs), host bus adapters (HBAS), cables,
and switches can be consolidated.

The Cisco UCS 6300 Series offers the same features while supporting  even higher performance, low
latency, lossless, line rate 40 Gigabit Ethernet, with up to 2.56 Tbps of switching capacity . Backward
compatibility and scalability are assured with the ability to configure 40 Gbps quad SFP (QSFP) ports as
breakout ports using 4x10GbE breakout cables. Existing  Cisco UCS servers with 10GbE interfaces can be
connected in this manner, alth ough Cisco HyperFlex nodes must use a 40GbE VIC adapter in order to
connect to a Cisco UCS 6300 Series Fabric Interconnect.

Cisco UCS 6248UP Fabric Interconnect

The Cisco UCS 6248UP Fabric Interconnect is a one -rack- unit (1RU) 10 Gigabit Ethernet, FCoE a nd Fiber
Channel switch offering up to 960  Gbps throughput and up to 48 ports. The switch has 32 1/  10- Gbps fixed
Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus one expansion slot.

Figure 2Cisco UCS 6248UP Fabric Interconnect

Cisco UCS 62%96P Fabric Interconnect

The Cisco UCS 6296UP Fabric Interconnect is a two - rack- unit (2RU) 10 Gigabit Ethernet, FCoE, and native
Fibre Channel switch offering up to 1920 Gbps of throughput and up to 96 ports. The switch has 48 1/10 -
Gbps fixed Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus three expansion slots.

Figure 3Cisco UCS 6296UP Fabric Interconnect

16



Technology Ove rview

Cisco UCS 6332bric Interconnect

The Cisco UCS 6 332 Fabric Interconnect is a one- rack- unit (LRU) 40 Gigabit Ethernet and FCoE switch
offering up to 2560 Gbps of throughput. The switch has 32 40- Gbps fixed Ethernet and FCoE ports. Up to 24
of the ports can be reconfigured as 4x10Gbps breakout ports, providing up to 96 10 - Ghps ports.

Figure 4Cisco UCS 6332 Fabric Interconnect

Cisco UCS 633BUP Fabric Interconret

The Cisco UCS 6 332- 16UP Fabric Interconnect is a one- rack- unit (1RU) 10/40 Gigabit Ethernet, FCoE, and
native Fibre Channel switch offering up to 2430 Gbps of throughput. The switch has 24 40- Gbps fixed
Ethernet and FCoE ports, plus 16 1/10 - Gbps fixed E thernet, FCoE, or 4/8/16 Gbps FC ports. Up to 18 of the
40- Gbps ports can be reconfigured as 4x10Gbps breakout ports, providing up to 88 total 10- Gbps ports.

Figure 5Cisco UCS 633BUP Fabric Interconnect

vie A vH ma vH B wa ¥

e

ﬁ Note: When used for a Cisco HyperFlex deployment, dumémdatory QoS settings in the configuration, the 6332 and
633216UP will be limited to a maximum of four 4x10Gbps breakout pavtich can be used for other ndyperFlex
servers

Cisco HyperFlex H®eries Nodes

A HyperFlex cluster requires a minimum of three HX- Series 0 ¢ 0 n v e madesdwith disk storage). Data is
replicated across at least two of these nodes, and a third node is required for continuous operation in the
event of a single - node failure. Each node that has disk storage is equipped with at|  east one high -
performance SSD drive for data caching and rapid acknowledgment of write requests. Each node also is
equipped with additional disks, uptoth e pl at f o r nlithis, fopldnyterin staage and capacity

Cisco HyperFlex H3220eM5SX All-Hash Node

This small footprint Cisco HyperFlex all- flash model contains a 240 GB M.2 form factor solid - state disk
(SSD) that acts as the boot drive, a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe
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SSD, a 1.6 TB NVMe SSD or 400GB SAS SSD write - log drive, and six to eight 960 GB or 3.8 TB SATA SSD
drives for storage capacity. For configurations requiring self - encrypting drives, the caching SSD is replaced
with an 800 GB SAS SED SSD, and the capacity disks are also replaced with  either 800 GB, 960 GB or 3.8
TB SED SSDs.

Figure 6HXAF220&15SX AHFlash Node

Cisco HyperFlex HX240ecM5SXAll-Flash Node

This capacity optimized Cisco HyperFlex all - flash model contains a 240 GB M.2 form factor solid - state disk
(SSD) that acts as the boot drive , a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe
SSD, a 1.6 TB NVMe SSD or 400GB SAS SSD write - log drive installed in a rear hot swappable slot , and six
to twenty - three 960 GB or 3.8 TB SATA SSD drives for storage capacity. For configurations requiring self -
encrypting drives, the caching SSD is replaced with an 800 GB SAS SED SSD, and the capacity disks are

also replaced with either 800 GB, 960 GB or 3.8 TB SED SSDs.

Figure 7THXAF240eM5SXNode

ﬁ Note: Either a375 GB Optane NVMe SSD4@0 GB SAS SSi 1.6 TB NVMe SSD caching drive may be chosen. While
the NVMe optiors can provide a higher level of performandbke partitioning of the hiree disk optiongs the same,
thereforethe amount of cache available on the system is the saegardless of the mdel chosen

CiscoHyperFlex HX220815SX Hybrid Node

This small footprint Cisco HyperFlex hybrid model contains a minimum of six, and up to eight 1.8 terabyte
(TB) or 1.2 TB SAS hard disk drives (HDD) that contribute to clu ster storage capacity, a 240 GB SSD
housekeeping drive, a 480 GB or 800 GB SSD caching drive, and a 240 GB M.2 form factor SSD that acts as
the boot drive . For configurations requiring self - encrypting drives, the caching SSD is replaced with an 800
GB SAS SED SSD, and the capacity disks are replaced with 1.2TB SAS SED HDDs.
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Figure 8HX220eM5SX Node
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CIsco

ﬁ Note: Either a 480 GB or 800 GB caching SAS SSD may be chosen. This option is provided to allow flexibility in orderir

based on product availability, pricing and lead times. There is no performarapacity or scalability benefit in choos-
ing the larger disk.

Cisco HyperFlex HX240d5SX Hybrid de

This capacity optimized Cisco HyperFlex hybrid model contains a minimum of six and up to twenty -three 1.8
TB or 1.2 TB SAS small form factor (SFF) hard disk drives (HDD) that contribute to cluster storage, a 240 GB
SSD housekeeping drive, a single 1.6 TB  SSD caching drive installed in a rear hot swappable slot , and a 240
GB M.2 form factor SSD that acts as the boot drive . For configurations requiring self- encrypting drives, the

caching SSD is replaced with a 1.6 TB SAS SED SSD, and the capacity disks are re  placed with 1.2TB SAS
SED HDDs.

Figure 9HX240eM5SX Node

Cisco HyperFlex HX240d5L Hybrid Node

This density optimized Cisco HyperFlex hybrid model contai ns a minimum of six and up to twelve 6 TB or 8
TB SAS large form factor (L FF) hard disk drives (HDD) that contribute to cluster storage,a 240 GB SSD
housekeeping drive and a single 3.2 TB SSD caching drive , both installed in the rear hot swappable slot s,
and a 240 GB M.2 form factor SSD that acts as the boot drive . Large form factor nodes cannot be configured

with self - encrypting disks , and are limited to a maximum of eight nodes in a cluster  in the initial release of
HyperFlex 3.0 .

Figure 10 HX240eM5LNode

CiscoHyperFlex HAF220cM4SAll-Flash Node

This small footprint Cisco HyperFlex all-flash model contains two Cisco Flexible Flash (FlexFlash) Secure
Digital (SD) cards that act as the boot drives , a single 120 GB or 240 GB solid - state disk (SSD) data - logging
drive, a single 400 GB NVMe or a 400GB or 800 GB SAS SSD write - log drive, and six 960 GB or 3.8 terabyte
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(TB) SATA SSD drives for storage capacity. For configurations requiring self - encrypting drives, the caching
SSD is replaced with an 800 GB SAS SED SSD, and the capacity disks are also replaced with either 800 GB,
960 GB or 3.8 TB SED SSDs.

Figure 11 HXAF2208M4S AltFlash Node

Cisco HyperFlex HX240ecM4SX All-Flash Node

This capacity optimized Cisco HyperFlex all - flash model contains two FlexFlash SD cards that act as boot
drives, a single 120 GB or 240 GB solid - state disk (SSD) data - logging drive, a single 400 GB NVMe or a
400GB or 800 GB SAS SSD write - log drive, and six to twenty - three 960 GB or 3.8 terabyte ( TB) SATA SSD
drives for storage capacity. For configurations requiring self - encrypting drives, the caching SSD is replaced
with an 800 GB SAS SED SSD, and the capacity disks are also replaced with  either 800 GB, 960 GB or 3.8
TB SED SSDs.

Figure 12 HXAF240eM4SXNode

# Note: In M4 generation serveall-flash configurations, either a 400 GB or 800 GB caching SAS SSD may be chosen.
This option is provided to allow flexibility in ordering based on product availability, pricing and lead times. There is no
performance, capacityor scalability benefit in choosintipe larger disk.

CiscoHyperFlex HX220814S Hybrid vde

This small footprint Cisco HyperFlex hybrid model contains six 1.8 terabyte (TB) or 1.2 TB SAS HDD drives
that contribute to cluster storage capacity, a 120 GB  or 240 GB SSD housekeeping drive, a 480 GB SAS SSD
caching drive, and two Cisco Flexible Flash (FlexFlash) Secure Digital (SD) cards that act as boot drives. For
configurations requiring self - encrypting drives, the caching SSD is replaced with an 800 GB SAS SED SSD,

and the capacity di sks are replaced with 1.2TB SAS SED HDD s.
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Figure 13 HX220eM4S Node

Cisco HyperFlex HX240d4SX Hybrid de

This capacity optimized Cisco HyperFlex hybrid model contains a minimum of six and up to twenty -three 1.8
TB or 1.2 TB SAS HDD drives that contribute to cluster storage, a single 120 GB or 240 GB SSD
housekeeping drive, a single 1.6 TB SAS SSD caching drive, and two FlexFlash SD cards that act as the boot
drives. For configurations requiring self - encrypting drives, the caching SSD is replaced with a 1.6 TB SAS

SED SSD, and the capacity disks are re placed with 1.2TB SAS SED HDDs.

Figure 14 HX240eM4SX Node

# Note: In allM4 generation serveconfigurations, either a 120 GB or 240 GB housekeeping disk may be chosen. This
option is provided to allow flexibilitin ordering basd on product availabilitypricingand lead times. There is no per-
formance, capacity or scalability benefit in choosing the larger disk.

Cisco VIC 1227 and 138ZOM Interface @rds

The Cisco UCS Virtual Interface Card (VIC) 1227 is a dual - port Enhanced Sm all Form- Factor Pluggable
(SFP+) 10- Gbps Ethernet and Fibre Channel over Ethernet (FCoE) - capable PCI Express (PCle) modular LAN -
on- motherboard (mLOM) adapter installed in the Cisco UCS HX - Series Rack Servers . The VIC 1227 is used
in conjunction with the Ci sco UCS 6248UP or 6296UP model Fabric Interconnects.

The Cisco UCS VIC 1387 Card is a dual - port Enhanced Quad Small Form - Factor Pluggable ( QSFP+) 40-
Gbps Ethernet and Fibre Channel over Ethernet (FCoE) - capable PCI Express (PCle) modular LAN - on-
motherboard (mLOM) adapter installed in the Cisco UCS HX - Series Rack Servers . The VIC 1387 is used in
conjunction with the Cisco UCS 6332 or 6332 - 16UP model Fabric Interconnects.

The mLOM slot can be used to install a Cisco VIC without consuming a PCle slot, which pro vides greater I/O
expandability. It incorporates next - generation converged network adapter (CNA) technology from Cisco,
providing investment protection for future feature releases. The card enables a policy - based, stateless, agile
server infrastructure tha t can present up to 256 PCle standards - compliant interfaces to the host, each
dynamically configured a s either a network interface card (NICs) or host bus adapter (HBA ). The personality
of the interfaces is set programmatically using the service profile as sociated with the server. The number,
type (NIC or HBA), identity (MAC address and World Wide Name [WWN]), failover policy, adapter settings,
bandwidth, and quality - of- service (QoS) policies of the PCle interfaces are all  specified using the service
profil e.

Figure 15 Cisco VIC 1227 mLOM Card
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