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Executive Summary 

With the proliferation of virtualized env ironments across most IT landscapes, other technology stacks which 

have traditionally not offered the same levels of simplicity, flexibility, and rapid deployment as virtualized 

compute platforms have come under increasing scrutiny. In particular, networki ng devices and storage 

systems have lacked the agility of hypervisors and virtual servers. With the introduction of Cisco HyperFlex, 

Cisco has brought the dramatic enhancements of hyperconvergence to the modern data  center.  

Cisco HyperFlex systems are bas ed on the Cisco UCS platform, combining Cisco HX - Series x86 servers and 

integrated networking technologies through the Cisco UCS Fabric Interconnects, into a single management 

domain, along with industry leading virtualization hypervisor software from Microsoft , and next - generation 

software defined storage technology. The combination creates a complete virtualization platform, which 

provides the network connectivity for the guest virtual machine (VM) connections, and the distributed 

storage to house the VMs , spread across all of the Cisco UCS x86 servers, versus using specialized storage 

or networking components. The unique storage features of the HyperFlex log based filesystem enable rapid 

cloning of VMs, snapshots without the traditional performance penalt ies, and data deduplication and 

compression. All configuration, deployment, management, and monitoring of the solution can be done with 

existing tools for Cisco UCS and Microsoft, such as Cisco UCS Manager and Microsoft Hyper - V Manager, 

PowerShell, SCVMM, and new integrated HTML based management tools, such as Cisco HyperFlex Connect 

and Cisco Intersight. This powerful linking of advanced technology stacks into a single, simple, rapidly 

deployed solution makes Cisco HyperFlex a true second generation  hyperconverged platform.  
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Solution Overview 

Introduction 

The Cisco HyperFlex System provides an all - purpose virtualized server platform, with hypervisor hosts, 

networking connectivity, and virtual server storage across a set of Cisco UCS HX - Series x86 rack - mount 

servers. Legacy datacenter deployments have relied on a disparate set of technologies, each performing a 

distinct and specialized function, such as network switches connecting endpoints and transferring Ethernet 

network traffic, and Fibre Channel (F C) storage arrays providing block based storage via a dedicated storage 

array network (SAN). Each of these systems had unique requirements for hardware, connectivity, 

management tools, operational knowledge, monitoring, and ongoing support. A legacy virtua l server 

environment was often divided up into areas commonly referred to as silos, within which only a single 

technology operated, along with their correlated software tools and support staff. Silos could often be 

divided between the x86 computing hardwar e, the networking connectivity of those x86 servers, SAN 

connectivity and storage device presentation, the hypervisors and virtual platform management, and finally 

the guest VM themselves along with their OS and applications. This model proves to be inflex ible, difficult to 

navigate, and is susceptible to numerous operational inefficiencies.  

A more modern datacenter model was developed called a converged infrastructure. Converged 

infrastructures attempt to collapse the traditional silos by combining these t echnologies into a more singular 

environment, which has been designed to operate together in pre - defined, tested, and validated designs. A 

key component of the converged infrastructure was the revolutionary combination of x86 rack and blade 

servers, along with converged Ethernet and Fibre Channel networking offered by the Cisco UCS platform. 

Converged infrastructures leverage Cisco UCS, plus new deployment tools, management software suites, 

automation processes, and orchestration tools to overcome the diffi culties deploying traditional 

environments, and do so in a much more rapid fashion. These new tools place the ongoing management and 

operation of the system into the hands of fewer staff, with more rapid deployment of workloads based on 

business needs, whi le still remaining at the forefront of flexibility to adapt to workload needs, and offering 

the highest possible performance. Cisco has had incredible success in these areas with our various partners, 

developing leading solutions such as Cisco FlexPod, Fla shStack, VersaStack, and VxBlock architectures. 

Despite these advances, because these converged infrastructures contained some legacy technology 

stacks, particularly in the storage subsystems, there often remained a division of responsibility amongst 

multi ple teams of administrators. Alongside, there is also a recognition that these converged infrastructures 

can still be a somewhat complex combination of components, where a simpler system would suffice to serve 

the workloads being requested.     

Significant changes in the storage marketplace have given rise to the software defined storage (SDS) 

system. Legacy FC storage arrays often contained a specialized subset of hardware, such as Fibre Channel 

Arbitrated Loop (FC - AL) based controllers and disk shelves alo ng with optimized Application Specific 

Integrated Circuits (ASIC), read/write data caching modules and cards, plus highly customized software to 

operate the arrays. With the rise of Serial Attached SCSI (SAS) bus technology and its inherent benefits, 

storage array vendors began to transition their internal hardware architectures to SAS, and with dramatic 

increases in processing power from recent x86 processor architectures, they also used fewer or no custom 

ASICs at all. As disk physical sizes shrank, x86 s ervers began to have the same density of storage per rack 

unit (RU) as the arrays themselves, and with the proliferation of NAND based flash memory solid state disks 

(SSD), they also now had access to input/output (IO) devices whose speed rivaled that of d edicated caching 

devices. If servers themselves now contained storage devices and technology to rival many dedicated arrays 

on the market, then the major differentiator between them was the software providing allocation, 

presentation and management of the storage, plus the advanced features many vendors offered. This has 

led to the rise of software defined storage, where the x86 servers with the storage devices ran software to 

effectively turn one or more of them, working cooperatively, into a storage array  much the same as the 

traditional arrays were. In a somewhat unexpected turn of events, some of the major storage array vendors 

themselves were pioneers in this field, recognizing the technological shifts in the market, and attempting to 
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profit from the so ftware features they offered versus their specialized hardware, as had been done in the 

past.  

Some early uses of SDS systems simply replaced the traditional storage array in the converged architectures 

as described earlier. That configuration still had a separate storage system from the virtual server hypervisor 

platform, and depending on the solut ion provider, still remained separate from the network devices. If the 

servers that hosted the VMs, and also provided the SDS environment were in fact the same model of server, 

could they simply do both things at once and collapse the two functions into on e? This ultimate combination 

of resources becomes what the industry has given the moniker of a hyperconverged infrastructure. 

Hyperconverged infrastructures coalesce the computing, memory, hypervisor, and storage devices of 

servers into a single platform f or virtual servers. There is no longer a separate storage system, as the servers 

running the hypervisors also provide the software defined storage resources to store the virtual servers, 

effectively storing the virtual machines on themselves. Now nearly al l the silos are gone, and a 

hyperconverged infrastructure becomes something almost completely self - contained, simpler to use, faster 

to deploy, easier to consume, yet still flexible and with very high performance. Many hyperconverged 

systems still rely on standard networking components, such as on - board network cards in the x86 servers, 

and top - of- rack switches. The Cisco HyperFlex system combines the convergence of computing and 

networking provided by Cisco UCS, along with next - generation hyperconverged st orage software, to 

uniquely provide the compute resources, network connectivity, storage, and hypervisor platform to run an 

entire virtual environment, all contained in a single uniform system.  

Some key advantages of hyperconverged infrastructures are the simplification of deployment, day to day 

management operations, as well as increased agility, thereby reducing the amount operational costs. Since 

hyperconverged storage can be easily managed by an IT generalist, this can also reduce technical debt 

going f orward that is often accrued by implementing complex systems that need dedicated management 

teams and skillsets . 

Audience 

The intended audience for this document includes, but is not limited to, sales engineers, field consultants, 

professional services, IT  managers, partner engineering, and customers deploying the Cisco HyperFlex 

System. External references are provided wherever applicable, but readers are expected to be familiar with 

Microsoft  specific technologies, infrastructure concepts, networking conn ectivity, and security policies of the 

customer installation.  

Purpose of this Document 

This document describes the steps required to deploy, configure, and manage a Cisco HyperFlex system 

using the Microsoft Hyper - V hypervisor. The document is based on all  known best practices using the 

software, hardware and firmware revisions specified in the document. As such, recommendations and best 

practices can be amended with later versions. This document showcases the installation  and configuration of 

Cisco HyperFlex with Hyper - V in a typical customer datacenter environment. While readers of this document 

are expected to have sufficient knowledge to install and configure the products used, configuration details 

that are important to th e deployment of this solution are provided in this CVD.  

Solution Summary 

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory 

resources, integrated networking connectivity, a distributed high - performance lo g based filesystem for VM 

storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS 

management domain.   
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Figure 1 Cisco HyperFlex System Overview 

 

The following are the components of a Cisco HyperFlex system  using Micro soft Hyper - V as the hypervisor :  

¶ One pair of Cisco UCS Fabric Interconnects, choose from models:  

- Cisco UCS 6248UP Fabric Interconnect  

- Cisco UCS 6296UP Fabric Interconnect  

- Cisco UCS 6332 Fabric Interconnect  

- Cisco UCS 6332 - 16UP Fabric Interconnect  

¶ Three to Eight  Cisco HyperFlex HX - Series Rack- Mount Servers, choose from models:  

- Cisco HyperFlex HX220c - M5SX Rack- Mount Servers  

- Cisco HyperFlex HX240c - M5SX Rack- Mount Servers  

- Cisco HyperFlex HXAF220c - M5SX All - Flash Rack- Mount Servers  

- Cisco HyperFlex HXAF240c - M5SX Al l- Flash Rack- Mount Servers  

¶ Cisco HyperFlex Data Platform Software  

¶ Microsoft Windows Server 2016 Hyper - V Hypervisor  

¶ Microsoft Windows Active Directory and DNS services, RSAT tools (end - user supplied)  

¶ SCVMM ð optional (end - user supplied)  
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Technology Overview 

Cisco Unified Computing System 

The Cisco Unified Computing System (Cisco UCS) is a next - generation data center platform that unites 

compute, network, and storage access. The platform, optimized for virtual environments, is designed using 

open industry - standard technologies and aims to reduce total cost of ownership (TCO) and increase 

business agility. The system integrates a low - latency, lossless 10 Gigabit Ethernet or 40 Gigabit Ethernet 

unified network fabric with enterprise - class, x86 - architecture server s. It is an integrated, scalable, multi 

chassis platform in which all resources participate in a unified management domain.  

The main components of Cisco Unified Computing System are:  

¶ Computing: The system is based on an entirely new class of computing syst em that incorporates rack -

mount and blade servers based on Intel Xeon Processors.  

¶ Network: The system is integrated onto a low - latency, lossless, 10 - Gbps or 40 - Gbps unified network 

fabric. This network foundation consolidates LANs, SANs, and high - performan ce computing networks 

which are often separate networks today. The unified fabric lowers costs by reducing the number of 

network adapters, switches, and cables, and by decreasing the power and cooling requirements.  

¶ Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, 

performance, and operational control of virtual environments. Cisco security, policy enforcement, and 

diagnostic features are now extended into virtualized environments to better support changi ng 

business and IT requirements.  

¶ Storage access: The system provides consolidated access to both SAN storage and Network Attached 

Storage (NAS) over the unified fabric. By unifying storage access, the Cisco Unified Computing 

System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and 

iSCSI. This provides customers with their choice of storage protocol and physical architecture, and 

enhanced investment protection. In addition, the server administrators can pre - assign stora ge- access 

policies for system connectivity to storage resources, simplifying storage connectivity, and 

management for increased productivity.  

¶ Management: The system uniquely integrates all system components which enable the entire solution 

to be managed as  a single entity by the Cisco UCS Manager (UCSM). The Cisco UCS Manager has an 

intuitive graphical user interface (GUI), a command - line interface (CLI), and a robust application 

programming interface (API) to manage all system configuration and operations.  

The Cisco Unified Computing System is designed to deliver:  

¶ A reduced Total Cost of Ownership and increased business agility.  

¶ Increased IT staff productivity through just - in- time provisioning and mobility support.  

¶ A cohesive, integrated system which unifie s the technology in the data center. The system is 

managed, serviced and tested as a whole.  

¶ Scalability through a design for hundreds of discrete servers and thousands of virtual machines and 

the capability to scale I/O bandwidth to match demand.  

¶ Industry standards supported by a partner ecosystem of industry leaders.  

Cisco UCS Fabric Interconnect 

The Cisco UCS Fabric Interconnect (FI) is a core part of the Cisco Unified Computing System, providing both 

network connectivity and management capabilities for the system. Depending on the model chosen, the 

Cisco UCS Fabric Interconnect offers line - rate, low- latency, lossless 10 Gigabit or 40 Gigabit Ethernet, Fibre 
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Channel over Ethernet (FCoE) and Fibre Channel connectivity. Cisco UCS Fabric Interconnects provide the 

management and communication backbone for the Cisco UCS C - Series, S- Series and HX - Series Rack-

Mount Servers, Cisco UCS B - Series Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All 

servers and chassis, and therefore all blades, attached to the Cisco UCS Fabric Interconnects become part 

of a single, highly available management doma in. In addition, by supporting unified fabrics, the Cisco UCS 

Fabric Interconnects provide both the LAN and SAN connectivity for all servers within its domain.  

From a networking perspective, the Cisco UCS 6200 Series uses a cut - through architecture, suppor ting 

deterministic, low latency, line rate 10 Gigabit Ethernet on all ports, up to 1.92 Tbps switching capacity and 

160 Gbps bandwidth per chassis, independent of packet size and enabled services. The product family 

supports Cisco low - latency, lossless 10 Gigabit Ethernet unified network fabric capabilities, which increase 

the reliability, efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports multiple 

traffic classes over the Ethernet fabric from the servers to the uplinks. Sign ificant TCO savings come from an 

FCoE- optimized server design in which network interface cards (NICs), host bus adapters (HBAs), cables, 

and switches can be consolidated.  

The Cisco UCS 6300 Series offers the same features while supporting even higher perfo rmance, low 

latency, lossless, line rate 40 Gigabit Ethernet, with up to 2.56 Tbps of switching capacity. Backward 

compatibility and scalability are assured with the ability to configure 40 Gbps quad SFP (QSFP) ports as 

breakout ports using 4x10GbE breakou t cables. Existing Cisco UCS servers with 10GbE interfaces can be 

connected in this manner, although Cisco HyperFlex nodes must use a 40GbE VIC adapter in order to 

connect to a Cisco UCS 6300 Series Fabric Interconnect.   

Cisco UCS 6248UP Fabric Interconnect 

The Cisco UCS 6248UP Fabric Interconnect is a one - rack- unit (1RU) 10 Gigabit Ethernet, FCoE and Fiber 

Channel switch offering up to 960 Gbps throughput and up to 48 ports. The switch has 32 1/10 - Gbps fixed 

Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus o ne expansion slot.  

Figure 2 Cisco UCS 6248UP Fabric Interconnect 

 

Cisco UCS 6296UP Fabric Interconnect 

The Cisco UCS 6296UP Fabric Interconnect is a two - rack- unit (2RU) 10 Gigabit Ethernet, FCoE, and native 

Fibre Channel switch offering up to 1920 Gbps of throughp ut and up to 96 ports. The switch has 48 1/10 -

Gbps fixed Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus three expansion slots.  

Figure 3 Cisco UCS 6296UP Fabric Interconnect 

 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_4.png
https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_5.png
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Cisco UCS 6332 Fabric Interconnect 

The Cisco UCS 6332 Fabric Interconnect is a one- rack- unit (1RU) 40 Gigabit Ethernet and FCoE switch 

offering up to 2560 Gbps of throughput. The switch has 32 40 - Gbps fixed Ethernet and FCoE ports. Up to 24 

of the ports can be reconfigured as 4x10Gbps breakout ports, pr oviding up to 96 10 - Gbps ports.  

Figure 4 Cisco UCS 6332 Fabric Interconnect 

 

Cisco UCS 6332-16UP Fabric Interconnect 

The Cisco UCS 6332 - 16UP Fabric Interconnect is a one - rack- unit (1RU) 10/40 Gigabit Ethernet, FCoE, and 

native Fibre Channel switch offering up to 2430 Gbps of throughput. The swi tch has 24 40 - Gbps fixed 

Ethernet and FCoE ports, plus 16 1/10 - Gbps fixed Ethernet, FCoE, or 4/8/16 Gbps FC ports. Up to 18 of the 

40- Gbps ports can be reconfigured as 4x10Gbps breakout ports, providing up to 88 total 10 - Gbps ports.  

Figure 5 Cisco UCS 6332-16UP Fabric Interconnect 

 

 When used for a Cisco HyperFlex deployment, due to mandatory QoS settings in the configuration, the 6332 and 
6332-16UP will be limited to a maximum of four 4x10Gbps breakout ports, which can be used for other non-Hy-
perFlex servers. 

Cisco HyperFlex HX-Series Nodes 

A HyperFlex cluster requires a minimum of three HX -Series òconvergedó nodes (with disk storage). Data is 

replicated across at least two of these nodes, and a third node is required for continuous operation in the 

event of a singl e- node failure. Each node that has disk storage is equipped with at least one high -

performance SSD drive for data caching and rapid acknowledgment of write requests. Each node also is 

equipped with additional disks, up to the platformõs physical limit, for long term storage and capacity.  

 In the below listed Cisco UCS HX server models, SED and NVMe cache drives are not supported on HyperFlex sys-
tems with Microsoft Hyper-V  at the time of publishing this document. 

Cisco HyperFlex HXAF220c-M5SX All-Flash Node 

This small footprint Cisco HyperFlex all - flash model contains a 240 GB M.2 form factor solid - state disk 

(SSD) that acts as the boot drive, a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe 

SSD, a 1.6 TB NVMe SSD or 400GB SAS SSD write - log drive, and six to eight 960 GB or 3.8 TB SATA SSD 

drives for storage capacity. For configurations requiring self - encrypting drives, the caching SSD is replaced 

with an 800 GB SAS SED SSD, and the capacity disks are also replaced with either 800 GB, 960 GB  or 3.8 

TB SED SSDs. 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_6.png
https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_7.png
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Figure 6 HXAF220c-M5SX All-Flash Node 

 

Cisco HyperFlex HXAF240c-M5SX All-Flash Node 

This capacity optimized Cisco HyperFlex all - flash model contains a 240 GB M.2 form factor solid - state disk 

(SSD) that acts as the boot drive, a 240 GB housekee ping SSD drive, either a single 375 GB Optane NVMe 

SSD, a 1.6 TB NVMe SSD  or 400GB SAS SSD write - log drive installed in a rear hot swappable slot, and six 

to twenty - three 960 GB or 3.8 TB SATA SSD drives for storage capacity. For configurations requiring s elf-

encrypting drives, the caching SSD is replaced with an 800 GB SAS SED SSD, and the capacity disks are 

also replaced with either 800 GB, 960 GB or 3.8 TB SED SSDs.  

Figure 7 HXAF240c-M5SX Node 

 

Cisco HyperFlex HX220c-M5SX Hybrid Node 

This small footprint Cisco H yperFlex hybrid model contains a minimum of six, and up to eight 1.8 terabyte 

(TB) or 1.2 TB SAS hard disk drives (HDD) that contribute to cluster storage capacity, a 240 GB SSD 

housekeeping drive, a 480 GB or 800 GB SSD caching drive, and a 240 GB M.2 for m factor SSD that acts as 

the boot drive. For configurations requiring self - encrypting drives, the caching SSD is replaced with an 800 

GB SAS SED SSD, and the capacity disks are replaced with 1.2TB SAS SED HDDs. 

Figure 8 HX220c-M5SX Node 

 

Cisco HyperFlex HX240c-M5SX Hybrid Node 

This capacity optimized Cisco HyperFlex hybrid model contains a minimum of six and up to twenty - three 1.8 

TB or 1.2 TB SAS small form factor (SFF) hard disk drives (HDD) that contribute to cluster storage, a 240 GB 

SSD housekeeping drive, a single 1.6 TB SSD caching drive installed in a rear hot swappable slot, and a 240 

GB M.2 form factor SSD that acts as the boot drive. For configurations requiring self - encrypting drives, the 

caching SSD is replaced with a 1.6 TB SAS SED SSD, and the capacity disks are replaced with 1.2TB SAS 

SED HDDs. 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_8.png
https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_9.png
https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_10.png
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Figure 9 HX240c-M5SX Node 

 

Cisco VIC 1387 MLOM Interface Cards 

The Cisco UCS VIC 1387 Card is a dual - port Enhanced Quad Small Form - Factor Pluggable (QSFP+) 40 -

Gbps Ethernet and Fibre Channel over Ethernet (FCoE)- capable PCI Express (PCIe) modular LAN - on-

motherboard (mLOM) adapter installed in the Cisco UCS HX - Series Rack Servers. The VIC 1387 is used in 

conjunction with the Cisco UCS 6332 or 6332 - 16UP model Fabric Interconnects.  

The mLOM slot can be used to  install a Cisco VIC without consuming a PCIe slot, which provides greater I/O 

expandability. It incorporates next - generation converged network adapter (CNA) technology from Cisco, 

providing investment protection for future feature releases. The card enabl es a policy - based, stateless, agile 

server infrastructure that can present up to 256 PCIe standards - compliant interfaces to the host, each 

dynamically configured as either a network interface card (NICs) or host bus adapter (HBA). The personality 

of the in terfaces is set programmatically using the service profile associated with the server. The number, 

type (NIC or HBA), identity (MAC address and World Wide Name [WWN]), failover policy, adapter settings, 

bandwidth, and quality - of- service (QoS) policies of t he PCIe interfaces are all specified using the service 

profile.  

Figure 10 Cisco VIC 1387 mLOM Card 

 

 Hardware revision V03 or later of the Cisco VIC 1387 card is required for the Cisco HyperFlex HX-series servers. 

All-Flash versus Hybrid 

The initial HyperFlex produc t release featured hybrid converged nodes, which use a combination of solid -

state disks (SSDs) for the short - term storage caching layer, and hard disk drives (HDDs) for the long - term 

storage capacity layer. The hybrid HyperFlex system is an excellent choic e for entry - level or midrange 

storage solutions, and hybrid solutions have been successfully deployed in many non - performance sensitive 

virtual environments. Meanwhile, there is significant growth in deployment of highly performance sensitive 

and mission c ritical applications. The primary challenge to the hybrid HyperFlex system from these highly 

performance sensitive applications, is their increased sensitivity to high storage latency. Due to the 

characteristics of the spinning hard disks, it is unavoidabl e that their higher latency becomes the bottleneck 

in the hybrid system. Ideally, if all of the storage operations were to occur in the caching SSD layer, the 

hybrid systemõs performance will be excellent. But in several scenarios, the amount of data being written and 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_11.png
https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_18.png
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read exceeds the caching layer capacity, placing larger loads on the HDD capacity layer, and the subsequent 

increases in latency will naturally result in reduced performance.  

Cisco All - Flash HyperFlex systems are an excellent option for custom ers with a requirement to support high 

performance, latency sensitive workloads. With a purpose built, flash - optimized and high - performance log 

based filesystem, the Cisco All - Flash HyperFlex system provides:  

¶ Predictable high - performance across all the vir tual machines on HyperFlex All - Flash. 

¶ Highly consistent and low latency, which benefits data - intensive applications and databases such as 

Microsoft SQL and Oracle.  

¶ Future ready architecture that is well suited for flash - memory configuration:  

- Cluster - wide S SD pooling maximizes performance and balances SSD usage so as to spread the 

wear.  

- A fully distributed log - structured filesystem optimizes the data path to help reduce write 

amplification.  

- Large sequential writing reduces flash wear and increases component longevity.  

- Inline spac e optimization, for example;  deduplication and compression, minimizes data operations 

and reduces wear.  

¶ Lower operating cost with the higher density drives for increased capacity of the system.  

¶ Cloud scale solution with easy scale - out and dis tributed infrastructure and the flexibility of scaling out 

independent resources separately.  

Cisco HyperFlex support for hybrid and all - flash models now allows customers to choose the right platform 

configuration based on their capacity, applications, perf ormance, and budget requirements. All - flash 

configurations offer repeatable and sustainable high performance, especially for scenarios with a larger 

working set of data, in other words, a large amount of data in motion. Hybrid configurations are a good 

opt ion for customers who want the simplicity of the Cisco HyperFlex solution, but their needs focus on 

capacity - sensitive solutions, lower budgets, and fewer performance - sensitive applications.  

Cisco HyperFlex Data Platform Software 

The Cisco HyperFlex HX Dat a Platform is a purpose - built, high - performance, distributed file system with a 

wide array of enterprise -class data management services. The data platformõs innovations redefine 

distributed storage technology, exceeding the boundaries of first - generation h yperconverged 

infrastructures. The data platform has all the features expected in an enterprise shared storage system, 

eliminating the need to configure and maintain complex Fibre Channel storage networks and devices. The 

platform simplifies operations and  helps ensure data availability. Enterprise - class storage features include 

the following:  

¶ Data  protection  creates multiple copies of the data across the cluster so that data availability is not 

affected if single or multiple components fail (depending on the replication factor configured).  

¶ Deduplication  is always on, helping reduce storage requirements in virtualization clusters in which 

multiple operating system instances in guest virtual machines result in large amounts of replicated 

data.  

¶ Compression  further reduces storage requirements, reducing costs, and the log - structured file 

system is designed to store variable - sized blocks, reducing internal fragmentation.  

¶ Thin  provisioning  allows large volumes to be created without requiring storage to support th em until 

the need arises, simplifying data volume growth and making storage a òpay as you growó proposition. 



Technology Overview  

¶ Fast, space - efficient  clones  rapidly duplicate virtual storage volumes so that virtual machines can be 

cloned simply through metadata operations, w ith actual data copied only for write operations.  

Cisco HyperFlex Connect HTML5 Management Web Page 

An all - new HTML 5 based Web UI is available for use as the primary management tool for Cisco HyperFlex. 

Through this centralized point of control for the cl uster, administrators can create volumes, monitor the data 

platform health, and manage resource use. Administrators can also use this data to predict when the cluster 

will need to be scaled. To use the HyperFlex Connect UI, connect using a web browser to t he HyperFlex 

cluster IP address:  http://<hx  controller  cluster  ip>. 

Figure 11 HyperFlex Connect GUI 

 

Cisco Intersight Cloud Based Management 

Cisco Intersight ( https://intersight.com) , previously known as Starship, is the latest visionary cloud - based 

management tool, designed to provide a centralized off - site management, monitoring and reporting tool for 

all of your Cisco UCS based solutions. In the initial release of Cisco Intersight, monitoring and reporting is 

enabled against Cisco HyperFlex clusters . The Cisco Intersight website and framework can be upgraded 

with new and enhanced features independently of the products that are managed, meaning that many new 



Technology Overview  

features and capabilities can come with no downtime or upgrades required by the end users. Fut ure releases 

of Cisco HyperFlex will enable further functionality along with these upgrades to the Cisco Intersight 

framework. This unique combination of embedded and online technologies will result in a complete cloud -

based management solution that can ca re for Cisco HyperFlex throughout the entire lifecycle, from 

deployment through retirement.  

Figure 12 Cisco Intersight 

 

Cisco HyperFlex HX Data Platform Controller 

A Cisco HyperFlex HX Data Platform controller resides on each node and implements the distributed file 

system. The controller runs as software in user space within a virtual machine, and intercepts and handles all 

I/O from the guest virtual machines. The Storage Controller Virtual Machine (SCVM) uses the new Microsoft 

Hyper- V discrete device assignment  (DDA) feature to provide PCI pass- through  control of the physical 

serverõs SAS disk controller. This method gives the controller VM full control of the physical disk resources, 

utilizing the SSD drives as a read/write caching layer, and the HDDs or SDDs as a capacity layer for 

distributed storage. The controller exposes the distributed storage as SMB share to each node  Hyper- V 

node . 

Data Operations and Distribution 

The Cisco HyperFlex HX Data Platform controllers handle all read and write operation requests from the 

guest  VMs to their virtual disks (VHD/VHDX ) stored in the distributed datastores in the cluster. The data 

platform distributes the data across mult iple nodes of the cluster, and also across multiple capacity disks of 

each node, according to the replication level policy selected during the cluster setup. This method avoids 

storage hotspots on specific nodes, and on specific disks of the nodes, and the reby also avoids networking 

hotspots or congestion from accessing more data on some nodes versus others.  

Replication  Factor 

The policy for the number of duplicate copies of each storage block is chosen during cluster setup, and is 

referred to as the replic ation factor (RF).  

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_20.png
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¶ Replication  Factor  3: For every I/O write committed to the storage layer, 2 additional copies of the 

blocks written will be created and stored in separate locations, for a total of 3 copies of the blocks. 

Blocks are distributed in such a  way as to ensure multiple copies of the blocks are not stored on the 

same disks, nor on the same nodes of the cluster. This setting can tolerate simultaneous failures of 2 

entire nodes in a cluster of 5 nodes or greater, without losing data and resorting to restore from 

backup or other recovery processes. RF3 is recommended for all production systems.  

¶ Replication  Factor  2: For every I/O write committed to the storage layer, 1 additional copy of the 

blocks written will be created and stored in separate loca tions, for a total of 2 copies of the blocks. 

Blocks are distributed in such a way as to ensure multiple copies of the blocks are not stored on the 

same disks, nor on the same nodes of the cluster. This setting can tolerate a failure of 1 entire node 

witho ut losing data and resorting to restore from backup or other recovery processes. RF2 is suitable 

for non - production systems, or environments where the extra data protection is not needed.  

Data Write  and Compression  Operations  

Internally, the contents of e ach virtual disk are subdivided and spread across multiple servers by the HXDP 

software. For each write operation, the data is intercepted by the IO Visor module on the node where the VM 

is running, a primary node is determined for that particular operatio n via a hashing algorithm, and then sent 

to the primary node via the network. The primary node compresses the data in real time, writes the 

compressed data to its caching SSD, and replica copies of that compressed data are written to the caching 

SSD of the  remote nodes in the cluster, according to the replication factor setting. For example, at RF=3 a 

write will be written to the primary node for that virtual disk address, and two additional writes will be 

committed in parallel on two other nodes. Because t he virtual disk contents have been divided and spread 

out via the hashing algorithm, this method results in all writes being spread across all nodes, avoiding the 

problems with data locality and ònoisyó VMs consuming all the IO capacity of a single node. The write 

operation will not be acknowledged until all three copies are written to the caching layer SSDs. Written data 

is also cached in a write log area resident in memory in the controller VM, along with the write log on the 

caching SSDs. This process sp eeds up read requests when reads are requested of data that has recently 

been written.  

Data Destaging  and Deduplication  

The Cisco HyperFlex HX Data Platform constructs multiple write caching segments on the caching SSDs of 

each node in the distributed clus ter. As write cache segments become full, and based on policies 

accounting for I/O load and access patterns, those write cache segments are locked and new writes roll 

over to a new write cache segment. The data in the now locked cache segment is destaged t o the HDD 

capacity layer of the nodes for the Hybrid system or to the SDD capacity layer of the nodes for the All - Flash 

system. During the destaging process, data is deduplicated before being written to the capacity storage 

layer, and the resulting data ca n now be written to the HDDs or SDDs of the server. On hybrid systems, the 

now deduplicated and compressed data is also written to the dedicated read cache area of the caching 

SSD, which speeds up read requests of data that has recently been written. When the data is destaged to a 

HDD, it is written in a single sequential operation, avoiding disk head seek thrashing on the spinning disks 

and accomplishing the task in the minimal amount of time. Since the data is already deduplicated and 

compressed before be ing written, the platform avoids additional I/O overhead often seen on competing 

systems, which must later do a read/dedupe/compress/write cycle. Deduplication, compression and 

destaging take place with no delays or I/O penalties to the guest VMs making re quests to read or write data, 

which benefits both the HDD and SDD configurations.  
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Figure 13 HyperFlex HX Data Platform Data Movement 

 

Data Read Operations  

For data read operations, data may be read from multiple locations. For data that was very recently written, 

the data is likely to still exist in the write log of the local platform controller memory, or the write log of the 

local caching layer disk. If local write logs do not contain the data, the distributed filesystem metadata will be 

queried to see if the dat a is cached elsewhere, either in write logs of remote nodes, or in the dedicated read 

cache area of the local and remote caching SSDs of hybrid nodes. Finally, if the data has not been accessed 

in a significant amount of time, the filesystem will retrieve the requested data from the distributed capacity 

layer. As requests for reads are made to the distributed filesystem and the data is retrieved from the 

capacity layer, the caching SSDs of hybrid nodes populate their dedicated read cache area to speed up 

subsequent requests for the same data. This multi - tiered distributed system with several layers of caching 

techniques, ensures that data is served at the highest possible speed, leveraging the caching SSDs of the 

nodes fully and equally.  All- flash configura tions, however, do not employ a dedicated read cache because 

such caching does not provide any performance benefit; the persistent data copy already resides on high -

performance SSDs.  

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_22.png
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In summary, the Cisco HyperFlex HX Data Platform implements a distributed , log - structured file system that 

performs data operations via two configurations:  

¶ In a Hybrid configuration, the data platform provides a caching layer using SSDs to accelerate read 

requests and write responses, and it implements a storage capacity layer using HDDs.  

¶ In an All - Flash configuration, the data platform provides a dedicated caching layer using high 

endurance SSDs to accelerate write responses, and it implements a storage capacity layer also using 

SSDs. Read requests are fulfilled directly from t he capacity SSDs, as a dedicated read cache is not 

needed to accelerate read operations.  
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Solution Design 

Requirements 

The following sections detail the physical hardware, software revisions, and firmware versions required to 

install a single cluster of the  Cisco HyperFlex system. A maximum of 8 converged nodes are supported on 

Cisco HyperFlex with Microsoft Hyper - V. 

Physical Components 

 HyperFlex System Components 

Component  Hardware  Required  

Fabric Interconnects  

Two Cisco UCS 6248UP Fabric Interconnects, or  

Two Cisco UCS 6296UP Fabric Interconnects, or  

Two Cisco UCS 6332 Fabric Interconnects, or  

Two Cisco UCS 6332 - 16UP Fabric Interconnects  

Servers 

Three to Eight Cisco HyperFlex HXAF220c - M5SX All - Flash rack servers, or  

Three to Eight Cisco HyperFlex HXAF240c - M5SX All - Flash rack servers, or  

Three to Eight Cisco HyperFlex HX220c - M5SX Hybrid rack servers, or  

Three to Eight Cisco HyperFlex HX240c - M5SX Hybrid rack servers,  

 

For complete server specifications and more information, please refer to the links below:  

Compare Models : 

http://www.cisco.com/c/en/us/products/hyperconverged - infrastructure/hyperflex - hx-
series/index.html#compare - models  

HXAF220c - M5SX Spec Sheet:  

https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged - infrastructure/hyperflex - hx-

series/hxaf - 220c - m5- specsheet.pdf  

HXAF240c - M5SX Spec Sheet:  

https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged - infrastructure/hyperflex - hx-
series/hxaf - 240c- m5- specsheet.pdf  

HX220c - M5SX Spec Sheet:  

https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverge d- infrastructure/hyperflex - hx-
series/hx - 220c - m5- specsheet.pdf  

HX240c - M5SX Spec Sheet:  

https://www.cisco.com/c/d am/en/us/products/collateral/hyperconverged - infrastructure/hyperflex - hx-

series/hx - 240c - m5- specsheet.pdf  

https://www.cisco.com/c/en/us/products/hyperconverged-infrastructure/hyperflex-hx-series/index.html#compare-models
https://www.cisco.com/c/en/us/products/hyperconverged-infrastructure/hyperflex-hx-series/index.html#compare-models
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-220c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-220c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-240c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-240c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hx-220c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hx-220c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hx-240c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hx-240c-m5-specsheet.pdf
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Table 2  lists the hardware component options  for  the HXAF220c - M5SX server model.  

 HXAF220c-M5SX Server Options 

HXAF220c - M5SX 

options  

Hardware  Required  

Processors  Chose a matching pair of Intel Xeon Processor Scalable Family CPUs  

Memory  

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz 1.2v 

modules  

Disk Controller  Cisco 12Gbps Modular SAS HBA  

SSDs Standard  

One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD  

One 400 GB 2.5 Inch Ent erprise Performance 12G SAS SSD   

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SS Ds, or six to eight 960 GB 2.5 Inch 

Enterprise Value 6G SATA SSDs  

Network  Cisco UCS VIC1387 VIC MLOM  

Boot Device  One 240 GB M.2 form factor SATA SSD  

microSD Card  One 32GB microSD card for local host utilities storage  

Optional  Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+  

Table 3  lists the hardware component options for  the HXAF240c - M5SX server model.  

 HXAF240c-M5SX Server Options 

HXAF240c - M5SX 

Options  Hardware  Required  

Processors  Chose a matching pair of Intel Xeon Processor Scalable Family CPUs  

Memory  

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz 1.2v 

modules  

Disk Controller  Cisco 12Gbps Modular SAS HBA  

SSD Standard  

One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD  

One 400 GB 2.5 Inch Enterprise Performance 12G SAS SSD  

Six to twenty - three 3.8 TB 2.5 Inch Enterprise Value 6G SATA SSDs, or six to twenty - three 960 

GB 2.5 Inch Enterprise Value  6G SATA SSDs 

Network  Cisco UCS VIC1387 VIC MLOM  

Boot Device  One 240 GB M.2 form factor SATA SSD  
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HXAF240c - M5SX 

Options  Hardware  Required  

microSD Card  One 32GB microSD card for local host utilities storage  

Optional  Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+  

Table 4  lists the hardware component options f or the HX220c - M5SX server model.  

 HX220c-M5SX Server Options 

HX220c - M5SX 

Options  

Hardware  Required  

Processors  Chose a matching pair of Intel Xeon Processor Scalable Family CPUs  

Memory  

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz 1.2v 

modules  

Disk Controller  Cisco 12Gbps Modular SAS HBA  

SSDs Standard  

One 240 GB 2.5  Inch Enterprise Value 6G SATA SSD  

One 480 GB 2.5 Inch Enterprise Performance 6G SATA SSD, or one 800 GB 2.5 Inch Enterprise 

Performance 12G SAS SSD  

HDDs Standard  Six to eight 1.8 TB or 1.2 TB SAS 12Gbps 10K rpm SFF HDD  

Network  Cisco UCS VIC1387 VIC MLOM  

Boot Device  One 240 GB M.2 form factor SATA SSD  

microSD Card  One 32GB microSD card for local host utilities storage  

Optional  Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+  

Table 5  lists the hardware component options f or the HX240c - M5SX server model.  

 HX240c-M5SX Server Options 

HX240c - M5SX 

Options  

Hardware  Required  

Processors  Chose a matching pair of Intel Xeon Processor Scalable Family CPUs  

Memory  

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz 1.2v 

modules  

Disk Controller  Cisco 12Gbps Modular SAS HBA  

SSDs Standard  One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD  
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HX240c - M5SX 

Options  

Hardware  Required  

One 1.6 TB 2.5 Inch Enterprise Performance 12G SAS SSD  

HDDs Standard  Six to twenty - three 1.8 TB or 1.2 TB SAS 12Gbps 10K rpm SFF HDD  

Network  Cisco UCS VIC1387 VIC MLOM  

Boot Device  One 240 GB M.2 form factor SATA SSD  

microSD Card  One 32GB microSD card for local host utilities storage  

Optional  Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+  

Software Components 

Table 6  lists the software components and the versions  required for the Cisco HyperFlex system  for 

Microsoft Hyper - V. 

 Software Components 

Component  Software  Required  

Hypervisor  

Hyper- V  -  Microsoft Windows Server 2016 Datacenter  

Note:  Microsoft Windows Server with Hyper - V will NOT be installed in Cisco Factory. 

Customers need to bring their own Windows Server ISO image that needs to be 

installed at deployment site  

Active Directory  

A Windows 2012 or later domain and forest functionality level with AD integrated DNS 

server.  

Management Server  

Windows 10 or Windows Server 2016 with PowerShell and RSAT tools installed.  

System Center VMM 2016 (optional)  

Windows Admin Center (Optional)  

Cisco HyperFlex Data 

Platform   

Cisco HyperFlex HX Data Platform Installer for Microsoft Hyper - V 3.0(1c ) -  Cisco - HX-

Data- Platform - Installer - v3.0.1c - 29681 - hyperv.vhdx.zip  

Microsoft Windows Server 

2016 System Preparation 

Script  

Cisco HyperFlex Data Platform System Preparation Script for Microsoft Windows Server 

2016 with Cisco Drivers  -  HXInstall- HyperV- DatacenterCore - v3.0.1c - 29681.img , or  

Cisco HyperFlex Data Platform System Preparation Script for Microsoft Windows Server 

2016 Desktop Experience with Cisco Drivers  -  HXInstall- HyperV- DatacenterDE-

v3.0.1c - 29681.img  

Ready Clone PowerShell 

Script  

Cisco HyperFlex Data Platform Hyper - V ReadyClone PowerShell Script  

HxClone- HyperV- v3.0.1c - 29681 .ps1  
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Component  Software  Required  

Cisco UCS Firmware  

Cisco UCS Infrastructure software, Cisco UCS B- Series and C - Series bundles, revision 

3.2(3g) or later.  

Licensing 

Cisco HyperFlex systems must be properly li censed using Cisco Smart Licensing, which is a cloud - based 

software licensing management solution used to automate many manual, time consuming and error prone 

licensing tasks. Cisco HyperFlex 2.5 and later communicate with the Cisco Smart Software Manager (CSSM) 

online service via a Cisco Smart Account, to check out or assign available licenses from the account to the 

Cisco HyperFlex cluster resources. Communications can be direct via the internet, they can be configured to 

communicate via a proxy server, o r they can communicate with an internal Cisco Smart Software Manager 

satellite server, which caches and periodically synchronizes licensing data. In a small number of highly 

secure environments, systems can be provisioned with a Permanent License Reservati on (PLR) which does 

not need to communicate with CSSM. Contact your Cisco sales representative or partner to discuss if your 

security requirements will necessitate use of these permanent licenses. New HyperFlex cluster installations 

will operate for 90 day s without licensing as an evaluation period, thereafter the system will generate alarms 

and operate in a non - compliant mode. Systems without compliant licensing will not be entitled to technical 

support.  

For more information about  the Cisco Smart Sof tware Manager satellite server , 

see: https://www.cisco.com/c/en/us/buy/smart - accounts/software - manager - satellite.html  

Beginning with Cisco HyperFlex 3.0, licensing of the system requires one license per node  -  Standard 

license.  

Table 7  lists the licensing editions  and the features available with each type of licen se. 

 HyperFlex System License Editions 

HyperFlex  

Licensing  Edition Standard  

Features Available  8 Converged Nodes standard cluster with 

Fabric Interconnects ( Compute - only nodes 

not supported ) 

All Cisco UCS M5  with SFF server models  

Replication Factor 3  

10 GbE or 40 Gb E Ethernet 

Considerations 

Version Control 

The software revisions listed in Table 6  are the only valid and supported configuration at the time of the 

publishing of this validated design. Special care must be taken not to alter the revision of the hypervisor, 

vCenter server, C isco HX platform software, or the Cisco UCS firmware without first consulting the 

appropriate release notes and compatibility matrixes to ensure that the system is not being modified into an 

unsupported configuration.  

https://www.cisco.com/c/en/us/buy/smart-accounts/software-manager-satellite.html
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Microsoft Windows Active Directory 

The Microsoft Windows Active Directory 2012 or later is required due to the requirement Cisco HyperFlex for 

Microsoft Hyper - V. The Active Directory with integrated DNS server must be installed and operational prior 

to the installation of the Cisco HyperFlex H X Data Platform software.  

 This document does not cover the installation and configuration of Microsoft Windows Active Directory and DNS 
server. 

 Scale 

Cisco HyperFlex for Microsoft Hyper - V standard clusters currently scale from a minimum of 3 to a maximum  

of 8 Cisco HX - series converged nodes with small form factor (SFF) disks per cluster. A converged node is a 

member of the cluster which provides storage resources to the HX Distributed Filesystem. Once the 

maximum size of a single cluster has been reached,  the environment can be òscaled outó by adding 

additional HX model servers to the Cisco UCS domain, installing an additional HyperFlex cluster on them, 

and controlling them via the same management host with PowerShell and RSAT tools installed.  

 At the time of the publication of this document, Cisco HyperFlex for Microsoft Hyper-V does not support the fol-
lowing: Adding compute-only nodes to a cluster or expanding an existing cluster and Cisco UCS M4 server models 
and LFF disks are not supported. 

Table 8  lists the minimum and maximum scale for various installations of the Cisco HyperFlex system  with  

Microsoft Hyper - V: 

 HyperFlex Cluster Scale 

Cluster  Type Minimum Converged  Nodes 

Required  

Maximum  Converged  Nodes 

Allowed  

Maximum  Compute - only Nodes 

Allowed  

Standard with 

SFF disks 3 8 Not supported  

Capacity 

Overall usable cluster capacity is based on a number of factors. The number of nodes in the cluster, the 

number and size of the capacity layer disks, and the replication factor of the HyperFlex HX Data Platform, all 

affect the cluster capacity.  

Disk drive  manufacturers have adopted a size reporting methodology using calculation by powers of 10, also 

known as decimal prefix. As an example, a 120 GB disk is listed with a minimum of 120 x 10^9 bytes of 

usable addressable capacity, or 120 billion bytes. Howeve r, many operating systems and filesystems report 

their space based on standard computer binary exponentiation, or calculation by powers of 2, also called 

binary prefix. In this example, 2^10 or 1024 bytes make up a kilobyte, 2^10 kilobytes make up a megaby te, 

2^10 megabytes make up a gigabyte, and 2^10 gigabytes make up a terabyte. As the values increase, the 

disparity between the two systems of measurement and notation get worse, at the terabyte level, the 

deviation between a decimal prefix value and a bin ary prefix value is nearly 10 percent.  

The International System of Units (SI) defines values and decimal prefix by powers of 10 as follows:  
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 SI Unit Values (Decimal Prefix) 

Value Symbol  Name 

1000 bytes  kB Kilobyte  

1000 kB  MB Megabyte  

1000 MB  GB Gigabyte  

1000 GB  TB Terabyte  

The International  Organization  for Standardization  (ISO) and the  International  Electrotechnical  

Commission  (IEC) defines values and binary prefix by powers of 2 in ISO/IEC 80000 - 13:2008 Clause 4 

listed in Table 10   

 IEC Unit Values (binary prefix) 

Value Symbol  Name 

1024 bytes  KiB Kibibyte  

1024 KiB  MiB Mebibyte  

1024 MiB  GiB Gibibyte  

1024 GiB  TiB Tebibyte  

For the purpose of this document, the decimal prefix numbers are used only for raw disk capacity as listed 

by the respective manufacturers. For all calculations where raw or usable capacities are shown from the 

perspective of the HyperFlex software, filesystems or operating systems, the binary prefix numbers are 

used. This is done primarily t o show a consistent set of values as seen by the end user from within the 

HyperFlex Connect GUI when viewing cluster capacity, allocation and consumption, and also within most 

operating systems.  

Table 11   lists a set of HyperFlex HX Data Platform cluster usable capacity values, using binary prefix, for an 

array of cluster configurations. These values provide an example of the capacity calculations, for determining 

the appropriate size of HX cluster to initially purchase, and how much capacity can be gained by adding 

capacity disks. The calculations for these values are listed in  Appendix  A: Cluster  Capacity  Calculations .  

 Cluster Usable Capacities 

HX- Series 

Server Model  

Node 

Quantity  

Capacity  Disk 

Size (each) 

Capacity  Disk 

Quantity  (per  node)  

Cluster  Usable 

Capacity  at RF=2 

Cluster  Usable 

Capacity  at RF=3 

HXAF220c -

M5SX 8 

3.8 TB 8 102.8 TiB  68.6 TiB  

960 GB 8 25.7 TiB  17.1 TiB  

HXAF240c -

M5SX 8 3.8 TB 

6 77.1 TiB  51.4 TiB  

15 192.8 TiB  128.5 TiB  

https://en.wikipedia.org/wiki/International_Organization_for_Standardization
https://en.wikipedia.org/wiki/International_Electrotechnical_Commission
https://en.wikipedia.org/wiki/International_Electrotechnical_Commission
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HX- Series 

Server Model  

Node 

Quantity  

Capacity  Disk 

Size (each) 

Capacity  Disk 

Quantity  (per  node)  

Cluster  Usable 

Capacity  at RF=2 

Cluster  Usable 

Capacity  at RF=3 

23 295.7 TiB  197.1 TiB  

960 GB 

6 19.3 TiB  12.9 TiB  

15 48.2 TiB  32.1 TiB  

23 73.9 TiB  49.3 TiB  

 

 Calculations will be based upon the number of nodes, the number of capacity disks per node, and the size of the 
capacity disks. Table 11  is not a comprehensive list of all capacities and models available. 

Physical Topology 

Topology Overview 

The Cisco HyperFlex for Microsoft Hyper - V system is composed of a pair of Cisco UCS Fabric Interconnects 

along with up to 8 HX - Series rack - mount servers as converged nodes per cl uster. Up to eight separate HX 

clusters can be installed under a single pair of Fabric Interconnects. The two Fabric Interconnects both 

connect to every HX - Series rack - mount server. Upstream network connections, also referred to as 

ònorthboundó network connections are made from the Fabric Interconnects to the customer data  center 

network at the time of installation.  

Figure 14 HyperFlex Standard Cluster Topology 
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Fabric Interconnects 

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster, 

while forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many 

design elements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects 

are active at all  times, passing data on both network fabrics for a redundant and highly available 

configuration. Management services, including Cisco UCS Manager, are also provided by the two FIs but in a 

clustered manner, where one FI is the primary, and one is secondary , with a roaming clustered IP address. 

This primary/secondary relationship is only for the management cluster, and has no effect on data 

transmission.  

Fabric Interconnects have the following ports, which must be connected for proper management of the 

Cisco  UCS domain:  

¶ Mgmt:  A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain via 

GUI and CLI tools. This port is also used by remote KVM, IPMI and SoL sessions to the managed 

servers within the domain. This is typically connecte d to the customer management network.  

¶ L1:  A cross connect port for forming the Cisco UCS management cluster. This port is connected 

directly to the L1 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable 

with RJ45 plugs. It i s not necessary to connect this to a switch or hub.  

¶ L2:  A cross connect port for forming the Cisco UCS management cluster. This port is connected 

directly to the L2 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable 

with RJ 45 plugs. It is not necessary to connect this to a switch or hub.  

¶ Console:  An RJ45 serial port for direct console access to the Fabric Interconnect. This port is typically 

used during the initial FI setup process with the included serial to RJ45 adapter ca ble. This can also be 

plugged into a terminal aggregator or remote console server device.  

HX-Series Rack-Mount Servers 

The HX- Series converged servers are connected directly to the Cisco UCS Fabric Interconnects in Direct 

Connect mode. This option enables Cisco UCS Manager to manage the HX - Series Rack- Mount Servers 

using a single cable for both management traffic and data traffic. Cisco HyperFlex M5 generation servers can 

be configured only with the Cisco VIC 1387 card. The standard and redundant connection  practice is to 

connect port 1 of the VIC card (the right - hand port) to a port on FI A, and port 2 of the VIC card (the left -

hand po rt) to a port on FI B ( Figure 15 ). The HyperFlex installer checks for this configuration, and that all 

serversõ cabling matches. Failure to follow this cabling practice can lead to errors, discovery failures, and 

loss of redundant connectivity.  

Various combinations of physical connectivi ty between the Cisco HX - series servers and the Fabric 

Interconnects are possible, but only specific combinations are supported. For example, use of the Cisco 

QSA module to convert a 40 GbE QSFP+ port into a 10 GbE SFP+ port is allowed for M5 generation ser vers 

in order to configure M5 generation servers along  with model 6248 or 6296 Fabric Interconnects. Table 12  

lists the possible connections, and which of these met hods is supported.  

 Supported Physical Connectivity 

Fabric Interconnect  

Model  6248  6296  6332  6332 - 16UP 

Port Type 10GbE 10GbE 40GbE 10GbE Breakout  40GbE 10GbE Breakout  10GbE onboard  

M5 with  VIC 1387  
ᾝ ᾝ  ᾝ  ᾝ ᾝ 
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M5 with  VIC 1387  + 

QSA 
  ᾝ ᾝ ᾝ ᾝ ᾝ 

Figure 15 HX-Series Server Connectivity 

 

Logical Topology 

Logical Network Design 

The Cisco HyperFlex system has communication pathways that fall into four defined zones ( Figure 16 ): 

¶ Management  Zone:  This zone comprises the connections needed to manage the physical hardware, 

the hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces 

and IP addresses need to be available to all staff who  will administer the HX system, throughout the 

LAN/WAN. This zone must provide access to Domain Name System (DNS) and Network Time Protocol 

(NTP) services, and allow Secure Shell (SSH) communication. In this zone are multiple physical and 

virtual component s: 

- Fabric Interconnect management ports.  

- Cisco UCS external management interface s used by the servers , which answer via the FI 

management ports.  

- Hyper- V host management interfaces.  

- Storage Controller VM management interfaces.  

- A roaming HX cluster management interface.  

- Storage Controller VM Management  interfaces.  

¶ VM Zone:  This zone comprises the connections needed to service network IO to the guest VMs that 

will run inside the HyperFlex hyperconverged system. This zone typically contains multiple VLANs that  

are trunked to the Cisco UCS Fabric Interconnects via the network uplinks, and tagged with 802.1Q 

VLAN IDs. These interfaces and IP addresses need to be available to all staff and other computer 

endpoints which need to communicate with the guest V Ms in the HX system, throughout the 

LAN/WAN.  

¶ Storage  Zone:  This zone comprises the connections used by the Cisco  HX Data Platform software, 

Hyper- V hosts, and the storage controller VMs to service the HX Distributed Data Filesystem. These 

interfaces and IP  addresses need to be able to communicate with each other at all times for proper 

operation. During normal operation, this traffic all occurs within the Cisco UCS domain, however there 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_25.jpg
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are hardware failure scenarios where this traffic would need to travers e the network northbound of the 

Cisco UCS domain. For that reason, the VLAN used for HX storage traffic must be able to traverse the 

network uplinks from the Cisco UCS domain, reaching FI A from FI B, and vice - versa. This zone is 

primarily jumbo frame traf fic therefore jumbo frames must be enabled on the Cisco UCS uplinks. In this 

zone are multiple components:  

- A teamed  interface is used for storage traffic on each Hyper- V host in the HX cluster.  

- Storage Controller VM storage interfaces.  

- A roaming HX cluster  storage interface.  

¶ Live  Migration  Zone:  This zone comprises the connections used by the  Hyper- V hosts to enable live 

migration  of the guest VMs from host to host. During normal operation, this traffic all occurs within the 

Cisco UCS domain, however there are hardware failure scenarios where this traffic would need to 

traverse the network northbound of the Cisco UCS domain. For th at reason, the VLAN used for HX live 

migration  traffic must be able to traverse the network uplinks from the Cisco UCS domain, reaching FI 

A from FI B, and vice - versa. 

Figure 16  illustrates the logical network design.  

Figure 16 Logical Network Design 

 

Design Elements 

Installing the HyperFlex system is primarily done through a deployable HyperFlex installer virtual machine, 

available for download at  cisco.com  as an OVA file. The installer VM performs most of the Cisco UCS 

configuration work, it can be leveraged to simplify the installation of Windows Server 2016 on the HyperFlex 

hosts, and also performs significant portions of the configu ration. Finally, the installer VM is used to install 

the HyperFlex HX Data Platform software and create the HyperFlex cluster. Because this simplified 

installation method has been developed by Cisco, this CVD will not give detailed manual steps for the 

https://www.cisco.com/
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configuration of all the elements that are handled by the installer. Instead, the elements configured will be 

described and documented in this section, and the subsequent sections will guide you through the manual 

steps needed for installation, and how to uti lize the HyperFlex Installer for the remaining configuration steps.  

Network Design 

Cisco  UCS Uplink Connectivity  

Cisco UCS network uplinks connect ònorthboundó from the pair of Cisco UCS Fabric Interconnects to the 

LAN in the customer datacenter. All Cisco  UCS uplinks operate as trunks, carrying multiple 802.1Q VLAN IDs 

across the uplinks. The default Cisco UCS behavior is to assume that all VLAN IDs defined in the Cisco UCS 

configuration are eligible to be trunked across all available uplinks.  

Cisco UCS Fabric Interconnects appear on the network as a collection of endpoints versus another network 

switch. Internally, the Fabric Interconnects do not participate in spanning - tree protocol (STP) domains, and 

the Fabric Interconnects cannot form a network loop, a s they are not connected to each other with a layer 2 

Ethernet link. All link up/down decisions via STP will be made by the upstream root bridges.  

Uplinks need to be connected and active from both Fabric Interconnects. For redundancy, multiple uplinks 

can be used on each FI, either as 802.3ad Link Aggregation Control Protocol (LACP) port - channels, or using 

individual links. For the best level of performance and redundancy, uplinks can be made as LACP port -

channels to multiple upstream Cisco switches using t he virtual port channel (vPC) feature. Using vPC uplinks 

allows all uplinks to be active passing data, plus protects against any individual link failure, and the failure of 

an upstream switch. Other uplink configurations can be redundant, but spanning - tree  protocol loop 

avoidance may disable links if vPC is not available.  

All uplink connectivity methods must allow for traffic to pass from one Fabric Interconnect to the other, or 

from fabric A to fabric B. There are scenarios where cable, port or link failur es would require traffic that 

normally does not leave the Cisco UCS domain, to now be forced over the Cisco UCS uplinks. Additionally, 

this traffic flow pattern can be seen briefly during maintenance procedures, such as updating firmware on 

the Fabric Inte rconnects, which requires them to be rebooted. The following section detail the uplink 

connectivity option used for this solution.  

vPC to Multiple  Switches  

This recommended connection design relies on using Cisco switches that have the virtual port channel  

feature, such as Catalyst 6000 series switches running VSS, Cisco Nexus 5000 series, and Cisco Nexus 

9000 series switches. Logically the two vPC enabled switches appear as one, and therefore spanning - tree 

protocol will not block any links. This configurat ion allows for all links to be active, achieving maximum 

bandwidth potential, and multiple redundancy at each level.  

Figure 17 Connectivity with vPC 
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VLANs and Subnets  

For the base HyperFlex system configuration, multiple VLANs need to be carried to the Cisco UCS domain 

from the upstream LAN, and these VLANs are also defined in the Cisco UCS configuration. The hx - storage -

data VLAN must be a separate VLAN ID from the rema ining VLANs. Table 13  lists the VLANs created by the 

HyperFlex installer in Cisco UCS, and their functions:  

 VLANs 

VLAN Name VLAN ID Purpose  

hx- inband - mgmt  Customer  supplied  Hyper- V host management interfaces  

HX Storage Controller VM management interfaces  

HX Storage Cluster roaming management interface  

hx- storage - data Customer supplied  Hyper- V host storage interfaces  

HX Storage Controller storage network interfaces  

HX Storage Cluster roaming storage interface  

vm- network  Customer supplied  Guest VM network interfaces  

hx- livemigrate  
Customer supplied  Hyper- V host live migration  interfaces  

 

 A dedicated network or subnet for physical device management is often used in datacenters. In this scenario, the 
mgmt0 interfaces of the two Fabric Interconnects would be connected to that dedicated network or subnet. This 
is a valid configuration for HyperFlex installations with the following caveat; wherever the HyperFlex installer is 
deployed it must have IP connectivity to the subnet of the mgmt0 interfaces of the Fabric Interconnects, and also 
have IP connectivity to the subnets used by the hx-inband-mgmt VLANs listed above. 

Jumbo  Frames 

All HyperFlex storage traffic traversing the hx - storage - data VLAN and subnet is configured by default to use 

jumbo frames, or to be precise, all communication is configured to send IP packets with a Maximum 

Transmission Unit (MTU) size of 9000 bytes. In addition, th e default MTU for the hx - livemigrate  VLAN is also 

set to use jumbo frames. Using a larger MTU value means that each IP packet sent carries a larger payload, 

therefore transmitting more data per packet, and consequently sending and receiving data faster. This 

configuration also means tha t the Cisco UCS uplinks must be configured to pass jumbo frames. Failure to 

configure the Cisco UCS uplink switches to allow jumbo frames can lead to service interruptions during 

some failure scenarios, including Cisco UCS firmware upgrades, or when a cabl e or port failure would cause 

storage traffic to traverse the northbound Cisco UCS uplink switches.  

HyperFlex clusters can be configured to use standard size frames of 1500 bytes, however Cisco 

recommends that this configuration only be used in environment s where the Cisco UCS uplink switches are 

not capable of passing jumbo frames, and that jumbo frames be enabled in all other situations.  

Cisco UCS Design 

This section describes the elements within Cisco UCS Manager that are configured by the Cisco HyperFle x 

installer. Many of the configuration elements are fixed in nature, meanwhile the HyperFlex installer does 

allow for some items to be specified at the time of creation, for example VLAN names and IDs, external 
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management IP pools and more. Where the eleme nts can be manually set during the installation, those items 

will be noted in << >> brackets.  

Cisco UCS Organization 

During the HyperFlex installation a new Cisco UCS Sub - Organization is created. You must specify a unique 

Sub- Organization name for each clu ster during the installation, for example òhx1hybridó, or òhx2sedó. The 

sub- organization is created underneath the root level of the Cisco UCS hierarchy, and is used to contain all 

policies, pools, templates and service profiles used by HyperFlex, which pr events problems from 

overlapping settings across policies and pools. This arrangement also allows for organizational control using 

Role- Based Access Control (RBAC) and administrative locales within Cisco UCS Manager at a later time if 

desired. In this way,  control can be granted to administrators of only the HyperFlex specific elements of the 

Cisco UCS domain, separate from control of root level elements or eleme nts in other sub - organizations.  

Figure 18 Cisco UCS HyperFlex Sub-Organization 

 

Cisco UCS LAN Policies 

QoS System Classes 

Specific Cisco UCS Quality of Service (QoS) system classes are defined for a Cisco HyperFlex system. 

These classes define Class of Service (CoS) values that can be used by the uplink switches north of the 

Cisco UCS domain, plus which classes are active, al ong with whether packet drop is allowed, the relative 

weight of the different classes when there is contention, the maximum transmission unit (MTU) size, and if 

there is multicast optimization applied. QoS system classes are defined for the entire Cisco UC S domain, the 

classes that are enabled can later be used in QoS policies, which are then assigned to Cisco UCS vNICs. 

Table 14  and Figure 19  list the QoS System Class settings configured for HyperFlex:  

 QoS System Classes 

Priority  Enabled CoS Packet Drop Weight  MTU Multicast  Optimized  

Platinum 
Yes 5 No 4 9216  No 

Gold 
Yes 4 Yes 4 Normal  No 

Silver 
Yes 2 Yes Best- effort  Normal  Yes 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_36.png
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Priority  Enabled CoS Packet Drop Weight  MTU Multicast  Optimized  

Bronze 
Yes 1 Yes Best- effort  9216  No 

Best Effort  
Yes Any Yes Best- effort  Normal  No 

Fibre 

Channel 
Yes 3 No 5 FC N/A  

Figure 19 QoS System Classes 

 

 Changing the QoS system classes on a Cisco UCS 6332 or 6332-16UP model Fabric Interconnect requires both FIs 
to reboot in order to take effect. 

QoS Policies  

In order to apply the settings defined in the Cisco UCS QoS System Classes, specific QoS Policies must be 

created, and then assigned to the vNICs, or vNIC templates used in Cisco UCS Service Profiles. Table 15  

details the QoS Policies configured for HyperFlex, and their default assignment to the vNIC templates 

created:  

 HyperFlex QoS Policies 

Policy Priority  Burst Rate Host Control  Used by vNIC Template  

Platinum 
Platinum 10240  Line- rate None 

storage - data- a 

storage - data- b 

Gold 
Gold 10240  Line- rate None 

vm- network - a 

vm- network - b 

Silver 
Silver 10240  Line- rate None 

hv- mgmt - a 

hv- mgmt - b 

Bronze 
Bronze 10240  Line- rate None 

hv- livemigrate - a 

hv-  livemigrate - b 

Best Effort  
Best Effort  10240  Line- rate None N/A  

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_37.png


Solution Design  

Multicast  Policy 

A Cisco UCS Multicast Policy is configured by the HyperFlex installer, which is referenced by the VLANs that 

are created. The policy allows for future flexibility if a specific multicast policy needs to be created and 

applied to other VLANs that  may be use d by non - HyperFlex workloads in the Cisco UCS domain. Table 16  

and Figure 20  details the Multicast Policy configured for HyperFlex:  

 Multicast Policy 

Name IGMP Snooping  State IGMP Snooping  Queries State 

HyperFlex 
Enabled Disabled  

Figure 20 Multicast Policy 

 

VLANs 

VLANs are created by the HyperFlex installer to support a base HyperFlex system, with a VLAN for live 

migrate, and a single or multiple VLANs defined for guest VM traffic. Names and IDs for the VLANs are 

defined in the Cisco UCS configuration page of the H yperFlex installer web interface. The VLANs listed in 

Cisco UCS must already be present on the upstream network, and the Cisco UCS FIs do not participate in 

VLAN Trunk Protocol (VTP). Table 17  and Figure 21  list the VLANs configured for HyperFlex.  

 Cisco UCS VLANs 

Name ID Type Transport  Native VLAN Sharing Multicast  Policy 

<<hx- inband - mgmt>>  
<user_defined>  LAN Ether No None HyperFlex 

<<hx- storage - data>>  
<user_defined>  LAN Ether No None HyperFlex 

<<vm- network>>  
<user_defined>  LAN Ether No None HyperFlex 

<<hx- livemigrate>>  
<user_defined>  LAN Ether No None HyperFlex 

https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_38.png
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Figure 21 Cisco UCS VLANs 

 

Management  IP Address  Pool 

A Cisco UCS Management IP Address Pool must be populated with a block of IP addresses. These IP 

addresses are assigned to the Cisco Integrated Management Controller (CIMC) interface of the rack mount 

and blade servers  that are managed in the Cisco UCS domain. The IP addresses are the communication 

endpoints for various functions, such as remote KVM, virtual media, Serial over LAN (SoL), and Intelligent 

Platform Management Interface (IPMI) for each rack mount or blade s erver. Therefore, a minimum of one IP 

address per physical server in the domain must be provided. The IP addresses are considered to be an òout-

of- bandó address, meaning that the communication pathway uses the Fabric Interconnectsõ mgmt0 ports, 

which answe r ARP requests for the management addresses. Because of this arrangement, the IP addresses 

in this pool must be in the same IP subnet as the IP addresses assigned to the Fabric Interconnectsõ mgmt0 

ports. A new IP pool, named òhx- ext- mgmtó is created in the HyperFlex sub - organization, and populated 

with a block of IP addresses, a subnet mask, and a default gateway by the HyperFlex installer.  

Figure 22 Management IP Address Pool 

 

MAC Address  Pools 

One of the core benefits of the Cisco UCS and Virtual Interface Card (VIC) technology is the assignment of 

the personality of the card via Cisco UCS Service Profiles. The number of virtual NIC (vNIC) interfaces, their 

VLAN associations, MAC addresses, QoS policies and more are all applied dynamically as part of the service 

profile association process. Media Access Control (MAC) addresses use 6 bytes of data as a unique address 

to identify the interface on the layer 2 network. All devices are assigned a unique MAC address, which is 

ultimately used for all data transmission an d reception. The Cisco UCS and VIC technology picks a MAC 

address from a pool of addresses, and assigns it to each vNIC defined in the service profile when that 

service profile is created.  
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Best practices mandate that MAC addresses used for Cisco UCS domain s use 00:25:B5 as the first three 

bytes, which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc. The 

fourth byte (e.g. 00:25:B5: xx) is specified during the HyperFlex installation. The fifth byte is set automatically 

by the HyperFlex installer, to correlate to the Cisco UCS fabric and the vNIC placement order. Finally, the last 

byte is incremented according to the number of MAC addresses created in the pool. To avoid overlaps, 

when you define the values in the HyperFle x installer you must ensure that the first four bytes of the MAC 

address pools are unique for each HyperFlex cluster installed in the same layer 2 network, and also different 

from MAC address pools in other Cisco UCS domains which may exist.  

Table 18  list the MAC Address Pools configured for HyperFlex and their default assignmen t to the vNIC 

templates created.  

 MAC Address Pools 

Name Block Start  Size Assignment  Order  Used by vNIC Template  

hv- mgmt - a 
00:25:B5:<xx>:A1:01  100  Sequential  hv- mgmt - a 

hv- mgmt - b 
00:25:B5:<xx>:B2:01  100  Sequential  hv- mgmt - b 

hv- livemigrate - a 
00:25:B5:<xx>:A7:01  100  Sequential  hv- livemigrate - a 

hv- livemigrate - b 
00:25:B5:<xx>:B8:01  100  Sequential  hv- livemigrate - b 

storage - data- a 
00:25:B5:<xx>:A3:01  100  Sequential  storage - data- a 

storage - data- b 
00:25:B5:<xx>:B4:01  100  Sequential  storage - data- b 

vm- network - a 
00:25:B5:<xx>:A5:01  100  Sequential  vm- network - a 

vm- network - b 
00:25:B5:<xx>:B6:01  100  Sequential  vm- network - b 
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Figure 23 MAC Address Pools 

 

Network  Control  Policies  

Cisco UCS Network Control Policies control various aspects of the behavior of vNICs defined in the Cisco 

UCS Service Profiles. Settings controlled include enablement of Cisco Discove ry Protocol (CDP), MAC 

address registration, MAC address forging, and the action taken on the vNIC status if the Cisco UCS network 

uplinks are failed. Two policies are configured by the HyperFlex Installer, HyperFlex - infra is applied to the 

òinfrastructureó vNIC interfaces of the HyperFlex system, and HyperFlex- vm, which is only applied to the 

vNIC interfaces carrying guest VM traffic. This allows for more flexibility, even though the policies are 

currently configured with the same settings. Table 19  details the Network Control Policies configured for 

HyperFlex, and their default assignment to the vNIC templates created:  

 Network Control Policy 

Name CDP MAC Register  Mode  Action  on Uplink Fail MAC Security  Used by vNIC Template  

HyperFlex-

infra 

Enabled Only Native VLAN  Link- down  Forged: Allow  hv- mgmt - a 

hv- mgmt - b 

hv- livemigrate - a 

hv- livemigrate - b 

storage - data- a 






















































































































































































































