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Abstract

This whitepaper details Cisco Provider Connectivity Assurance (PCA), a purpose-built solution for
ensuring the reliability and performance of network services. As the utilities sector increasingly relies on
IP connectivity for mission-critical Operational Technology (OT) services like SCADA, and
Teleprotection, proactive service assurance becomes essential.

PCA uniquely addresses these demands through smart-pluggable sensor SFP modules that provide
hardware-timestamped, microsecond-precision measurements and continuous, high-frequency
synthetic packet generation. An advanced analytics platform enriches data with contextual metadata, to
deliver unparalleled service-centric visibility. This enables proactive detection and rapid remediation of
even transient network degradations, ensuring stringent Layer 2 and 3 service level agreement (SLA)
compliance, continuous operational continuity, and enhanced resilience for vital substation
interconnects.

Introduction

While using routed IP networks to interconnect remote enterprise sites is well established, critical
Industrial 10T (lloT) use cases such as electrical substation connectivity for the industry has historically
relied on connectivity PSTN, SONET/SDH, or direct connections to ensure consistent latency and fail-
safe connectivity.

However, the ongoing digital transformation within the utilities sector now necessitates a shift towards
highly reliable, secure, and high-performance IP connectivity between these vital infrastructure
points.

Traditional network monitoring tools often lack the capabilities required to meet the stringent network
demands of mission-critical operational technology (OT) systems like SCADA, Teleprotection, and inter-
substation communications.

The consequences of network issues in these environments range from operational inefficiencies to grid
instability and safety hazards. This whitepaper introduces Cisco Provider Connectivity Assurance (PCA),
a comprehensive solution engineered to address these performance challenges by transforming
network management from reactive troubleshooting to proactive optimization.
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This whitepaper explores the critical need for advanced service assurance in utilities, explores unique
technical capabilities of the Provider Connectivity Assurance platform, and examines its detailed
application in substation use cases (specifically SCADA, IEC61850 GOOSE, and Traditional TDM-based
Teleprotection). Ultimately, the paper aims to demonstrate how assurance enables utilities to achieve
and maintain strict Layer 2 and /Layer 3 SLA compliance for their critical OT services, enhancing
operational efficiency.

Why Service Assurance is Important for Utilities

The Utility Wide Area Network (WAN) is often a dedicated WAN infrastructure that connects the
Transmission System Operator (TSO) Control Center with various Substations and other field networks
and assets. This WAN transports critical services that require deterministic and predictable network
performance to ensure operational continuity and reliability.

Service Assurance provides continuous verification that the network consistently meets the stringent
performance and reliability criteria required by Operational Technology (OT) services, such as SCADA,
IEC61850 GOOSE, and Teleprotection. This is essential for maintaining high availability and low latency,
both critical in utility environments where downtime or increased latency can have significant
consequences.

By continuously monitoring the transport services, service assurance plays a key role in meeting SLAs
for the various OT services. It allows for proactive detection of potential issues before they affect
operations, reducing downtime and improving overall network health.

Many network monitoring tools lack the granularity and accuracy required for utility WANSs, especially
where high reliability and low latency are required. These limitations make it difficult to detect transient
issues or microevents that may impact critical services.

Cisco Provider Connectivity Assurance (PCA) addresses these challenges by providing high detailed,
service-centric visibility with microsecond accuracy and millisecond sampling intervals. This fine
granularity enables detection of short-lived issues that other assurance solutions may miss,

Smart-pluggable Sensor SFP modules combine the precision of hardware-based monitoring with
simple, flexible installation—requiring no additional computing resources, space, or power.
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Figure 1. Cisco PCA Sensor SFPs
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Key Assurance Sensor SFP features include:

e Hardware timestamping: Delivers microsecond-level accuracy for precise low-latency
measurements

¢ Continuous, high-frequency synthetic packet generation: Enables millisecond-level
sampling without overloading the CPU or impacting the measurements

e One-way metric support Accurately detects directional performance issues, unlike round-trip
measurements that may mask such problems

e Measurement of the real service path. Synthetic measurement packets travel alongside
actual user traffic using same Class of Service (CoS) or DSCP or VLAN tags to accurately reflect
real network behaviour

e Granular throughput measurements. Ultra granular real time throughput measurement,
based on L2/L3 user defined parameters such as VLANSs, IPs, DSCP, ports, and so on)

PCA uses well-known and widely used standard protocols for network assurance such as TWAMP
(RFC 5357) for Layer-3 and Y.1731 is used for Layer-2 measurement. However, it goes beyond
standard implementations by providing a broader set of KPIs and deeper insights, enabling utilities to
benefit from granular assurance while leveraging existing capabilities in their own infrastructure and
facilitating the deployment of the solution. For example, itis possible to use TWAMP reflector
capabilities that already exist in most routers (IR or NCS family for example_support TWAMP based
reflectors via IP SLAs).
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Without a robust and reliable assurance, solution disruptions or degradations in network performance
can lead to delays or outages. By proactively assuring network services, utilities can gain the ability to
act on long-term trends, prevent unforeseen issues, ensure business continuity, protect critical
infrastructures, and deliver uninterrupted service to their customers

Assuring Three Common Substation Use Cases

Provider Connectivity Assurance is used to monitor the transport paths connecting the Transmission
System Operator (TSO) Control Center and the Transmission Substations regardless of whether the
service connectivity is on-net (via utility owned MPLS/IP or Segment Routing network) or off-net (public
backhaul, leased line or cellular backhaul), and irrespective of the service protocol (L2 or L3 VPN)

In this paper, we will focus on the assurance of three types of services that are transported across the
transport network and are either critical or require low latency:

e SCADA: Assurance of the Hub and Spoke connectivity over Layer-3 from Control Center to all
substation locations across the MPLS backbone

o |IEC61850 Goose: Assurance of the Layer-2 low -latency traffic between substations for
protection applications.

o Teleprotection: Hop-by-hop monitoring of interconnecting Layer-2 ring topology requiring
strict low-latency and high availability
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Figure 2. Cisco Provider Connectivity Assurance dashboard with SCADA, GOOSE, and

Teleprotection assurance
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Additionally, assurance can be extended to any new services that will require network support,
including services under the responsibility of the transport team:

e Corporate traffic: data, video, IP voice

¢ AMI: Smart metering data from aggregation point to a datacenter

e IPCCTV

e Other OT traffic such as Phasor Measurement Units (PMU) or metering data

Extending assurance to those services, will help the transport team to improve quality and increase

their operational efficiency.

SCADA

A modern electrical utility network operates as a distributed environment, where remote substations
are managed from a centralized Control Center via a wide area network (WAN) infrastructure.

Utility operators use Supervisory Control and Data Acquisition (SCADA) applications to gather
supervision information of site status and health, typically using Remote Terminal Units (RTU).
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The SCADA traffic is transported via VRF aware L3 VPN, from each substation to the Control Center
across the MPLS or Segment Routing backbone in a hub-and-spoke topology.

Service assurance uses a single PCA Sensor SFP installed centrally at the Headend router in an
unused port (out-of-line). From that SFP Sensor, TWAMP sessions are created towards the built-in
responders in IR/IE/NCS devices located in the sub-stations carrying the SCADA traffic to continuously

monitor latency and packet loss, among others.

Figure 3. Provider Connectivity Assurance for SCADA
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Enabling the TWAMP responder in the substation routers means there is no need to deploy separate
assurance hardware. It is possible to monitor multiple substations using a single SFP as the TWAMP
sender. It is in the Control Center Headend Router and benefits from the advantages of proactive

service assurance.
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Figure 4. Provider Connectivity Assurance Dashboard for SCADA
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IEC61850 GOOSE

Generic Object-Oriented Substation Events (GOOSE) was originally introduced with IEC61850 as a
substation Layer-2 LAN protocol for notification of protection events. Todays distributed grid
architectures require this communication to span several substations in a region through low-latency
connections.

The Cisco validated substation automation CVD provides an assured Layer-2-VPN mesh topology
between substations in a region. According to IEC61850, GOOSE messages should be transmitted
across communication networks within 5 milliseconds (for the most stringent current differential
protection schemes).

The Assurance Sensor SFP is installed in all the substations or in selected locations, in the L2 switches
connecting to the WAN router. The Sensor SFP uses L2 ETH-OAM to continuously monitor loss and
one-way latency and jitter related metrics between Substations on the VLAN(s) used by GOOSE.
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Figure 5: Provider Connectivity Assurance for GOOSE
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With assurance it is possible to validate site-to-site latency and detect and act on any degradations
before it affects the GOOSE traffic.

Additionally, the Sensor SFP continuously measures throughput on a per VLAN basis with high
granularity to detect microburst, peaks of traffic or any anomaly affecting the substations. The Sensor
SFP can also be leveraged for on-demand throughput testing capabilities up to line-rate for
troubleshooting or site bring-up validation.
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Figure 6. Provider Connectivity Assurance Dashboard for IEC61850 GOOSE
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TELEPROTECTION (non-GOOSE based)

The purpose of Teleprotection in power grids is to ensure the rapid, selective, and coordinated
isolation of faults, to maintain grid stability and prevent widespread outages. Teleprotection
information is transmitted between substations through dedicated communication channels that
traditionally used POTS, radio links or SDH/PDH, but those protocols have transitioned to using
Ethernet services.

For the purposes of this paper, Teleprotection relates to the use of SEL ICON platforms for interfacing
to traditional Protection relays using interfaces such as E1, C37.94, 4W E&M, G703, Serial. These then
provide dual ethernet connections onto the transport network (MPLS or Segment Routing) forming a
ring between ICON platforms at different substations.

To interconnect the Teleprotection equipment (SEL-421 relay in the example) in the Cisco CVD
substations are connected using a hop-by-hop Layer-2 ring topology between the endpoints using
EVPN VPWS.

Assurance sensor SFPs are connected to the PE-routers (Cisco NCS540) monitoring these Layer-2
EVPN using ETH-OAM. The millisecond sample resolution can detect a small amount of packet loss
that might go unnoticed by systems supporting less granularity. The microsecond accuracy provided
by the hardware timestamping capabilities of the Sensor SFPs can measure the small amount of
latency (in the order of a few milliseconds) and jitter (hundreds of microseconds) required for the
Teleprotection services to function correctly.
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Figure 7. Provider Connectivity Assurance for Teleprotection
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By continuously monitoring latency, jitter and loss, PCA can detect any degradations, for example
network congestion due to buffering that increases latency and jitter. This allows network operators to
act and take corrective actions before SLAs are affected.
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Figure 8. Provider Connectivity Assurance Dashboard for Teleprotection
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Cisco Provider Connectivity Assurance for Utility
Networks

Cisco Provider Connectivity Assurance (PCA) architecture includes Assurance Sensors and Analytics,
designed to provide not just raw data, but actionable and precise intelligence.

Assurance Sensors are designed to generate and collect high-quality service measurements over the
transport network with synthetic traffic for continuous service assurance. The Assurance Sensors can
also be used to collect telemetry or any time-series data from devices in the network, using the Sensor
Collector.

Sensor SFPs are used in the use cases outlined in the paper. They are available in 1G of 10G form
factor that act as any other SFP but have an internal FPGA that adds a measurement layer to its
capabilities. They can be installed in-line with the traffic, as in the GOOSE use case, replacing another
SFP, or in an unused port in any device (out of line mode) with any measurements sent via the host
side.
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Figure 9. PCA Granular Assurance capabilities
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Sensor SFPs are managed by a platform that can be installed in any centralized location with
computing resources. That centralized platform is used to configure the Assurance Sensors, the
measurements, and to collect the data to be streamed to the Analytics platform.

While Assurance Sensors generate the right ‘high-quality’ metrics, the power lies in the Provider
Connectivity Assurance analytics platform ability to transform this data into meaningful performance
insights to efficiently run your day-to-day business. PCA Analytics, provides near real-time visibility by
correlating performance data from the Assurance Sensors with contextual metadata to provide the
insights needed for reporting, analysis and troubleshooting.

The ingested data is enriched with contextual information or metadata related to your own use case
needs. For the utilities use cases outlined in this document, metadata fields can include, for
example:

o Service: SCADA, goose, telepresence, and so on

e Substation related information: geo-coordinates, region, city, site, and so on
¢ Equipmentrelated information: model, type, vendor, and so on

e Connectivity related information: fiber, leased line, and so on

e Other business or operational related information: site maintenance company, business
criticality, and so on

This metadata is widely used in the system, for filtering, grouping or aggregation, correlation to find
commonalties used for root cause analysis and troubleshooting. It also adds flexibility to suit
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multiple reporting scenarios and personalized dashboards that can be used by different teams, for
example, engineering, operations, and others.

The Provider Connectivity Assurance platform is available as a SaaS hosted in cloud or on-premises.

Benefits of PCA for Utility Networks

Cisco Provider Connectivity Assurance (PCA) delivers substantial value to utilities by transforming
operations from reactive troubleshooting to proactive optimization. Key benefits include:

 Maximize Reliability, Performance, and Operational Continuity: Assures continuous
reliability, optimal performance, and operational continuity for critical utilities networks.
Through proactive network quality assurance, it minimizes service disruptions, protects vital
infrastructure, and supports regulatory compliance, guaranteeing uninterrupted service
delivery.

e Real-time assurance platform for Critical OT services: For critical Operational Technology
(OT) services like SCADA, GOOSE, and Teleprotection, PCA provides the precise, real-time
assurance needed to meet stringent high availability and ultra-low latency requirements,
ensuring crucial SLAs are maintained

o« Exceptional Granular Visibility to detect microsecond issues: PCA provides deep, near real-
time visibility into network services with microsecond precision and millisecond sampling. This
exceptional granularity, enabled by dedicated hardware within the Sensor SFP modules,
ensures the detection of even transient issues or microevents that might otherwise go
unnoticed, providing a complete and accurate picture of service health.

¢ Minimize downtime with actionable Insights: Advanced analytics enrich performance data
with contextual metadata relevant to utility operations to facilitate correlation, reporting,
analysis and troubleshooting. This enables proactive detection of potential issues and
degradations, empowering operational teams to take timely corrective actions. This
significantly reduces downtime, preventing service interruptions, and improving overall
infrastructure efficiency and resilience.

Conclusion

Cisco Provider Connectivity Assurance (PCA) is a powerful solution for modern utilities networks,
addressing the growing need for reliable, high-performance, and assured connectivity in an
increasingly digitalized operational landscape.

The whitepaper highlights the unique capability of assurance to provide granular, real-time visibility
into critical network parameters like latency, jitter and packet loss, with the precision needed for
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critical networks. This level of detail is crucial for proactive fault detection and ensuring the strict
performance requirements of essential OT services such as SCADA, GOOSE, and Teleprotection,
ultimately safeguarding operational continuity and enabling compliance with rigorous industry
standards.

By moving beyond the limitations of traditional monitoring tools, PCA offers a comprehensive
assurance framework that transforms network management from reactive troubleshooting to
proactive optimization.

Given the critical nature of utilities infrastructure and the significant repercussions of network
disruptions, utilities benefit from real-time performance visibility and proactive assurance by
integrating Cisco PCA as a foundational element of their network architecture.

Leveraging smart-pluggable sensor SFPs and advanced analytics platform, utilities can continuously
verify they meet the required SLAs and ensure early detection of performance degradations across L2
or L3 networks.

By adopting PCA, utilities can significantly enhance their network resilience, improve operational
efficiency, and ensure uninterrupted service delivery, ultimately protecting their critical assets and
maintaining public trust.

Appendix A. Design Guide and Implementation for PCA

Provider Connectivity Assurance Solution

Components of the solution include:

o Sensor SFPs: they are 1G/10G hardware Sensors for ultra-accurate synthetic performance
assurance supporting various testing capabilities: L3 TWAMP, L2 Y.1731, Service Activation
Testing (RFC2544 and Y.1564), and granular per flow bandwidth metering

e PCA platform: typically installed in a centralized location and composed of various elements:
o Sensor Control: configures, manages and collects data from Sensor SFP/Modules

o PCA sensor management Ul: part of the platform, configures sensors, creates and
manages performance sessions and collects and processes KPIs

o Sensor Collector: Acts as a proxy between sensors and analytics to facilitate split domains
when sensors are on-prem and analytics is deployed in the Cloud, or in a full on-prem
solution as a gateway function.
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o Other software (docker container) Sensor Agents not included in this design, but available
in the platform: Actuate TWAMP/ICMP Echo, Telemetry Collector, Transfer (DNS, http, port),
Trace (traceroute), TCP Throughput (RFC 6349)

e Analytics: contextual performance assurance for advanced visualization, reporting and
analysis. It processes the data received from the Collector that is enriched with metadata.

Figure 10. Provider Connectivity Assurance solution
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The figure that follows represents how the different components of the PCA solution are deployed in a
utilities network so they can cover the three use cases described in this document.
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Figure 12. Deployment of Provider Connectivity Assurance in a utility network
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The Sensor SFPs are installed in different parts of the network, either in a trunk port in-line with the
traffic, orin an unused port of the routers (mode out-of-line):

i
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e Forthe SCADA use case, the Sensor SFP is in mode out-of-line in a Headend router

e Forthe GOOSE use case, the Sensor SFPs are in-line in a trunk port connecting the substation
switch with the router of the WAN network (NCS)

o Forthe Telepresence use case, the Sensor SFPs are in mode out-of-line in a port of the NCS
routers that connect the SEL ICON with the WAN

The platform is typically installed in a centralized location where computing is available, in this case in
the Control Center. Analytics can be installed on-premises or in the cloud depending on your
preference.

As part of the solution, we are activating and making use of the TWAMP reflection capabilities of the
Routers when appropriate.

© Cisco 2025 All rights reserved. Page 18 of 39



SCADA use case:

Layer-3 TWAMP performance sessions are deployed in a hub-and-spoke topology from the Sensor
SFPs installed in the Headend router towards the TWAMP reflectors in the SCADA routers of each of

the substations.

The TWAMP sessions can be configured to travel with the SCADA traffic using the same VLAN and

DSCP or

TOS marking.

Figure 13. TWAMP sessions for SCADA use case
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GOOSE use case:

Layer-2 ETH-DM Y.1731 sessions are configured to monitor the connectivity of L2ZVPNs between
substations providing latency, jitter and packet loss KPIs among others.

The Sensor SFPs are placed in a trunk port in-line with the traffic, so not only we can get synthetic
measurement packets, but we can also use the throughput per-flow measurement feature available in
the Sensor SFPs to provide high-granular throughput information of those links.

Figure 14. ETH-OAM sessions for GOOSE use case

I

i IE8340-001 | P — T
; ’ ) : 5
£ Twame i i i § i
: Reflector i j i § 1 e
H ] [ it | ' ad Ty [E——
i B} | s i . ! @
: CB240:002 R o S SES R T s e i Sensor SFP i -
i (inaMe ! j (5cADA} i PCA Analytics
| ] ' A
b . 4 H iTi 1
T o : ]
H Sensor SFP Sensor SFP ﬁ i !
i (Teleprotection) (Teleprotection) i f | 3
! i
S "] 2 1Ll !
” . = ’ H _
, | - . &
! IEB340-CE-001 /{j N
! H PCA Platform
! TWAMP i NCS03 NCs02
i Reflector i
i //
! i
: TWAMP i /
! Reflector H
! ; 7
i IE8340-CE-002 ! K
N e /
/,/ NCS01
£t /- L n ,S‘(\
f e \
/ / u Sensor SFP
/ i i (Teleprotection)
/
v T 1
r g !
i i
/ ' :
/ / i\ i Sensor SFP
/ / T (GOOSE)
y N
< 8 .._.._.__.._.._.._
Sensor SFP 0-’ ‘J Sensor SFP ¢
(GOOSE) i (GOOSE) !
e, e SR Sensor SFP |Eg300 003 IE9300-02

I (GOOSE)
|

: !
] ;
! i
i i
| 1E9300-002 : ]
! i
i i
] i
i i

o ) /
1E9300-0014 \ H Substaion-1 3
I Substaion-2 | . £ x
i [ :
| i :
| fﬂ ) ;
i \ i .
| x ;

359352

© Cisco 2025 All rights reserved. Page 20 of 39



Teleprotection use case:

We are also using Layer-2 ETH-DM sessions to monitor hop-by-hop, the Layer-2 Ring used by the
Teleprotection traffic.

Figure 15. ETH-OAM sessions for Teleprotection use case
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Provider Connectivity Assurance Configurations

Sensor SFPs typically uses a management IP address to connect with Sensor Control as shown in

Figure 16.

Figure 16: Sensor SFP Management interface configuration

afra]n
Cisco

2025-08-07 16:50:11+00:00 @MIN ©MAJ @CRIT

Home Remote Devices

Configuration

Discovery

Provider Connectivity Assurance Sensor Control

pcaadmin : Sensor_Control

Virtual Connection Port

Alarm Agent

Interface DNS

IE9300-003-intf0 interface settings

State:

Interface name:

On port:
VLAN settings
VLAN ID 302
Ethertype
IPv4.

Automatic IP (DHCP)

Use DHCP Unicast Mode

(@® Manual configuration
1P address Network mask
17.00.4 255.255.255.0

IPv6 settings

1Pv6 enable

Traffic

Maintenance

System Loopback

Session ACL

Time RemDev Connection

Interface type: VLAN

VLAN priority

Default gateway

17.0.0.2

o

SOAM SAT

Remote Device : None

Show

0S Service

Debug

v

Help Center (%)

From Sensor Control, one or more discovery instances are configured to discover the Sensor SFPs
deployed in the network. Discovery can be done per specific IP address, subnet, or even at layer 2.

Figure 17. Example of unicast discovery instance in Sensor Control

]
Cisco
2025-08-07 16:48:42+00:00

©MIN ©MAJ @CRIT

Home Remote Devices

Discovery

Provider Connectivity Assurance Sensor Control

peaadmin : Sensor_Control

Virtual Connection Port Traffic System Loopback SOAM SAT
Configuration Inventory
Remote Device discovery 14-0-0-2 configuration
Name Discovery-14-0-0-2
Enable
Method PAD
Rate 3 secs v
Hop fimit 255
Timeout (sec) 3
Destination IP address 14.00.2
Type INICAST v
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Once the Sensor SFPs have connectivity with Sensor Control and are being discovered, they appearin

the inventory and can be managed.

Figure 18: Inventory of discovered Sensor SFPs by Sensor Control

sthalie provider Connectivity Assurance Sensor Control
cIsco roviaer Lonnecuvity Assurance Sensor Contro

Remote Device:  None

2025-08-07 16:59:43+00:00  @MIN DMAJ GCRIT peaadmin : Sensor_Control Help Center ()

Home Remote Devices Discovery Virtual Cannection Port Traffic System Loopback SOAM SAT Show Debug

Configuration Inventory

nventory config

Remote device P~ System description Serial number FW Version Remote device IPv6 Vendors
ANN-1000-LX-C PB09-6382 ATB_PMON_20.11_11269
ANN=1000-LX-C P810-0753 ATB_PMON_
ANX-10G-LR10-H-1310 TASR_PMTC
ANX-10G-LR10-H-1310 TASR_PM Accedian
ANN-1000-LX-C TATB_P! Accediar
ANN-100! PBO9-6753 ATB_P Accer
ANN- PBO1-2048 TATB, Accedian
ANN-1000-1%-C PB01-1885 rATB_PMON_20.11_11269 Accedian

Accedian

ANN-1000-LX-C PBO1-1 TATB_PMON_20.1
ANN-1000-LX-C PBO1 TATB_PMON_20.11_11269 Accedian
ANN-1000-LX-C PBO1-1792 AT _11269  [ESK-005-PRP Accediar

ANX-10G-LR10-H-1310  AAD2831006U rASR_PMTG_23.12_3305 NCS03-TEL

[1-12]of 12 <l 2 3 4 >
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Figure 19: List of managed devices by Sensor Control

'(':||'s'é|c'>' Provider Connectivity Assurance Sensor Control

Remote Device : None v

2025-08-07 16:42:47+00:00 @MIN MAJ BCRIT pcaadmin : Sensor_Control Help Center ®

Home Remote Devices Discovery Virtual Connection Port Traffic  System Loopback SOAM SAT Show  Debug

Configuration Security Key Management Feature Suites Management  Export/Import Import Status

Filter:  Device '

Remote Devices configuration

Inst. Device Serial Number  MAC Address Linked State Admin State  Active Feature  Current Feature Suite  Update Status
1 C8500-HER P810-0753 00:15:AD:7F:98:3C  Yes Managed IS PMON 20.11 24.11_15982 Idle

3 IE9300-003 P809-6753 00:15:AD:7F:8B:5E Yes Managed IS PMON 20.11 24.11_15982 Idle

4 IEQ300-001 P809-6382 00:15:AD:;7F:88:78 Yes Managed IS PMON 20.11 24.11_15982 Idle

7 IE9300-002 P801-1885 00:15:AD:57:85:DE Yes Managed IS PMON 20.11 24.11_15982 Completed
9 IE4000-002 P801-2045 00:15:AD:57:87:1E  Yes Managed IS PMON 20.11 24.11_15982 Completed
10 IESK-002-PRP P801-1852 00:15:AD:57:85:9C  Yes Managed IS PMON 20.11 24.11_15982 Completed
11 IESK-005-PRP PB01-1792 00:15:AD:57:85:24 Yes Managed IS PMON 20.11 24.11_15982 Completed
12 NCSO01-TEL P810-3015 00:15:AD:7F:A9:20  Yes Managed IS PMON 23.12 24.11_15982 Completed
13 NCS02-TEL P810-2998 00:15:AD:7F:A8:FE Yes Managed IS PMON 23.12 24.11_15982 Completed
14 NCS03-TEL AAQ2831006U  00:15:AD:81:0D:4E Yes Managed IS PMON 23.12 24.11_15982 Completed

From Sensor Control, it is possible then to create or change the configuration on the Sensor SFPs for
any testing we want to perform.
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Configuration of TWAMP Session

For the SCADA use case, we use the Sensor SFP as TWAMP sender. These are the configuration
steps. Those steps can be replicated for any other TWAMP session. The process can be automated
using scripting, APls or using automation orchestration platforms like Cisco Network Service
Orchestrator (NSQO), or Cisco Network Controller (CNC).

To configure, complete the steps below.
1. Create a layer-3 sub-interface in the Sensor SFP to be used as Sender Virtual Connection

Endpoint ((VCE).

Figure 20. Layer-3 VCE TWAMP Sender sub-interface

Home Remote Devices Discovery Virtual Connection Port Traffic System Loopback SOAM SAT Show Debug
VCA VLAN VCE VCA
Configuration Statistics
VCE configuratior
VCE Name VCE-C8500-HER Simplified NFV-PM Configuration
Remote Device Name ~ CB500-HER
Type Customer , TPID 0x8100

Component ID

Frame Type untaggec Relay Action
A External ™z
TP A Port UNI TP Z Port
TPAVID c PZVID
CoS Mapping:
TPAPCP Mapping  8POD-8POD TP Z PCP Mapping 8POD-BPOD

L3 Domain State Enable

TPALS State Enable TPZL3 State Enable
1Pva:

Automatic IP (DHCP Use DHCP route informatior
(@® Manual configuration
IP address Network mask Default gateway

13003 24
1Pv:

Pv6 enable
1PVG address Prefix Length Default gateway
@ D
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One Sensor SFP can have multiple Layer-2 or Layer-3 VCEs. The VCEs can be VLAN tagged, so
the measurements generated using the VCEs are encapsulated using that VLAN.

Figure 21. List of all VCEs in Sensor Control (lLayer-2 and layer-3)

Provider Connectivity Assurance Sensor Contro
cisco

2025-08-07 16:45:42400:00  @MIN DMAJ BCRIT pecaadmin : Sensor_Control

Home Remote Devices Discovery Virtual Cannection Port Traffic System Loopback
VCA VLAN VCE
Configuration Statistics
VCE configuration
VGCE Name Remote Device Name ~ TPID TPA TPAVID TPZ TPZVID DHCP  IP Address
VCE-C8500-HER NN Disabled  13.0.0.3 / 24
L2 " NN 1" Disabled

1 NN 1

1 NNI "

100 NN 100

[1-7]of7

SOAM

VCA

Gateway

Remote Device :  None

Help Cer

SAT Show Debug

Componentid
1

2

4

<1 2 3 4 > >

2. Enable the TWAMP reflector in the substation SCADA IR router using this configuration:

ip sla responder twamp

ip sla responder twamp-light test-session 1 local-ip 192.168.143.101

local-port 4000 remote-ip 13.0.0.3 remote-port any timeout 604800

3. Inthe sensor management Ul create a TWAMP Session using the VCE as TWAMP Sender and
the Scada router as TWAMP Reflector. The same sender interface can be used to reach

multiple reflectors.

For each TWAMP session, you can define the number of measurement packets per second,
size of the packets, collection interval (down to 1 second), DSCP marking, or VLAN priority.
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https://192.168.143.101/
https://13.0.0.3/

Figure 22: TWAMP Session parameters

utilities-lab-her-to-ie8340-c001-scada
TWAMP @ Running 2025-06-1115:24:02+00:00

Labels

N/A

Rate Size Interval Type TTL DSCP VPRIO
20 pps 82 bytes 30s UDP 255 00 (000000) 0

Sender Reflector

Sensor_Control I[E8340-c001
VCE-C8500-HER ext0
13.0.0.3: 14000 192.168.143.101 : 4000

Uplink Downlink Round trip

Loss Delay max. Delayavg. Jitter max. Jitter avg. Sync
0% 5515 us 650 us 5385 us 455 us 58 %
Last update 2025-09-16 17:33:02+00:00

4. Startthe TWAMP Session and verify that is up and Running.

Figure 23: SCADA TWAMP session running

Sessions @ admin (D)
Sessions
@D I » 8 FH v W colemingves v x W tho ( cose ) Edit
Name Type Status Labels Interval  Sender  Reflector Packets.. Creation .. utilities-lab-her-te-ie8340-c001-scada
utilities-lab-her-to-ie8340-c001-scada TWAMP @ Running 30 Sensor_Con.. I[EA340-c001 20 2095-01100.. & TWAMP @ Running 2025-0611152402+00:00
utilities-lab-her-10-1e8340-c002-scada TwaMP @ Aunning 30 Sonser Con.. IE8340-C002 20 w0 F -
utilities-lab-IE9300-003-to-|E3300-001-Goose ETH-DM @ Running 30 Senser_Con... IE3300-001-.. 10 202504171, S0 i:s
utilities-lab-IE4000-002-to-IE9300-002-Gaose ETHOM @ Running 30 Sensor Con... IE9300-002.. 10 20250430, & Rate Size Interval  Type L Dsce VRRIO
utilities-lab-NCS01-te-NCS02-TEL-1 ETH-DM @ Funning g 30 Sensor_Con,.. NCS02-TEL-.. 10 2025-06107.. & 20pps 82bytes  30s uoe 255 00{000000} o
utilities-lab-NCS01-to-NCSOZTELT ETHDM @ Running 30 Sensor Con... NCSO3TEL... 10 202506101 % Sender Reflactor
utilities-lab-NCS02-ta-NCSD3-TEL1 ctom @ 30 on.. NCSO3-TEL-.. 10 202506701 ¥ o EBEA0 woa!
utilities-lab-her-to-ie8340-sr-001-scada TWAMP @ Running 30 Ssenser Con... IRB340-SR-.. 20 2025-06-16 1 5 TE0.63:14000 T9Z1EE143101 - 4000
utilities-lab-her-ta-ie8340-5r-002-scada Twame @ Running 30 Sensor_Con... IRE340-SR-.. 20 202506761 A us  ms
utilities-lab-her-to-ie8340-001-scada TwaMP @ Running 30 SensorCon.. IRB340-01 20 202508132, % LEIE Bzl Round trip
B N N Loss Delaymax. Delayavg. Jittermax. Jitteravg.  Sync
utilities-lab-her-10-i28340-D02-scada TWAMP @ Aunning 30 Sensor_Con.. IRE340-02 20 202508132, % 0% 533us 550 us j— 573 us 3%

Last update 2025-09-16 17.:35:02+00:0C
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5. Once the sessionis running, the KPIs that is generating will be automatically streamed to PCA
Analytics using the Sensor Collector. The session will appear in the Analytics inventory.

Figure 24: SCADA TWAMP session KPIs in Analytics

noff 8H& M < >
07 Aug 11:07 - 19:07 CET

e Provider Connectivity Assurance
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6. Add the appropriate metadata to the TWAMP session, so the session automatically will be
added to any relevant dashboards, and can be filtered, correlated, and so on.
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Figure 25: SCADA TWAMP session metadata in Analytics
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Configuration of Y.1731 Session

Layer-2 service assurance is being used for the GOOSE and Teleprotection use cases where the

Sender and Reflectors are Sensor SFPs.

The configuration steps are similar as the ones used for TWAMP:

1. Create a layer-2 sub-interface in the Sensor SFP to be used as Sender (VCE or Virtual

Connection Endpoint), with the correct VLAN id.

Figure 26. Layer-2 VCE Sender sub-interface

N

Al Provider Connectivity Assurance Sensor Control

2025-09-16 17:36:42+00:00 MIN ()MAJ @CRIT peaadmin : Sensor_Contrel

Home Remote Devices Discovery Virtual Connection Port Traffic

VCA VLAN VCE

System

Configuration

VCE configuration

VCE Name VCE-L2-IEG300-003
Remote Device Name = [E9300-003

Type Customer ~

Companent I

Frame Type vian-agged v
A External v
TP APort UNI >
TP AVID i

GoS Mapping:

TPAPCP Mapping  5POD-8POD

L3 Domain State Enable

s utilities-lab-her-to-ie8340-c001-sca... ..

Active TWAMP-SF
Location metadata
Source - Lat
Source - Lon
Target - Lat

Targer - Lon

Custom metadata (8)
Iab_location

network

service

source

target
target_device_type
target_ne_id

target_site

Topalagy

Loopback SOAM

Statistics

Simplified NFV-PM Configuration

TPID

Relay Action
™z
TP Z Port

TP ZVID

TP ZPCP Mapping
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2.

3.
4.

In PCA sensor management, create an ETH-DM type of session using the VCE as a Sender and

the other Sensor SFP as a Reflector. Make sure you use the ‘VCE-tp-z’ port for the sender and
the NNI port for the reflector.

For each ETH-DM session, you can define the number of packets per second, size of the
packets, collection interval (down to 1 second), and VLAN priority.

Figure 27. L2 ETH-DM Session parameters

utilities-lab-1E9300-003-to-IE9300-001-Goose
ETH-DM @ Running 2025-04-30 13:49:19+00:00

Labels
N/A
Rate Size Interval Type TTL DSCP VPRIO
10 pps 82 bytes 30s ETH-DM  --- --- 0
Sender Reflector
Sensor_Control IE9300-001-L2-NNI
VCE-L2-1IE9300-003-tp-z ext0
02:15:ad:7f:8b:5e 00:15:AD:7F:88:78
us ms
Uplink Downlink Round trip
Loss Delay max. Delayavg. Jitter max. Jitter avg. Sync
--- 14 us 1 us 3us O us N %

Last update 2025-09-16 17:37:19+00:00

Start the ETH-DM Session and verify that is up and Running.

Once the session is running, the KPIs that is generating will be automatically sent to PCA
Analytics by the Sensor Collector. The session will be automatically streamed to PCA using the
Sensor Collector. The session will appear in the Analytics inventory. Note the richness of the
KPIs generated for that layer-2 assurance session.

© Cisco 2025 All rights reserved. Page 30 of 39



Figure 28. GOOSE L2 ETH-DM session KPIs in Analytics
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Add the appropriate metadata to the TWAMP session, so the session automatically will be
added to any relevant dashboards, and can be filtered, correlated, and so on.

Figure 29. GOOSE L2 ETH-DM session Metadata in Analytics

Provider Connectivity Assurance

- Inventory Sessions Zones Applications
PO Sassion Type State ilities-lab- - _to-| - "
B ©, Search or paste terms e o ito50. M e utilities-lab-IEG300-003-to-IES300-... Open details
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] Name Location metadata
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o utilities-lab-IE300-003-to-IE8300-001- Goose
| ‘ L] Source - Lon
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Terget - Lon
°

Custom metadata (s) E
lab_Jecation utiities
service goase
source substation-1
5 oouene d i£9300-003
target substation-2
target_ne_id 1293000-001
Topology

Provider Connectivity Assurance Analytics

Analytics offers great flexibility in the creation and customization of dashboards where users can
visualize KPls and performance data. Users can tailor visualization and reporting to their specific
operational needs. In the context of the use cases described in this document, we suggest starting
with generic dashboards for each of the use cases and create drill-down dashboards or sections for
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more details. Any user or group of users can create their own dashboards to accommodate any
specific needs that they might have.

This is our suggested initial global dashboard. It offers an overall view of the performance of the three
use cases — SCADA, GOOSE, Teleprotection — based on latency, jitter and packet loss. From that main
page, itis possible to navigate to each of the individual use cases for more details.

Figure 30. PCA Analytics for utilities: main dashboard example
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SCADA main dashboard

Figure 31. PCA Analytics for utilities: SCADA dashboard example
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Drill-down into the sections for the different metrics.

For Packet Loss:
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Figure 32. PCA Analytics for utilities: SCADA Packet Loss drill down example

. Packet Loss details
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For Latency:

Figure 33. PCA Analytics for utilities: SCADA Latency drill down example
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For Jitter:

Figure 34: PCA Analytics for utilities: SCADA Jitter drill down example
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Itis possible to directly select specific metadata from the tables for dynamically update the

dashboards. As an example, in the figure below, we are selecting metadata target=substation-1, NE-
ID=C002 that shows packet loss and latency issues.

Figure 35. Provider Connectivity Assurance for utilities: SCADA metadata filtering for drill down
example
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GOOSE main dashboard:

Figure 36. Provider Connectivity Assurance for utilities: GOOSE dashboard
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Drill-down into the sections for the different metrics.

Figure 37. Provider Connectivity Assurance for utilities: GOOSE Latency drill down example
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Figure 38. PCA Analytics for utilities: GOOSE Jitter drill down example
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Teleprotection main dashboard:

Figure 39. PCA Analytics for utilities: Teleprotection dashboard example
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And drill down:

Figure 40: PCA Analytics for utilities: Teleprotection Packet Loss drill down example
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Figure 41: Provider Connectivity Assurance for utilities: Teleprotection Latency drill down

example
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Figure 42: PCA Analytics for utilities: Teleprotection Jitter drill down example
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