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Preface 
Cisco Preferred Architectures provide recommended deployment models for specific market segments based on common 

use cases. They incorporate a subset of products from the Cisco Collaboration portfolio that is best suited for the targeted 

market segment and defined use cases. These deployment models are prescriptive, out-of-the-box, and built to scale with 

an organization as its business needs change. This prescriptive approach simplifies the integration of multiple system-

level components and enables an organization to select the deployment model that best addresses its business needs. 

Documentation for Cisco Preferred Architectures 
¶ Cisco Preferred Architecture (PA) design overview guides help customers and sales teams select the appropriate 

architecture based on an organizationôs business requirements; understand the products that are used within the 

architecture; and obtain general design best practices. These guides support sales processes. 

¶ Cisco Validated Design (CVD) guides provide details for deploying components within the Cisco Preferred 

Architectures. These guides support planning, deployment, and implementation (PDI). 

¶ Cisco Collaboration Solution Reference Network Design (SRND) guide provides detailed design options for Cisco 

Collaboration. This guide should be referenced when design requirements are outside the scope of Cisco Preferred 

Architectures. 

About This Guide 

The Cisco Preferred Architecture for Webex Edge Connect is for:  

¶ Sales teams that design and sell collaboration solutions 

Customers and sales teams who want to understand the Webex Edge Connect architecture, its components, and general 

design best practices. 

 

Readers of this guide should have a general knowledge of Cisco Voice, Video, and Collaboration products and a basic 

understanding of how to deploy these products. 

This guide simplifies the design and sales process by: 

¶ Recommending products in the Cisco Collaboration portfolio that are built for the enterprise and that provide 

appropriate feature sets for this market 

¶ Detailing a collaboration architecture and identifying general best practices for deploying in enterprise organizations 
 

For detailed information about configuring, deploying, and implementing this architecture, consult the related CVD 

documents on the Cisco Collaboration Preferred Architectures. 

https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/uc_system/design/guides/PAdocs.html
https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/uc_system/design/guides/PAdocs.html
http://www.cisco.com/c/en/us/td/docs/voice_ip_comm/uc_system/design/guides/UCgoList.html
https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/uc_system/design/guides/PAdocs.html
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Introduction 
Webex Edge Connect is a dedicated, managed, QoS-supported IP link from your premises to Webex, achieved through 

direct peering over Equinix Cloud Exchange (ECX). It insulates your meetings from the Internet, resulting in less 

congestion, packet loss, jitters, and delay. Without exposure to the public Internet, you have better protection from 

potential threats and attacks. 

Technology Use Cases 

Organizations want to streamline their business processes, optimize employee productivity, and enhance relationships 

with partners and customers. The Cisco Preferred Architecture (PA) for Webex Edge Connect delivers direct connectivity 

and dedicated high-speed bandwidth to Webex Cloud services. Additionally, the following technology use cases offer 

organizations opportunities to develop new, advanced business processes that deliver even more value in these areas: 

¶ Dedicated Bandwidth ï Dedicated bandwidth throughput and low latency access to Webex Meetings services 

¶ Meeting and Calling Quality - Conduct your day-to-day core business over Webex Edge Connect without worries 

that it will interfere with meetings and calling. You can be assured of a highly consistent, reliable, cost-effective, and 

secure experience for all. 

¶ Added Security - Webex Edge Connect direct peering insulates your meetings and calling from the variability of the 

Internet. Edge Connect provides protection from the public Internet and potential threats and attacks. 

Benefits 

¶ Private circuit (not over Internet) 

¶ Deterministic network path  

¶ Predictable and stable latency and jitter 

¶ Guaranteed bandwidth 

¶ Speed options: 200M, 500M, 1G, 5G, 10G 

Available Services 

¶ Webex Meetings 

¶ Webex Events 

¶ Webex App, Webex Devices, Webex Video Mesh Media* 

¶ Video Device-Enabled Webex Meetings 

¶ Webex Edge Audio 

¶ Webex Calling Services and Components** 

*Webex App, Webex Devices (Board, Room and Desk) and Webex Video Mesh require Internet access for signaling over 

HTTPS/SSL. 

**Webex Calling also require internet access for various services. 

https://www.equinix.com/resources/data-sheets/equinix-cloud-exchange/
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Architecture 
Webex Edge Connect is a dedicated, managed, Quality-of-Service (QoS) supported IP link from a customerôs premises to 

the Webex cloud via the Equinix Cloud Exchange Fabric. This dedicated peering connection insulates your meetings from 

the variability of the Internet ï so less congestion, packet loss, jitter, and delay. Not being exposed to the public Internet 

also means you are better protected from potential threats and attacks. This setup leads to better and faster Webex 

Meetings and Calling powered by the Webex backbone. The direct connection provides enhanced meeting and Calling 

quality with consistent network performance and added security. 

Figure 1 illustrates a high-level overview of the solution. Equinix Cloud Exchange Fabric (ECX) inter-connects the end-

customer with a Webex Meetings Datacenter to route Webex destined traffic directly over a BGP (Border Gateway 

Protocol) peering link. Equinix manages and is responsible for layer 2 inter-connectivity between customer and Webex. 

Cisco manages one side of the layer 3 BGP peering while the customer manages their own side of the layer 3 BGP 

peering.  

Figure 1 Webex Edge Connect 

 

Through route advertisements from Webex the customer routes Webex traffic over the peering link. Figure 2 illustrates 

advertisement routing at a high level. Each numbered step is highlighted in the illustration by a number.  

1. Layer 1 ςPhysical Connectivity

2. Layer 2 ςEthernet Connectivity   

3. Layer 3 ςIP connectivity  

Equinix responsibility:
V Physical link provisioning (cross connects)
V Virtual circuit monitoring reports & support

Cisco responsibility
V peering provisioning and support

IMPORTANT ROLES AND RESPONSIBILITIES

Layer 2 
(802.1q)

Equinix Cloud Exchange

Layer 3

(BGP)

Layer 1 
(1G/10G)

AS13445Cust ASN

Customer
Network

https://www.equinix.com/interconnection-services/cloud-exchange-fabric/
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Figure 2 Webex Traffic Routing  

 

1) Webex advertises all Webex Meetings and Calling Datacenter prefixes (subnets) over the peering link 

2) The customer router receives the Webex DC prefixes (subnets) and redistributes them into the internal routing 

protocol, OSPF is used here as an example of a private routing protocol. The subnets are then available in the 

customer routing tables directing traffic back towards the peering link. 

3) Just like an enterpriseôs Internet connection, the BGP peering connection requires a public IP address space. As 

such the customer will have a pool of IP addresses that will be used to NAT from private IP to public IP. These 

addresses will be advertised by the customer peering router to the Webex BGP network peer. 

4) On the Webex router, the IP address space advertised by the customer is in turn redistributed into the Webex 

network routing. This allows for the return traffic sourced from that NAT IP address pool.  

 

Figure 3 illustrates a simplified example of call routing by the Webex Meetings Desktop Application and the traffic paths 

taken to reach the Webex DC over Edge Connect. Each numbered step is highlighted in the illustration by a number. 
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Figure 3 Webex Meetings Desktop Application routing over Edge Connect 

 

1) The client does a DNS lookup to connect to the Webex service. This DNS request goes over the traditional path 

of the Internet as an example. There are cases where DNS can be routed over Edge Connect. See DNS 

Considerations for more information. 

2) Once the client has resolved the IP address of the server to which it is connecting the client then connects to the 

server which will be an IP address that resides in one of the Webex subnets that was advertised over Edge 

Connect in Figure 2 step 1 and 2. As the customerôs network routing now has these prefixes (subnets) available 

directing traffic to the Edge Connect peering, the traffic is then sent to the Webex DC over this path. It is at this 

point that NAT is performed at the edge of the customer Edge Connect network to translate private to public IP 

addressing before traversing the peering link. 

3) The return traffic that is sourced by the NAT server is known by the Webex routing DC as these routes were 

advertised by the customer router in Figure 2 step 3 and 4. As such the return traffic has a route back over the 

peering link back to the NAT server and from the NAT server back to the client. 

Note:   It is important to keep in mind that this solution is a layer 3 routing solution and thus it is NOT possible to route 

based on different types of Webex traffic components, endpoints, clients or even Webex meeting sites. All types of Webex 

traffic flow through the Edge Connect and there is no specific filtering for components, clients or Webex meeting site 

designations to alter this routing behavior.  

Equinix Facilities and Webex DC Collocations 

Webex Datacenters (DCs) are collocated in several Equinix Cloud Exchange locations. Figure 4 lists the US and 

International locations while Figure 5 shows these same locations overlaid across the Equinix Cloud Exchange location 

map. 
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Figure 4 List of Webex DCs collocated in Equinix Facilities 

North American Locations International Locations 

Ashburn, VA, US Amsterdam, NL 

Chicago, IL, US London, GB 

Dallas, TX, US Frankfurt, DE 

New York, NY, US Singapore, SG 

Silicon Valley, CA, US Sydney, AU 

Montreal, Canada Tokyo, JP 

Toronto, Canada  

 

Figure 5 Equinix Facilities and Overlaid Webex DC Collocations 

 

 

Webex Edge Connect Components and Roles 

In this section the various solution components are discussed as well as the component roles in the solution. In this 

discussion itôs important to separate the Webex Edge Connect components from the Webex Meetings solution 

components. The following section discusses the components and roles of the Webex Edge Connect Solution.  

Webex Edge Connect is fundamentally made up of the routing and switching components of a direct peering solution 

allowing for Webex traffic normally destined to the Internet (Cloud) to be redirected through customer edge routing to the 

Webex Backbone via the direct peering. As mentioned in the previous architecture illustration (Figure 1) Equinix manages 

the Layer 2 portion while Webex manages the Layer 3 IP BGP peering.  
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Equinix Cloud Exchange (ECX) 

Equinix Cloud Exchange (ECX) is an interconnection solution that enables on-demand and direct access to Cloud 

providers like Webex Meetings. The ECX solution has a few common components. Below are few of these components 

and their roles.  

The Equinix Cloud Exchange (ECX) Portal is a customer facing portal that allows the customer to order and configure 

ports and connections to cloud service providers.  

Circuits, Fabric Ports and Connections 

Equinix has specific nomenclature on their ECX portal for ordering and connecting to cloud providers. Itôs important to 

understand these concepts to know where they fit in the design constructs. 

Physical Circuit: This network circuit between the Customer building and the Equinix facility. This circuit is typically a 

Metro-Ethernet but could be other types of physical circuits. This circuit runs all the traffic to Equinix and may have traffic 

to multiple cloud providers running over it.  

Equinix Fabric ñPortò: A fabric port, or simply ñportò is the physical port that was ordered in ECX that is connected from 

ECX fabric to the customer equipment in the cage (router or switch). This fabric port connects the customer cage 

equipment to the ECX fabric. A port can be used for a single provider or multiple providers up to the bandwidth allocated 

to that port. For example, a 10G port could potentially have ten 1G connections to ten different cloud providers. 

Equinix ñConnectionò: This is where a customer uses the ECX portal to submit a request to connect to a Cloud Provider. 

This submission requires all of the BGP and routing information for the peering along with the Cisco Purchase Order (PO) 

number for Webex Edge Connect. For more information on Webex Edge Licensing please visit the Webex Edge Data 

Sheet.  

Figure 6 illustrates where these ECX components reside in the overall design. 

Figure 6 Equinix Cloud Exchange Components and Roles: Circuits, Fabric Ports and Connections 

 

Local and Remote Connections (BGP Peering Options) 

There are 2 main BGP peering options with Equinix, local ñconnectionò and remote ñconnectionò. Local connection is 

where a customer has equipment in a cage in Equinix in a location where Webex is co-located as indicated in Figure 4 

above and in Figure 5 denoted by the Webex Locations. Remote connection is where a customer has equipment in a 

cage in an Equinix location where Webex is not co-located and thus requires a ñRemote Connectionò from Equinix Cloud 

Exchange. Equinix locations are indicated in Figure 5 by a small red dot (there are more so check Equinix Cloud 

Exchange for updated information). If a customer is in an ECX building where Webex is not located, then they will have to 

purchase a remote connection to one of the ECX locations where Webex is co-located.  

Local connection is illustrated in Figure 7. With local connection the customer can place their router for the BGP peering in 

either their Equinix cage (Figure 7 ï 1) or in their Enterprise and connect over Layer 2 to their Equinix cage (Figure 7 ï 2).  

Cisco WebexCustomer Customer Cage

BGP Peering

Connection

PortCircuit

Equinix ECX Facility

ECX Fabric

https://www.cisco.com/c/en/us/products/collateral/conferencing/webex-edge/data-sheet-c78-741264.html
https://www.cisco.com/c/en/us/products/collateral/conferencing/webex-edge/data-sheet-c78-741264.html
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Figure 7 Edge Connect Local Connection (via Customer Cage) 

 

Remote connection is illustrated in Figure 8. With remote connection the customer can place their router for the BGP 

peering in either their Equinix cage (Figure 8 ï 1) or in their Enterprise and connect over Layer 2 to their Equinix cage 

(Figure 8 ï 2).  

Figure 8 Edge Connect Remote Connection (via Customer Cage) 
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Core Requirements for Webex Edge Connect 

¶ An IT team knowledgeable of BGP and peering principles ï Probably one of the most overlooked areas of this 

offering. Customers are responsible for their network architecture and engineering. It is critical to avoid 

asymmetric routing and suboptimal network paths. Customers who do not have the networking expertise 

internally should consider enlisting a partner or Cisco Advanced Services to ensure a successful deployment. 

¶ A circuit established from customer premise to an Equinix ECX facility 

¶ Equinix Cloud Exchange (ECX) Account and Rackspace in ECX 

¶ BGP and Dot1Q Tagging Capable Router with L3 Connectivity to the Enterprise 

¶ Physical port [1G/10G typical] available for connecting to the ECX Fabric 

¶ An available Internet connection for various Webex device signaling services (see Traffic Flows below for more 

details) 

¶ IP addressing requirements: 

o All customer owned IP addresses ï This includes both sides of the BGP peering connection as well as 

the customer advertised routes used for performing NAT from their private network to the public network 

Á BGP peering link address space - Public IP - /30 or /31 supported  

Á Advertised IP space ï public and provider-independent - Edge Connect does not accept 

private IP advertisements like RFC1918 ï this address space is the customer edge NAT pool 

space used to translate from private to public IP addressing that will be routed over Edge 

Connect. 

o Autonomous System Number (ASN) ï Support for Public or Private 2-byte or 4-byte ASN 

o Max length prefix that Webex advertises is /24 

o The maximum length prefix that Webex accepts is /29 

o The maximum number of routes Webex accepts is 100 

o We recommend that customers allow 500 routes from Webex on the BGP peering as the number of 

routes that Webex advertises may change over time 

o Bidirectional-Forwarding Detection (BFD) is supported and enabled with a default value of 300 ms x 3 

on the Webex Edge routers 

Creating a Connection in the ECX Portal (Example) 

Customer Requirements Before Edge Connect ñConnectionò (Peering) Request 

1. Customer must have a circuit to Equinix Cloud Exchange (ECX) 

2. They should also typically have equipment (router / switches) in a cage in ECX 

3. They also have a port available to make the connection request. The port is the physical circuit created from their 

cage to the ECX backbone. See Circuits, Fabric Ports and Connections above 

4. Cisco Purchase Order Number (PO#) of Edge Connect purchase from Cisco Commerce Workspace 
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Figure 9 ECX Portal Connection Request to Webex ï Source and Destination Location Selection Page 

 

Figure 9 illustrates the first page of the Webex Connection request in the ECX portal. This is where the source location 

(Customer) and destination location (Webex) are selected. The following numbers correspond to the numbers in Figure 9 

1. Origin location: where the customer equipment resides and where the ECX port that will be used is located. 

2. This exact source location broken down by theater. In this example AMER is the theater selected and Silicon 

Valley is the location of the cage where the router with the port configured resides. 

3. This is the port that was configured in ECX and will be selected to be used for this connection. 

4. Destination location: where the Webex DC location that will be selected to terminate this connection. 

Note:   There is no port to select on the destination side. Webex will associate the port accordingly. If there are multiple 

connections to the same site for the same customer Cisco will configure those connections over two separate routers 

(Premise Equipment) to ensure port and hardware redundancy. 

5. This exact destination location broken down by theater. In this example AMER is also the theater selected as 

well as Silicon Valley as we want this connection to be a local connection (see Figure 7). 

6. These are other potential ECX facilities where Webex is located if we wanted to create a remote connection (see 

Figure 8). 

1 4

2

3

5

6
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Figure 10 ECX Portal Connection Request to Webex ï Connection Details Page 

 

 

Figure 10 illustrates the next page in the ECX portal configuration. This is where the connection details are entered, 

highlighted in the ñRequirements for The ECX Connection Requestò section below. The following numbers correspond to 

the numbers in Figure 10. 

Requirements for The ECX Connection Request 

1. Webex Connection Identifier: This is the name of the connection that both buyer (customer) and seller (Webex) 

will see in the Equinix ECX portal. It is helpful that this name be indicative of the customer it is serving and the 

purpose of the link. For example, if the customer was name Enterprise1 and this connection was their primary in 

ñSilicon Valleyò location a helpful naming convention would be Enterprise1_SV_PRI and their secondary 

connection in the same location could be Enterprise1_SV_SEC.  

2. VLAN ID (customer side locally significant between customer and Equinix)  

a. Recommended that customers provision their Equinix Cloud Exchange Ethernet port using standard 

802.1q (Dot1q) framing with a standard EtherType of 0x8100 for simplicity. These are normal values 

associated with a trunk and do not include complex Metro ethernet settings that carriers typically use 

(qinq). 

3. Purchase Order Number: This can be ignored. The one to use is the one at the bottom of the page (Step 7) 

4. 1st Public IP Range: BGP Peering subnet ((/30 or /31) ï Customer side and Webex side) 
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5. 2nd Public IP Range(s): Subnets used for NAT and Advertised to Webex over BGP peering (max /29 ï max 100 

subnets) 

6. Public or private ASN + password (32 bit supported) 

7. Tech contact (i.e. admin group alias + phone number) 

8. Cisco Purchase Order (PO) Number (for Edge Connect) 

Figure 11 ECX Portal Connection Request to Webex ï Connection Details Page: Connection Speed 

 

 

Figure 11 illustrates the connection speed selection. Figure 11 ï 8 shows an example of the speed options available for 

the port selected in Figure 9 ï 3. Figure 11 ï 9 illustrates the connection charge, this contains the local connection charge 

and if the Webex destination location is remote to the port location chosen in Figure 9 then a remote surcharge will be 

shown. The following numbers correspond to the numbers in Figure 11. 

9. Link speed to provision: 200mb, 500mb, 1gb, 5gb, 10gb 

10. Pricing Overview: This will show the pricing and if there is a remote connection surcharge or if itôs a local 

connection only. 

Increasing Connection Bandwidth in the ECX Portal 

If you are starting to see bandwidth usage get closer to your limit it is time for an upgrade. Fortunately, this is a pretty easy 

fix and doesnôt cause any interruption in services, provided that you have a connection on a port that has available 

bandwidth. So, for example if a 10GB port was connected to Equinix ECX fabric and a 1GB connection was made on that 

port then upgrading the connection is as simple as making the request to add more bandwidth on the connection in the 

ECX portal. If on the other hand a 1GB port was connected to Equinix fabric and a 1GB connection was made, then 

another port will need to be connected or used. In which case this is a more complicated upgrade in bandwidth because a 

new port will need to be established with enough bandwidth for the total requested bandwidth.  

If a new port is required, it is recommended to get the new port installed and a new connection created. Once the new 

connection and BGP peering is up and passing advertisements then the older connection can be deleted and removed. 
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Figure 12 Increasing Connection Bandwidth in the ECX Portal 
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Figure 12 ï 1 illustrates the Connection and bandwidth details required to edit in order to upgrade the bandwidth of the 

connection. Figure 12 ï 2 shows the bandwidth details after selecting the ñeditò and then selecting an upgrade to 1 Gbps 

connection speed. Figure 12 ï 3 shows the pricing details overview and confirmation of the order. Once confirmation is 

selected Webex receives the request in their queue. Webex also require an updated Purchase Order Number (PO#). Itôs 

important to follow up this submission with an email to csg-peering@cisco.com with the following information: 

¶ Company Name: This is the name of the company to whom the connection is subscribed. This is important for 

resellers and service providers to ensure that the customer company name is included. 

¶ Name of the connection: This is the name of the connection as seen in Figure 12 ï 1 in the ñPrimary 

Connection Overviewò section. 

¶ Purchase Order Number: This is the PO# that should correspond to the updated bandwidth request. 

¶ Autonomous System Number (ASN): This is the BGP ASN of configured in the ñAdditional Buyer Optionsò of 

the connection page (see Figure 10 for where this is located on the connection details page).  

Once Webex receives the ECX submission request and can validate the PO# associated with the connection they will 

update the Webex side router (Seller side) of the connection to the requested speed. Once done they will approve the 

request in the ECX portal, and this enables the auto-configuration for the speed change in the ECX fabric for both sides of 

the connection in the ECX fabric. At that point it is appropriate to modify the bandwidth of the interface configuration on 

the customer equipment hosting this connection. 

Webex Meeting Traffic Flows over Edge Connect 

This section discusses the traffic flows from the various Webex products and components that send traffic over Webex 

Edge Connect. As mentioned earlier the following Webex services are supported over Webex Edge Connect: 

¶ Webex Meetings 

¶ Webex App Media (Webex App, Webex Devices (Board, Room and Desk) and Video Mesh require Internet 

access for signaling) 

¶ Video Device-Enabled Webex Meetings 

¶ Webex Edge Audio 
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Webex Meetings Traffic flows  

Webex meetings can be joined by several different endpoints and clients. The following is a compilation of Webex solution 

components and their associated traffic flows to illustrate the signaling and media flows with regards to their associated 

points of egress, through either the Edge Connect path or the Internet path, when Webex Edge Connect is deployed.  

Webex Meetings Desktop Application 

Figure 13 Webex Meetings Desktop Application, Webex Productivity Tools and Webex Meetings Browser Integration 

 

 

In the above illustration (Figure 13) the Webex Meetings Desktop Application as well as Webex Meetings Browser and 

Productivity Tools send their signaling and media over the Edge Connect peering.  
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Figure 14 Webex Devices 

 

In the above illustration (Figure 14) the Webex Board and Webex Devices only send their media over the Edge Connect 

peering. Their signaling for call control and analytics all go over the Internet.  

Webex App 

Z

Customer

ECX

Edge Connect

Media Path

Signaling

Additional Webex-Related 

Services (Including Third-Party)

Internet

Z

Webex Devices



 

 

Cisco Preferred Architecture for Enterprise Collaboration PAGE 20  

Architecture 

 

Figure 15 Webex App 

 

In Figure 15 the Webex App sends both signaling and media over the Edge Connect peering, however, also sends 

signaling for call control and analytics over the Internet. 
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Figure 16 Video Mesh with Webex App, Webex Boards and Webex Devices 

 

 

In the above illustration (Figure 16) Webex App (with Full Featured Meetings disabled), Webex Board and Webex Devices 

send their media directly to a local Video Mesh Node when it is available. The Video Mesh Node in turn sends all cascade 

media over the Edge Connect peering and all signaling for call control and analytics directly to the Internet, alongside the 

signaling of the other Webex App, Webex Board and Webex Devices.  

Video Mesh Integration with Unified CM Registered Video Devices 
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Figure 17 Unified CM Registered Video Devices 

 

 

The above illustration (Figure 17) shows Unified CM registered video devices connecting to Webex Meetings via Video 

Mesh. Unified CM signals the Video Mesh via a SIP trunk while the video endpoints stream media directly to the Video 

Mesh Node. The Video Mesh Node in turn sends all cascade media over the Edge Connect peering and all of the 

signaling for call control and analytics directly to the Internet.  
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