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Overview

Industry trends indicate a vast data center transformation toward shared infrastructures. Enterprise
customers are moving away from silos of information and toward shared infrastructures, to virtualized
environments, and eventually to the cloud to increase agility and reduce costs.

JOH[SRGE& LV D SUHGHVLJQHG FRQILIJXUDWLRQ WKDW LV EX[CBW RQ WKH ¢
8 &6 (E Cisco Nexus® data center switches, NetApp® FAS storage components, and Microsoft

Windows Server and System Center software. FlexPod is a base configuration, but can scale up for

greater performance and capacity, or it can scale out for environments that need consistent, multiple

deployments. It has the flexibility to be sized and optimized to accommodate many different use cases.

Flexpod is a platform that can address current virtualization needs and simplify the evolution to IT-as-a-
service (ITaaS) infrastructure. FlexPod for Microsoft Private Cloud can help improve agility and
responsiveness, reduce TCO, and increase business alignment and focus.

This document focuses on deploying an infrastructure capable of supporting Windows Server, Microsoft
Hyper-V and Microsoft System Center as the foundation for private cloud infrastructure. For a detailed
study of several practical solutions deployed on FlexPod, refer to NetApp Technical Report 3884,
FlexPod Solutions Guide.

Benefits of Cisco Unified Computing System

&LVFR 8QLILHG &RPSXWLQJ 6\VWHPE LV WKH ILUVWoOoRBM@Y iHdusitg-G GDWD F
standard, x86-architecture servers with networking and storage access into a single converged system.

The system is entirely programmable using unified, model-based management to simplify and speed

deployment of enterprise-class applications and services running in bare-metal, virtualized, and cloud

computing environments.

7KH V\V W H RgNtefture rack-mount and blade servers are powered by Intel® Xeon® processors.

These industry-standard servers deliver world-record performance to power mission-critical workloads.

Cisco servers, combined with a simplified, converged architecture, drive better IT productivity and

superior price/performance for lower total cost of ownership (TCO). % XLOGLQJ RQ &LVFRYV VWUF}
enterprise networking, Cisco Unified Computing System is integrated with a standards-based, high-

bandwidth, low-latency, virtualization-aware unified fabric . The system is wired once to support the

desired bandwidth and carries all Internet protocol, storage, inter-process communication, and virtual

machine traffic with security isolation, visibility, and control equivalent to physical networks. The system

PHHWYV WKH EDQGZLGWK GHP bogeGivocéssoryy RliBDatky cd3dtly rédlndancy, and

increases workload agility, reliability, and performance.

Cisco Unified Computing System is designed from the ground up to be programmable and self
LQWHJUDWLQJ $ VHUYHUYTV HQWL lWhh $Mead GrihaeHand \8eRifgy to Lén@ak- QJ 11U
profiles, is configured through model-based management. With Cisco virtual interface cards, even the

number and type of I/O interfaces is programmed dynamically, making every server ready to power any

workload at any time. With model-based management, administrators manipulate a model of a desired

VI\VWHP FRQILIJIXUDWLRQ DVVRFLDWH D PRGHOfV VHUYtEKys@dRILOH ZL\
configures itself to match the model. This automation speeds provisioning and workload migration with

accurate and rapid scalability. The result is increased IT staff productivity, improved compliance, and

reduced risk of failures due to inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers and
virtual machines. Virtual networks are now managed exactly as physical networks are, but with massive
scalability. This represents a radical simplification over traditional systems, reducing capital and operating
costs while increasing business agility, simplifying and speeding deployment, and improving performance.
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Cisco Unified Computing System helps organizations go beyond efficiency: it helps them become more
effective through technologies that breed simplicity rather than complexity. The result is flexible, agile,
high-performance, self-integrating information technology, reduced staff costs with increased uptime
through automation, and more rapid return on investment.

Benefits of Cisco Nexus 5548UP

The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity, and
business agility, with support for networking standards. For traditional, virtualized, unified, and high-
performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

Unified ports that support traditional Ethernet, Fibre Channel (FC),and Fibre Channel over Ethernet
(FCoE)

Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including:

Cisco Nexus 2000 FEX
Adapter FEX
VM-FEX

Infrastructure Simplicity

Common high-density, high-performance, data-center-class, fixed-form-factor platform
Consolidates LAN and storage

Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
Supports storage traffic, including iISCSI, NAS, FC, RoE, and IBoE

Reduces management points with FEX Technology

Business Agility
Meets diverse data center deployments on one platform
Provides rapid migration and transition for traditional and evolving technologies
Offers performance and scalability to meet growing business needs
Specifications at-a Glance

A 1 -rack-unit, 1/10 Gigabit Ethernet switch
32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fibre Channel, and
Ethernet or FCoE

Throughput of up to 960 Gbps

Benefits of NetApp FA S Family of Storage Controllers

The NetApp Unified Storage Architecture provides customers with an agile and scalable storage platform.
All NetApp storage systems use the Data ONTAPe operating system to provide SAN (FCoE, FC, iSCSI),
NAS (CIFS, NFS), and primary and secondary storage within a single unified platform so that all virtual
desktop data components can be hosted on the same storage array. A single process for activities such
as installation, provisioning, mirroring, backup, and upgrading is used throughout the entire product line
from the entry level to enterprise-class controllers. Having a single set of software and processes brings

© 2012 Cisco . All rights reserved. This document is Cisco Public Information.

Page 8



great simplicity to even the most complex enterprise data management challenges. Unifying storage and
data management software and processes reduces the complexity of data ownership, enables companies
to adapt to their changing business needs without interruption, and results in a reduction in total cost of
ownership.

In a shared infrastructure, the availability and performance of the storage infrastructure are critical
because storage outages or performance issues can affect thousands of users. The storage architecture
must provide a high level of availability and performance. For detailed documentation surrounding best
practices, NetApp and its technology partners have developed a variety of best practice documents.

Recommended support documents:

NetApp storage systems: www.netapp.com/us/products/storage-systems/

NetApp TR-3437: Storage Best Practices and Resiliency Guide

NetApp TR-3450: Active-Active Controller Overview and Best Practices Guidelines
NetApp TR-3749: NetApp and VMware vSphere Storage Best Practices

NetApp TR-3705: NetApp and VMware View Solution Guide

NetApp TR-3824: MS Exchange 2010 Best Practices Guide

NetApp TR-3633: Oracle 119 Best Practices Guide

Benefits of Microsoft Private Cloud Solution

Microsoft private cloud solutions, built on Microsoft Windows Server and System Center, dramatically
change the way that enterprise customers produce and consume IT services by creating a layer of
abstraction over pooled IT resources.

Hyper-9 LV OLFURVRIWY{V K\SHUYLVRU ZKLFK SURYLGHY D VFDODEOH UHOL
unlimited virtualization rights included in the Windows Server Datacenter Edition. Features in Windows

Server increase availability and performance, improves management, and simplifies methods for

deployment including live migration.

When combined with System Center, customers benefit from enterprise class virtualization, end-to-end
service management and deep insight to keep applications up and running more reliably.

Microsoft private cloud solutions enable application-level management and monitoring providing deep
applications insights with the ability to automatically orchestrate resources enable you to deliver

applications as services, rapidly resolve problems, increase application uptime and meet desired SLAs. In
addition, it supports Microsoft and non -Microsoft hypervisors, operating systems, and support for open
source tools allowing you to leverage your existing infrastructure investments and skills.

Microsoft Private Cloud solutions offer the best economics by integrating a highly available and easy to
manage multi-server platform with breakthrough efficiency and ubiquitous automation. It also provides
Dynamic, multi-tenant virtualization, storage and networking infrastructure providing maximum flexibility
for delivering and connecting to cloud services.

Go to http://microsoft.com/privatecloud to learn more about Microsoft offerings..
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Audience

This document describes the architecture and deployment procedures of an infrastructure comprised of
Cisco, NetApp and Microsoft virtualization. The intended audience of this document includes, but is not
limited to, sales engineers, field consultants, professional services, IT managers, partner engineering,
and customers who want to deploy the core FlexPod architecture.

Architecture

7KH )OH[3RG DUFKLWHFWXUH LV KLIKO\ PRGXODU RU 3SRG”™ OLNH :KLOH
in its exact configuration, once a FlexPod unit is built, it can easily be scaled as requirements and

demand change. This includes scaling both up (adding additional resources within a FlexPod unit) and

out (adding additional FlexPod units).

Specifically, FlexPod is a defined set of hardware and software that serves as an integrated foundation

for all virtualization solutions. Microsoft Private Cloud Solution validated with FlexPod includes NetApp

storage, Cisco networking, the Cisco Unified Computing System, and Microsoft virtualization software in a

single package in which the computing and storage can fit in one data center rack with the networking

residing in a separaterack RU GHSOR\HG DFFRUGLQJ WR D FXVDNR® pott Jevisig,DWDFHQW |
the networking components can accommodate multiple such configurations.

This document details the deployment of MS Hyper-V on top of a FlexPod infrastructure. As such, this

document focuses on infrastructure deployment as well as OS provisioning and best practices. Figure 1

shows the Hyper-V built on FlexPod components and the network connections for a configuration with FC

and Ethernet based storage. 2QH EHQHILW RI D )OH[3RG DUFKLWHFWXUH LV WKH DEL
HQYLURQPHQW WR VXLW D FXVWRPHUVY UHTXLUHPHO&Ead stpRage WKLV UH
configuration is included in the Appendix.
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Figure 1 FlexPod for Microsoft Private Cloud components

The reference configuration includes:

Two Cisco Nexus 5548 switches

Two Cisco UCS 6248 fabric interconnects

One chassis of Cisco UCS blades with two fabric extenders per chassis
FAS3240A (HA Pair)

Storage is provided by a NetApp FAS3240A (HA configuration within a single chassis) with
accompanying disk shelves. All systems and fabric links feature redundancy, providing for end-to-end
high availability (HA). For server virtualization, the deployment includes MS Hyper-V. While this is the
default base design, each of the components can be scaled flexibly to support the specific business
requirements in question. For example, more (or different) blades and chassis could be deployed to
increase compute capacity, additional disk shelves could be deployed to improve I/O capacity and
throughput, or special hardware or software features could be added to introduce new features.

The remainder of this document guides you through the low-level steps of deploying the base
architecture, as shown in
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Figure 1. This includes everything from physical cabling, to compute and storage configuration, to
configuring virtualization with MS Hyper-V.

Software Revisions

It is important to note the software versions used in this document. Table 1 details the software revisions
used throughout this document.

Table 1 Software Revisions

Layer Compute Version or Release Details
Compute
Cisco UCS  Fabric | 2.0(1t) Embedded
Interconnect management
Cisco UCS B-200-M2 2.0(1t) Hardware BIOS version
Network
Nexus Fabric Switch 5.0(3)N2(2a) Operating system
version
Storage NetApp FAS3240 HA ONTAP 8.0.2 Operating system
version
Software Cisco UCS Hosts Microsoft Windows | Operating system
Server 2008 R2 SP1 | version

Data Center Edition +
MS Hyper-V Role

.NET Framework 351 Feature enabled within
Windows operating
system

Microsoft Hotfixes KB2517329 Miscellaneous Microsoft

KB2552040 Hotfixes required
KB2494016
KB2520235
KB2531907
KB2522766
KB2528357

NetApp SnapDrive for | 6.4 64-bit NetApp integration

Windows within Windows
operating system

Data ONTAP DSM 3.5 Windows MPIO
software

MS SQL Server

Windows 2008 SP2

VM (2): SQL Server DB

Systems Center
Operation Manager

2007 R2

VM (1):

Systems Center Virtual | 2008 R2 SP1 VM (1):

Machine Manager

Systems Center Opalis | 6.3 VM (1):

OnCommand Plug-In 3.0 NetApp Integration

within Systems Center
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Layer Compute Version or Release Details

210 Cisco Integration within
Cisco ucs | <+ System Center
Management Pack R2 Operations Manager
Cisco UCS Power Tools | 0:9-3.1 Cisco UCS Power Shell
Management Cmdlets

Configuration Guidelines

This document provides details for configuring a fully redundant, highly-available configuration. As such,
references are made as to which component is being configured with each step whether that be A or B.
For example, Controller A and Controller B, are used to identify the two NetApp storage controllers that
are provisioned with this document while Nexus A and Nexus B identify the pair of Cisco Nexus switches
that are configured. The Cisco UCS fabric interconnects are configured likewise. Additionally, this
document details steps for provisioning multiple UCS hosts and these are identified sequentially, VM-
Host-Infra-01 and VM-Host-Infra-02, and so on. Finally, when indicating that the reader should include
information pertinent to their environment in a given step, this is indicated with the inclusion of <italicized

text> as part of the command structure. See the example below for the vlan create command:
controller A> vlan create
Usage:
vlan create [ - g {on]off}] <ifname> <vlanid_list>
vlan add <ifname> <vlanid_list>
vlan delete - g <ifname> [<vlanid_list>]
vlan modify - g {on|off} <ifname>
vl an stat <ifname> [<vlanid_list>]
Example:
controller A> vlan create vif0 < management VLAN ID>

This document is intended to allow the reader to fully configure the customer environment. In order to do
so, there are various steps which will require you to insert your own naming conventions, I