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About the guide

This guide is intended to provide design and deployment guidance to onboard Cisco SD-WAN WAN Edge devices into the
enterprise SD-WAN Infrastructure. The guide focuses on the step-by-step procedures to configure each of the onboarding
options available, along with the use cases specific to WAN Edge deployment using default pre-installed certificates or
enterprise root-ca certificates. The physical or virtual WAN Edge onboard options include manual, bootstrap or the
automated deployment process, which is referred to as Zero Touch Provisioning (ZTP) for vEdge devices and Plug-and-Play
(PnP) for 10S XE SD-WAN devices.

Figure 1 SD-WAN WAN Edge onboarding options overview
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This prescriptive deployment guide focuses on how to deploy a Cisco WAN Edge device within a branch environment. In this
guide, SD-WAN controllers are deployed in the cloud and WAN Edge routers are deployed either at remote sites or at the
datacenter and are connected to two WAN transports, Internet and MPLS. This guide covers SD-WAN deployment using
multiple certificate use cases — Symantec/DigiCert, Cisco PKI or Enterprise CA certificates.

Although this deployment guide is about onboarding Cisco SD-WAN WAN Edge devices. It is presumed that
e Cisco SD-WAN Controllers (vManage, vBond, and vSmart) are already deployed with valid certificates.

e Cisco WAN Edge has reachability to the vBond orchestrator and other SD-WAN controllers which are reachable via
public IP addresses across the WAN transport(s).

For more information on SD-WAN controller design and deployment, please refer to the Cisco SD-WAN Design guide and the

This document contains four major sections:

The Define section provides a high-level overview of the SD-WAN architecture and components, WAN Edge devices and
options available to onboard for a physical or virtual WAN Edge router.

The Design section provides detailed discussion on the design considerations and prerequisites needed for each of the
onboarding options to build a secure SD-WAN enterprise infrastructure.

The Deploy section discusses step-by-step procedures to onboard a Cisco SD-WAN WAN Edge device in the SD-WAN
network. It walks through the best practices and gotchas to consider during the WAN Edge onboarding process.

The Operate section briefly discusses how to monitor and troubleshoot the onboarding issues, if necessary, in the SD-WAN
environment.

Refer to Appendix A for details on the platform and software versions used to build this document.


https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/SDWAN/CVD-SD-WAN-Design-2018OCT.pdf
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/SDWAN/SD-WAN-End-to-End-Deployment-Guide.pdf
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Audience

The audience for this document includes network design engineers and network operations personnel who have deployed
the Cisco SD-WAN controllers and are looking for the best viable option to onboard the WAN Edge devices in their respective
network environment.
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About the solution

The Cisco SD-WAN solution is an enterprise-grade SD-WAN architecture overlay that enables digital and cloud
transformation for enterprise. The solution fully integrates routing, security, centralized policy and orchestration into large-
scale networks and addresses the problems and challenges of common WAN deployments.

The Cisco SD-WAN solution is comprised of separate orchestration, management, control and data plane.

e  Orchestration plane assists in securely onboarding the SD-WAN WAN Edge routers into the SD-WAN overlay. The
vBond controller, or orchestrator, authenticates and authorizes the SD-WAN components onto the network. The
vBond orchestrator takes an added responsibility to distribute the list of vSmart and vManage controller
information to the WAN Edge routers.

e Management plane is responsible for central configuration and monitoring. The vManage controller is the
centralized network management system that provides a single pane of glass GUI interface to easily deploy,
configure, monitor and troubleshoot all Cisco SD-WAN components in the network.

e  Control plane builds and maintains the network topology and make decisions on the traffic flows. The vSmart
controller disseminates control plane information between WAN Edge devices, implements control plane policies
and distributes data plane policies to network devices for enforcement.

e Data plane is responsible for forwarding packets based on decisions from the control plane. WAN Edge physical or
virtual devices provide secure data-plane connectivity between the sites in the same SD-WAN overlay network.
WAN Edge devices are responsible for establishing secure connections for traffic forwarding, for security,
encryption, Quality of Service (QoS) enforcement and more.

Figure 2 Cisco SD-WAN solution components
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In this solution, we focus on building secure data plane connections, which involves onboarding physical or virtual WAN Edge
devices and establishing secure control connections across all the SD-WAN components in the network environment.
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Secure onboarding of the SD-WAN WAN Edge physical or virtual device always requires the device to be identified, trusted
and white-listed in the same overlay network. Mutual authentication needs to happen across all the SD-WAN components
before establishing secure control connections between SD-WAN components in the same overlay network.

Identity, Trust and Whitelist

Identity of the WAN Edge device is uniquely identified by the chassis ID and certificate serial number. Depending on the
WAN Edge router, certificates are provided in different ways:

- Hardware-based vEdge device certificate is stored in the on-board Tamper Proof Module (TPM) chip installed during
manufacturing.

- Hardware-based Cisco I0S-XE SD-WAN device certificate is stored in the on-board SUDI chip installed during
manufacturing.

- Virtual platform or Cisco I0S-XE SD-WAN devices do not have root certificates (such as the ASR1002-X platform)
preinstalled on the device. For these devices, a One-Time Password (OTP) is provided by vManage to authenticate the
device with the SD-WAN controllers.

Trust of the WAN Edge devices is done using the root chain certificates that are pre-loaded in manufacturing, loaded
manually, distributed automatically by vManage, or installed during the PnP or ZTP automated deployment provisioning
process.

The Cisco SD-WAN solution uses a whitelist model, which means that the WAN Edge devices that are allowed to join the SD-
WAN overlay network need to be known by all the SD-WAN controllers beforehand. This is done by adding the WAN Edge
devices in the Plug-and-Play connect portal (PnP). The added WAN Edge devices are attached to the vBond controller profile
contained in the PnP portal (associated with the SD-WAN overlay organization-name) to create a provisioning file. This file is
imported into the SD-WAN vManage controller, which then automatically shares the device whitelist with the rest of SD-
WAN controllers (vBond and vSmart). The provisioning file containing the device whitelist can also be synced directly from
the plug-and-play connect portal to Manage via a secure SSL connection through REST APIs.

Note: The Cisco SD-WAN components (vManage, vBond and vSmart controllers and WAN Edge devices) should all be
configured with the same organization-name to join the same SD-WAN overlay network.

WAN Edge onboarding process

Upon bootup, the WAN Edge device contacts the vBond orchestrator to establish a secure transient DTLS control
connection. The vBond information can be either configured manually via CLI on the WAN Edge device, using an IP address
or resolvable domain-name FQDN, or can be obtained automatically through the PnP or ZTP process.

The SD-WAN controllers (vBond, vManage and vSmart) and WAN Edge devices need to mutually authenticate and trust each
other before establishing the secure control connections. When the SD-WAN controllers authenticate each other and WAN
Edge devices, they:

e Validate the root of trust for the certificate root CA.
e Compare the organization name of the received certificate OU against the locally configured.
e Compare the certificate serial number against the authorized whitelist.
When the WAN Edge devices authenticate the controllers, they:
e Validate the root of trust for the certificate root CA.
e Compare the organization name of the received certificate OU against the locally configured.

The vBond orchestrator upon successful authentication establishes a secure transient DTLS control connection and then
shares vManage and vSmart controller IP addresses. At this time, the vBond orchestrator will inform the other SD-WAN
controllers (vManage and vSmart) to expect a control connection request from the WAN Edge device.
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The WAN Edge device, upon learning the vManage information, initiates a control connection to the vManage server.
Following successful authentication, a separate secure persistent DTLS/TLS connection is established and vManage, based on
the device template attached to the WAN Edge device, provisions the configuration using the NETCONF protocol.

The WAN Edge device also establishes a parallel secure persistent DTLS/TLS control connection to the vSmart controller. The
WAN Edge device establishes OMP adjacencies and shares local route information with the vSmart controller. The vSmart
controller based on the defined policies, calculates and disseminates the route, security and policy information to all WAN
Edge devices using OMP updates. Overlay Management Protocol (OMP) is responsible for establishing and maintaining the
overlay control plane.

Cisco WAN Edge devices upon receiving route information, establish BFD sessions across all WAN transports to every other
WAN Edge device that is part of the overlay network.

Figure 3 WAN Edge onboarding steps
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Default behavior of the SD-WAN WAN Edge device is to establish:

e Secure transient DTLS control connection to vBond across all available WAN transports only during the onboarding
process.

e Secure permanent DTLS/TLS control connections to vSmart across all available WAN transports and to vManage
across a single WAN transport.

e Secure BFD sessions between WAN Edge devices which are part of the same overlay network across all available
WAN transports.
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Figure 4 WAN Edge control connections to different SD-WAN controllers
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Cisco SD-WAN WAN Edge device

categories,

Cisco SD-WAN WAN Edge devices can be broadly categorized based on the software powering the device into two software

Cisco |0S-XE SD-WAN software:

Physical Platform: ASR 1000, ISR 1000, ISR 4000 series router models (with exception of ISR1100-4G/6G)

Virtual Platform: CSR 1000v, ISRv series router models

Viptela OS software:

Physical Platform: vEdge 100b/100m, vEdge 1000, vEdge 2000, vEdge 5000, ISR1100-4G/6G router models

Virtual Platform: vEdge cloud router models
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WAN Edge Onboarding options

There are several options available to securely onboard SD-WAN Edge devices.

Figure 5 WAN Edge onboarding options overview
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Supported WAN Edge Devices

Depending on the software running on the network device, IOS-XE SD-WAN or vEdge software, the below tables list the

supported WAN Edge onboarding options.

Tablel 10S-XE SD-WAN WAN Edge onboarding options
Platform Plug-and-Play (PnP) Bootstrap Manual
ASR1K v 'd v
ASR1002-X X v X
ISR4K v 'd v
ISR1K v 'd v
Table2 vEdge WAN Edge onboarding options
Platform Zero-Touch Provisioning (ZTP) Manual
vEdge 100 v v
vEdge 1000 v v
vEdge 2000 v v
vEdge 5000 v v
vEdge Cloud X v
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Automated Deployment

Automated deployment automates the true day-zero experience of securely onboarding and deploying the WAN Edge
device, with default-shipped factory settings, into the SD-WAN network. Automated deployment discovers the vBond IP
address dynamically using,

e the Plug-and-Play process for the I0S-XE WAN Edge physical platform
e the Zero-Touch provisioning process for the vEdge physical platform
The following outlines the primary requirements in order to use this onboarding option:

e The WAN Edge device is connected to a WAN transport that can provide a dynamic IP address, default-gateway and
DNS information.

e The WAN Edge device can resolve ‘devicehelper.cisco.com’ for the Plug-and-Play connect server for I0S-XE SD-WAN
physical devices and ‘ztp.viptela.com’ for the ZTP server for vEdge physical devices.

e InvManage, a device configuration must be built and attached to the WAN Edge device to successfully onboard the
device. Refer to ‘Appendix G - SD-WAN Device Template’ for the feature and device template used in this guide.
Plug-and-Play process:
The day-zero automated Plug-and-Play (PnP) process provides a simple, secure procedure to discover, install and provision
the Cisco 10S-XE SD-WAN Edge device to join the SD-WAN overlay network.

An overview of all the steps involved during the Plug-and-Play onboarding process is explained below:

1. The Cisco WAN Edge device on boot up, obtains IP address, default gateway and DNS information via DHCP on the
supported device’s PnP interface that is connected to the WAN transport (typically Internet).

2. The Cisco WAN Edge device attempts to reach the Cisco-hosted Plug-and-Play (PnP) connect server. The router
attempts to resolve the name of the PnP server at devicehelper.cisco.com and uses an HTTPS connection to gather
information about the enterprise SD-WAN vBond orchestrator, including the organization-name.

Technical Tip: For an SD-WAN deployment using enterprise root-ca certificates, the WAN Edge device receives the root
certificates, along with the vBond and organization name information from the PnP Connect portal.

3. The WAN Edge device authenticates with the vBond orchestrator using its chassis/serial number and root-
certificate. Following successful authentication, the vBond orchestrator provides the device with the vManage and
vSmart controller information.

4. The WAN Edge device initiates and establishes secure connections with the vManage and vSmart controllers and
downloads the configuration using NETCONF from vManage and joins the SD-WAN overlay network.

The figure below provides an overview of the steps involved, in the Plug-and-Play onboarding process.

Figure 6 Cisco I0S-XE WAN Edge onboarding — PnP process

10
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The table below lists the platform along with the interfaces that support the Plug-and-Play (PnP) onboarding process:

Table3 10S XE SD-WAN WAN Edge platform support list

Platform Plug-and-Play Interface
ASR1K v GigabitEthernet (routed interface)
ASR1002-X X NA
v GigabitEthernet (routed interface)
ISR1K
Cellular
v GigabitEthernet (routed interface)
ISR4K
Cellular

Note: PnP is supported on all routed GigabitEthernet interfaces with the exception of the Management interface and
GigabitEthernet0. PnP is not supported on switched interfaces.

Zero-Touch Provisioning process:

The day-zero automated ZTP process provides a simple, secure procedure to discover, install and provision vEdge devices to
join the SD-WAN overlay network.

The Zero-Touch-Provisioning server maintains the authorized WAN Edge device list and vBond information that device
registers to join the SD-WAN overlay network. The Cisco cloud-based ZTP server can be utilized, or in an air-gapped network,
an on-premise ZTP server can be deployed in the datacenter with the requirement that the vEdge platform should resolve
ztp.viptela.com to reach the ZTP server upon connection to the WAN transport.

An overview of all the steps involved during the ZTP onboarding process is explained below:

1. The vEdge device upon boot up, obtains an IP address, default gateway IP and DNS information through DHCP on
the supported device’s ZTP interface connected to the WAN-transport, typically Internet.

2. The vEdge device attempts to reach the ZTP server. The router attempts to resolve the name of the ZTP server at
ztp.viptela.com and uses an HTTPS connection to gather information about the enterprise SD-WAN vBond
orchestrator along with the organization name.

11
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Technical Tip: For WAN Edge devices using enterprise root-ca certificate, the device is installed with an enterprise root
certificate to successfully authenticate and join the enterprise SD-WAN network. The ZTP server can send the enterprise
root certificates along with the organization name and vBond information automatically.

3. The vEdge router authenticates to the vBond orchestrator using its chassis/serial number and root-certificate.
Following successful authentication, the vBond orchestrator provides the vEdge router with vManage and vSmart

controller information.

4. vEdge device then establishes secure connections with the vManage and vSmart, and downloads the configuration

using NETCONF from vManage and joins the SD-WAN overlay network.

Note, vEdge devices can be updated to the desired software version as a part of automated onboarding process.

The figure below provides an overview of the steps involved, as discussed above, in the ZTP onboarding process.

Figure 7 vEdge onboarding — ZTP process
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The table below lists the platform along with the interfaces that support the ZTP onboarding process:

Table4 vEdge platform, interface support list

Platform ZTP Interface

vEdge 100, 100b 'd ge0/4

vEdge 100m, 100wm v ge0/4
Cellular0

vEdge 1000 v ge0/0

vEdge 2000 4 ge2/0

vEdge 5000 4 ge0/0 (first port on the first
available network slot)

vEdge cloud X NA

Bootstrap Deployment

An alternative option to onboard the I0S-XE SD-WAN WAN Edge device is to use the bootstrap option.

The intent behind using this option is to provide the factory-shipped default configured WAN Edge device the configuration
needed to securely onboard, when a customer is unable to leverage the automated discovery option.

12
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Note, that this option is available only for I0S-XE SD-WAN WAN Edge platforms and not for vEdge devices.
This onboarding option can be leveraged in deployments where,

e The WAN Edge device has a connection to the WAN transport that cannot provide a dynamic IP Address,
typically MPLS or private WAN transport.

e The WAN Edge device is deployed in an air-gapped environment, where the device cannot reach the cloud-
hosted Plug-and-Play (PnP) connect server.

e The WAN Edge device is connected to the WAN transport with a non-PnP supported interface, or with an
interface requiring additional configuration for connectivity, such as PPoE or a subinterface, for example.

Leveraging bootstrap deployment requires the device template configuration to be built and attached to the WAN Edge
device in vManage, after which the configuration file is built and shared with the WAN Edge device. The configuration file
can be shared with the WAN Edge device either by copying the configuration to the device’s internal bootflash or by copying
the file to a bootable USB, which is connected and available on the WAN Edge device on bootup. Note, the configuration file
has to have a specific filename for the device to load during the device bootup process.

An overview of all the steps involved during the bootstrap onboarding process is explained below:

1. The WAN Edge device upon bootup initiates the Plug-and-Play (PnP) process. The PnP process first searches the
device bootflash for the configuration file, which is a specific filename based on the platform. If the configuration
file is unavailable, the PnP process continues to search for a bootable USB connected to the device (if available). If a
file is available, the device loads the entire configuration and aborts the Plug-and-Play process.

The following table list out the platforms that support the bootstrap method, along with the configuration filename
to be used.

Table5 Bootstrap WAN Edge platform support list with filename that need to be leveraged

Platform Bootstrap Configuration filename
ASR1K v ciscosdwan.cfg

ISR1K v

ISR4K v

ASR1002-X v ciscosdwan_cloud_init.cfg

2. The WAN Edge device learns the vBond and organization name from the system template embedded in the
configuration and initiates a secure control connection to the vBond orchestrator. Upon successful authentication
by the vBond controller, the WAN Edge device receives information regarding the vManage and vSmart controllers.

3. The WAN Edge device establishes secure connections with vManage and vSmart and downloads the entire
configuration using NETCONF from the vManage and joins the SD-WAN overlay network.

Technical Tip: For WAN Edge devices using enterprise root-ca certificates, the device is installed with the root
certificates manually before it initiates a connection with the vBond orchestrator. In the bootstrap onboarding method,
the enterprise root-certificate is copied along with the configuration to the WAN Edge device and installed to
successfully onboard the device.

The figure below shows an overview of the steps involved in the bootstrap onboarding process.

Figure 8 Cisco 10S-XE SD-WAN onboarding — Bootstrap process

13
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Technical Tip: The WAN Edge ASR1002-X does not have a trusted root certificate preinstalled on the chassis that is
required to authenticate the device. For such devices, a One-Time-Password (OTP) is leveraged to authenticate the
device. The OTP is auto-generated by vManage upon adding the WAN Edge in the SD-WAN controller authorized device
whitelist. The bootstrap configuration generated for the device contains the OTP in the cloud-config section of the file.
Upon successful authentication, vManage generates and pushes the root certificate that will be used going forward. The
bootstrap method is the only option available to onboard the ASR 1002-X platform into the SD-WAN network.

Manual Deployment

Alternatively, the WAN Edge devices can be manually configured using the console port on the hardware platform or using
the KVM/ ESXi console connection for the virtual device. When using this option, configure the device with a bare minimum
configuration that is needed for the device to reach the vBond SD-WAN controller. Upon device authentication and
authorization by the vBond orchestrator, and subsequently, the vManage and vSmart controllers, the WAN Edge device
makes a permanent control connection with the vManage and vSmart controllers.

The vManage feature template and device template can be leveraged to fully configure the WAN Edge device. On
establishing a control connection with vManage, the configured device template is pushed to the WAN Edge device.

Note, that a device template attached in vManage is not required for WAN Edge devices to establish control connections to
the controllers, as long as the bare minimum CLI configuration is configured. The device template may be attached at a later
time. To successfully onboard the WAN Edge, the minimum basic configuration contains,

e  System properties with system-ip, site-id, organization-name and vBond information.

e Transport VPN (VPN 0) interface with IP address, route and tunnel configuration.

System Properties
Some system properties are basic parameters that are required for the WAN Edge device to get onboarded into the SD-WAN
overlay network. System properties include:

e Hostname (optional): unique name defined for the WAN Edge device. The name is prepended to the device’s user
prompt.

e System-ip: system-ip is a unique physical identity assigned to the WAN Edge device, independent of any interface
address. Similar to a router-id, this address need not be advertised.

e Site-id: system site-id identifies the physical location within the Cisco SD-WAN overlay network such as branch,
datacenter or campus. WAN Edge devices in the same location are configured with the same site-id and by default,
WAN Edge devices with the same site-id will not establish IPSec tunnel connections between them.
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Technical Tip: Careful consideration should be taken when choosing system-ip and site-id as this gives a logical scheme
to the network and specifically site-id can be leveraged to define policy influencing the geo-location. Refer to the SD-
WAN Design Guide for guidance on how to organize these values.

Organization-name: system organization-name is a unique name specified for the overlay network. All SD-WAN
components (vManage, vBond, vSmart and WAN Edge devices) have to match the organization name to be
authenticated and become a part of the same SD-WAN overlay network.

vBond: system vBond is the SD-WAN orchestrator for the overlay network. A WAN Edge device first reaches out to
vBond to authenticate before initiating control connections to any SD-WAN controllers (vManage or vSmart). vBond
configuration includes either an IP address or a resolvable FQDN domain-name of the vBond interface IP address in
the transport VPN, VPN 0.

Technical Tip: Note that, for certificate authentication to succeed, network time should be synced between WAN Edge
routers and the controllers. Configure NTP to ensure time is synced across network devices.

Transport VPN

VPN 0 is the transport VPN that connects the WAN Edge to the WAN transport and creates control plane and data plane
connections. The WAN Edge device can connect to multiple WAN transport(s) on different interfaces on the same VPN 0O
transport segment. At least one interface needs to be configured to initially reach the SD-WAN controllers for onboarding.

Each interface in the transport VPN, VPN 0, should include:

Interface IP address and subnet mask on the WAN transport VPN 0 Interface.

Tunnel connection to establish secure control connections to the SD-WAN controller components. Tunnel
configuration should include:

o Color, that identifies the individual WAN transport on the WAN Edge.

o Encapsulation, that determines the encapsulation type of the tunnel. By default, none is set. IPSec, which
performs encryption, or GRE must be explicitly set.

Dynamic routing or default route to provide reachability to the SD-WAN controllers.

Management VPN (optional)

VPN 512 is the network management VPN and is reserved for out-of-band management traffic. Configure the VPN 512
interface with:

Interface IP address and subnet mask

Dynamic routing or default route to provide reachability for out-of-band management.

Manual Onboarding Process

An overview of all the steps involved during the manual onboarding process is explained below:

1.

The WAN Edge device learns the vBond and organization name from the configuration and initiates a secure control
connection to the vBond orchestrator. Upon successful authentication by the vBond controller, the WAN Edge
device receives information regarding the vManage and vSmart controllers.

The WAN Edge device establishes secure connections with vManage and vSmart and, downloads the entire
configuration if present using NETCONF from the vManage and joins the SD-WAN overlay network.
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Technical Tip: For WAN Edge devices using enterprise root-ca certificates, the WAN Edge device needs to be installed
with root certificates manually before initiating the connection to vBond orchestrator. To successfully onboard the WAN
Edge device, copy and install the enterprise root-certificate into the device.

The figure below shows an overview of the steps involved in the manual onboarding process.

Figure 9 WAN Edge onboarding — Manual process
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Staging

WAN Edge devices can be staged through the certificate status, controlled from vManage. Certificates for devices can be
placed in staging state before deployment. During staging state, WAN Edge devices can only establish secure control
connections with the SD-WAN controllers. No data plane connections are created. Hence, the vSmart controller establishes a
secure connection with the WAN Edge device and learns routes from the staged device but does not advertise learned
routes to any other WAN Edge devices in the network. Also, the vSmart will not send any routes or data policies to the
staged WAN Edge device.

The WAN Edge device in the staged state can be leveraged to prepare the device, which may involve upgrading software and
configuring the device, before fully integrating it into the SD-WAN overlay network by changing the certificate status from
Staging to Valid from the vManage GUI.

WAN Edge Certificate Status
The WAN Edge device certificate, in vManage, can be configured to be in one of the below states:

e Invalid — In this state, the WAN Edge device is not authorized to join the SD-WAN controllers and the overlay
network. The device does not form control plane or data plane connections to any of the SD-WAN components.

e Staging — In this state, the WAN Edge device establishes secure control plane connections to the SD-WAN
controllers (vBond, vManage, and vSmart) only. It is important to note that no data plane connections are
established with other WAN Edge devices in the overlay network.

e Valid — In this state, the WAN Edge device is fully onboarded onto the SD-WAN network. The device establishes
secure control plane connections with the controllers and secure data plane connections with all the other WAN
Edge routers in the SD-WAN overlay network.
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Zero-Trust Model

The Cisco SD-WAN solution is a Zero-Trust model. Trusting a WAN Edge device involves two important components, the
WAN device whitelist and the root certificate. In addition, in order to be authorized on the network, the device certificate
must be in a valid state.

WAN Edge Device Whitelisting

WAN Edge devices have to be known and authorized by all the SD-WAN controllers before allowing the device onto the
network. Authorizing the device can be done by,

e Adding the device in Plug-and-Play connect portal and associating it with the vBond controller profile.

e Synchronizing the device list to vManage or manually downloading and importing the provisioning file to
vManage.

Technical Tip: WAN Edge network devices can be added automatically and associated with the vBond profile in the Plug-
and-Play connect portal by assigning the smart account and virtual account details while ordering at Cisco Commerce.
For more information, refer to Appendix D — Cisco Plug-and-Play connect.

Root Certificate

Physical WAN Edge devices have either a Symantec/DigiCert or Cisco PKI root certificate pre-installed during the device
manufacturing.

Alternatively, customers also have the flexibility of installing enterprise root CA certificates. In this case, the enterprise root-
certificate must be installed to successfully authenticate and onboard the device.

The ASR1002-X and virtual WAN Edge devices do not have root certificates preinstalled. Authenticating these device requires
the use of a one-time-password generated by vManage. Upon successful authentication of the device by the vManage SD-
WAN controller, the vManage installs root certificates on the device.

Network Firewall Requirements

For deployments with WAN Edge devices behind a firewall, make certain the appropriate ports are opened for the SD-WAN
components to securely establish connections.

By default, all the SD-WAN components attempt to use DTLS, UDP base port 12346 to establish connections.

In scenarios where the WAN Edge device is not able to establish control connections with the SD-WAN controllers
using the default base port or when multiple WAN Edge devices are placed behind a NAT device, the WAN Edge
device can port hop through 5 base ports after attempting on each port longer and longer between each
connection attempt. Port hopping is done sequentially on ports 12346, 12366, 12386, 12406, 12426 before
returning to port 12346. Port hopping is turned on by default on the WAN Edge device.

A port-offset can be configured to uniquely identify each WAN Edge device placed behind a NAT device and to
prevent attempts from using the same base ports. A port offset is a number from 0 to 19, 0 being the default. If a
port-offset is configured, the default base port is incremented with the port-offset value and then subsequent ports
are incremented by 20. For example, in a deployment with a port-offset value set to 1, then the WAN Edge initiates
the connection with port 12347 (12346+1) and then subsequently port hopping is done sequentially on ports
12347, 12367, 12387, 12407, 12427 before returning to port 12347.

The WAN Edge device uses the same base ports to establish data plane connections, such as IPsec connections and
BFD sessions, with other WAN Edge devices in the overlay network.

The vBond orchestrator always uses DTLS, UDP source port 12346, to establish control connections with the SD-
WAN components. This default port can be changed with a configuration change, however.
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e By default, the vManage and vSmart controllers run on virtual machines, each running up to eight cores. Each core
uses DTLS and is allocated a separate base port for control connections, which is UDP on ports 12346, 12446,
12546, 12646, 12746, 12846, 12946, and 13046 by default. Port offsets can also be configured on the controllers if
needed, so any port offset from 1 to 19 would increment the base port by the offset number. The WAN Edge device
is hashed to one of these ports to form a control connection.

e Cisco SD-WAN can be deployed using TLS connections, instead of the default DTLS. In such scenarios, the vManage
and vSmart controllers will use TCP base ports 23456, 23556, 23656, 23756, 23856, 23956, 24056, and 24156. The
WAN Edge device uses random TCP source ports to establish connections.

The following diagram illustrates the base port numbers used for control connections by the WAN Edge routers and the
SD-WAN controllers. Be certain to account for any offset port numbers in use.

Figure 10  WAN Edge firewall ports

DTLS (UDP) / TLS (TCP) Port
Core0 — 12346 / 23456
Corel — 12446 / 23556
Core2 — 12546 / 23656
Core3 — 12646 / 23756
Core4 — 12746 / 23856
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Core6 — 12946 / 24056
Core7 — 13046 / 24156
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Technical Tip: On the vEdge devices, the CLI commands, show control local properties and show control connections
shows source and destination ports respectively in use for connections to the controllers. On the 10S XE SD-WAN
devices, the equivalent CLI commands are show sdwan control local properties and show sdwan control connections.
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Deploy

The deployment section is organized to cover the prerequisites, followed by the onboarding options and onboarding
verification.

Process 1: Prerequisites for WAN Edge Onboarding
The below checklist showcases the prerequisites that are needed before proceeding with the WAN Edge onboarding

process.

Procedure 1: Prerequisites for all Onboarding Options

Verify and validate the onboarding prerequisites that apply to all onboarding options.
e  Make sure the WAN Edge device has reachability to the vBond orchestrator, vManage and vSmart controllers.

e The authorized WAN Edge device whitelist must be uploaded to all SD-WAN controllers. This can be achieved by adding
and associating the WAN edge devices with a vBond controller profile in the Plug and Play portal (PnP). The whitelist
provision file can be downloaded from the PnP portal and uploaded to the vManage NMS or synchronized to the
vManage via the Sync Smart Account option. vManage later distributes this whitelist to the additional controllers.

Technical Tip: Software WAN Edge devices deployed in virtual environment do not have chassis or serial number. For
such devices, PnP server generates a unique serial number when the software device is added in the PnP portal.

For more information, refer to ‘Appendix D — Cisco Plug-and-Play Connect’ to add the WAN Edge devices in the Plug-
and-Play portal and ‘Appendix E — WAN Edge whitelist Authorization File’ to upload or sync the whitelist authorization
file to vManage.

e The WAN Edge device must be in valid or staging certificate state.

In vManage, navigate to Configuration > Devices > WAN Edge List, identify the WAN Edge device and under the Validity
column, verify the device is in either valid or staging state.

Cisco vManage

€& CONFIGURATION | DEVICES

o
(I Change Mode ~ | & Upload WAN Edge List | (% Export Bootstrap Configuration 00

B ;8

Technical Tip: A WAN Edge device within staging state will establish only control connections with the SD-WAN
controllers. No data plane connections are established across WAN Edge devices. To fully onboard the device, the
device state must be moved from staging to valid. In vManage under Configuration > Certificates > WAN Edge List,
select the WAN Edge device(s) and change the state to valid under the Validity column and click Send to Controllers.

e The WAN Edge device must be running SD-WAN software. For details on how to migrate from an I0S-XE code to 10S XE
SD-WAN code, refer to '"Appendix H — Upgrading software to SD-WAN 10S-XE Software'.

Procedure 2: Additional Prerequisites for Onboarding vEdge Devices using the ZTP Process

Verify and validate the additional onboarding prerequisites that apply to the ZTP process.
e The factory default vEdge router should be able to resolve the FQDN ztp.viptela.com and reach the ZTP server.

e The WAN Edge must be factory defaulted before onboarding using bootstrap option
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Technical Tip: vEdge device can be factory defaulted if needed using the CLI command on the device request software
reset.

e [f using the Cisco cloud-based ZTP server, ensure the vEdge devices are entered in the PnP Connect portal and
associated to the vBond controller profile at http://software.cisco.com. Devices entered in the PnP Connect portal are
pushed out to the ZTP cloud server. If you are using enterprise root certificates and you want certificates pushed out
during the ZTP process, ensure that the root CA certificate chain is uploaded to the PnP vBond controller profile, which
is also pushed out to the ZTP cloud server.

Refer to ‘Appendix D — Cisco Plug-and-Play Connect’ to create vBond controller profile, add enterprise root certificates
and procedure to associate the profile to WAN Edge.

e If using an on-premise ZTP server, the ZTP server should have entries of all the authorized vEdge devices with its vBond
controller information, organization-name and optionally, enterprise root-ca certificates, before onboarding the device
using the Zero-Touch-Provisioning process.

ZTP-5erver# show ztp entries

ROOT
SERIAL VEOND ORGANIZATION CERT
INDEX CHASSIS NUMBER NUMBER VALIDITY VBOND IP PORT NAME

211941726] 1001F4FA walid 18.4.246.71 12346 ENB-Solutions default

If you are using enterprise root certificates and you want certificates pushed out during the ZTP process, copy the
certificate to the ZTP server and provide the path information in the ZTP entry device list. The vBond IP address and
organization name along with the enterprise root-ca certificate is pushed and installed on the vEdge device during the
ZTP device onboarding process. Refer to ‘Appendix F — Zero Touch Provisioning Server’ to install and configure an on-
premise ZTP server.

ITP-Server# show ztp entries

SERIAL VBOND ORGANIZATION
INDEX CH 5 NUMBER NUMBER VALIDITY VBOND IP PORT MNAME ROOT CERT PATH

41261 1801F4FA  walid

e The WAN Edge configuration should be built and associated to the device in vManage NMS. Refer to 'Appendix G - SD-
WAN Device Template' for the feature and device templates used in this guide. For additional detailed information

refer to the Cisco SD-WAN End-to-End Deployment Guide.

In vManage, navigate to Configuration > Templates > Device and verify a device template is created and attached to the
WAN Edge router. In this example, a device template is attached to vEdge1000 platform.

Juil cisco vManage admin =

[(H 1 1 TEMPLATES
[Tl | conFiGURATION

| e
4 0o
Q el
aQ
-

0 admin 01 Jul 2019 12:08:2

e The software version of a vEdge devices can be upgraded during the ZTP onboarding process. To perform the upgrade,
upload the software in vManage and ensure the appropriate version is enabled for the platform in the vManage.
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Refer to 'Appendix B — Upgrading software on SD-WAN'’ for the procedure to load the software image to vManage.

In vManage, navigate to Administration > Settings. Next to Enforce Software Version (ZTP), click View in the far right to
verify the selected Software Version for each platform, along with the Status. To set the proper software version for the
platform, click Edit, slide the Status bar to enable and choose the Version from the drop-down option and click Save.

Note: vEdge-x86 platform refers to vEdge Cloud device and for all physical vEdge devices choose vEdge-mips.

Cisco vManage

=% ADMINISTRATION | SETTINGS

I Enforce Software Version (ZTP)I

Software Version:

Platform Status Version

I vEdge-mips @ cebled 18.4.302 * ]
SR4400 B Disable
I B @ Enavies 184302 B |
SR1000v Disab!
ASR1002-X ) able
R1001-X ) able
ASR1000 B Disal
ISR1100 ) b
FSRA20 ) ab
SR4300 ] able
R able

Procedure 3: Additional Prerequisites for onboarding I0S-XE SD-WAN WAN Edge devices using PnP process

The factory default WAN Edge router should be able to resolve FQDN devicehelper.cisco.com and reach the Cisco cloud-
hosted Plug-and-Play Connect server to retrieve the vBond controller information, organization-name and enterprise
root-ca certificates (if using enterprise root-ca certificates).

The WAN Edge must be factory defaulted before onboarding using bootstrap option.

Technical Tip: I0S-XE SD-WAN devices can be factory defaulted if needed using the CLI command on the device request
platform software sdwan software reset

The Cisco PnP Connect server at http://software.cisco.com must have the I0S-XE SD-WAN WAN Edge added and the
device associated with the VBOND controller profile.

Navigate to Cisco Software Central > Network Plug and Play > Plug and Play Connect > Devices, verify the device is
available with Controller Profile associated to it.

| Cisco Software Central > Plug and Play Connect | [EE3) -

[Plug and Play Connect | Feedback Support Help

Devices Controller Profiles Metwork Certificates Manage External Virtual Account Event Log

4+ Add Devices... 4+ Add Software Devices... Enable External Management... C
Serial Number Base PID Product Group Controller Last Modified Status Actions
Any - Any - Select Range - Any - Clear Filters

ASR1001-HX Router ENTERPRISE-VBOND 2018-Nov-10, 17:52:46 Show Log... w
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e The WAN Edge configuration should be built and associated to the device in vManage NMS. Refer to 'Appendix G - SD-
WAN Device Template' for the feature and device templates used in this guide. For additional detailed information

refer to the Cisco SD-WAN End-to-End Deployment Guide.

In vManage, navigate to Configuration > Templates > Device and verify a device template is created and attached to the
WAN Edge router. In this example, a device template is attached to ISR4331 platform.

Cisco vManage

0 CONFIGURATION | TEMPLATES

© Create Template ~ @ e

Q sesrch Options Total Rows: 8

]

P -

»

0 0 admin 01 Jul 2019 12:08:1 n Sync

Procedure 4: Additional prerequisites for onboarding 10S-XE SD-WAN WAN Edge devices using bootstrap process
e The WAN Edge must be factory defaulted before onboarding using bootstrap option.

Technical Tip: I0S-XE SD-WAN devices can be factory defaulted if needed using the CLI command on the device request
platform software sdwan software reset.

e The WAN Edge configuration should be built and associated to the device in vManage NMS. Refer to 'Appendix G - SD-
WAN Device Template' for the feature and device templates used in this guide. For additional detailed information

refer to the Cisco SD-WAN End-to-End Deployment Guide.

In vManage, navigate to Configuration > Templates > Device and verify a device template is created and attached to the
WAN Edge router. In this example, a device template is attached to ASR1001-HX platform.

Cisco vManage

H €2 CONFIGURATION | TEMPLATES

Device Feature
L ==
T . -
. (oY)
Q S —— | Row
X

»

Branch_ISR4331_8 Feature 1SR4331

!
Branch1_ISR4431_8B Feature ISR443 2 admin 07 Aug 20
!

RO4RO7-ASR1001-HX  Feature ASR1001-HX 3

Process 2: Onboarding vEdge devices

Cisco vEdge devices can be onboarded using one of the following onboarding options.

Zero-Touch-Provisioning: A day-zero automated ZTP process provides a simple, secure procedure to discover, install and
provision vEdge devices to join the SD-WAN overlay network.

Manual Configuration: Onboard vEdge devices using manual configuration via console port or by using the KVM/ ESXi
console connection.

Supported vEdge platforms include:

Table6 vEdge WAN Edge onboarding options

Platform Zero-Touch Provisioning Manual
vEdge 100 v v
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vEdge 1000 v v
vEdge 2000 v v
vEdge 5000 v v
vEdge cloud X v

Option 1: Automated deployment for vEdge device: Zero-Touch-Provisioning

In this option, the vEdge platform is initially onboarded into the SD-WAN overlay network via ZTP, followed by a code
upgrade which is also optionally performed as a part of the ZTP process. Note, the factory-default WAN Edge device has the
ZTP supported interface pre-configured with the ‘ip dhcp-client’ command. Hence, the device dynamically procures an IP

address and registers itself with the SD-WAN controllers.

The following table lists the ZTP supported interfaces that can be leveraged to onboard devices with Zero-Touch

Provisioning.

Table7 vEdge platform - supported ZTP Interfaces

Platform TP Interface
vEdge 100, 100b v ge0/4
ge0/4
vEdge 100m, 100wm v
Cellular0
vEdge 1000 v ge0/0
vEdge 2000 v ge2/0
ge 0/0*
vEdge 5000 v

*first port on the first available
network slot

Procedure 1: Onboarding vEdge device using Zero-Touch-Provisioning

Step 1 Connect the ZTP-supported vEdge device interface to the WAN transport (typically Internet).

23




Deploy
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Step 2 Power on the vEdge router.

Upon bootup, the device dynamically obtains ip-address, default-gateway, and DNS information through the DHCP
process from the upstream WAN transport device.

The vEdge device makes a DNS request to resolve ztp.viptela.com to the ZTP server.

The vEdge device reaches the ZTP server and presents its chassis and serial number in order to authenticate with the
server.

Post authentication, the ZTP server provides information about the vBond orchestrator, organization-name and root
certificates.

Technical Tip: For deployments using enterprise root-ca certificates, the device downloads the enterprise root CA
certificate, , along with the vBond IP address/DNS and organization-name. This information is used by the vEdge WAN
device to initiate control connections to the vBond controller.

The vEdge device, on receiving the details from the ZTP server, tears down the control connection and initiates a
transient connection to the vBond orchestrator.

Following authentication with the vBond orchestrator, the vEdge device is provided with vManage and vSmart
information to register and establish a secure connection.

The device then attempts to establish a secure control connection with the vManage NMS. It is important to note that
the device has no configuration and to build the connection, it uses 0.0.0.0 as the system-ip to bring up the initial
control connection with the vManage.

Post authentication, vManage responds to the vEdge with the device’s System IP address and forces the device to re-
authenticate using the shared system-ip information.

The WAN Edge device then re-initiates control connections to all the SD-WAN controllers (vBond, vManage and vSmart
controller) using the configured system-ip IP address in order to join the SD-WAN overlay network.

If ‘Enforce Software Version (ZTP)’ is enabled in vManage Administration>Settings with the version selected for the
platform, the software is downloaded, and the device is upgraded.

Upon loading the selected software version and re-authenticating with the SD-WAN controller, the vEdge device joins
the SD-WAN overlay network.
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Procedure 2: Verify the onboarded vEdge devices using vManage NMS
Step 1 Verify the WAN Edge device is successfully onboarded via ZTP.

The Cisco vManage device pane dashboard provides a quick view and status of the number of WAN Edge devices
onboarded in the Cisco SD-WAN overlay network.

Cisco vManage

[l =& DASHBOARD
0
1 5 £ 1 % 1 Reboot 0 ©
vSmart - 1 WAN Edge - 5 vBond - 1 vManage - 1 ast 24 n
o
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
t\
Control Up Full WAN Connectivity 0 sites <10 Mbps 14
[ 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
= > 500 Mbps 0
Control Down v @  No WAN Connectivity 0 sites
m View Percent Utilization

e Toview the entire device bring-up process, navigate to Configuration > Devices, choose the device from the WAN Edge
list and click the three dots and select Device Bring Up from the options.

Cisco vManage

L H Q CONFIGURATION | DEVICES
& ([l Change Mode ~ | # Upload WAN Edge List | (3 Export Bootstrap Configuration | (3 Sync Smart Account Q 9 e
~\

Q Total Rows: 14

earch Options v

-] 32906H2 nage yne
. ASR1002-X ASR1002-X-JAE19430CC3 07ff6ee1517638fcc000... ASR1002-X 2121211 2111 vManage Sync Pending - Device... valid File e
ISR4331 ISR4331/K9-FD0O201209EU BC4A1B Branch2-1SR4431-2 21.21.218 2108 vManage In Sync valid File oee
o ISR4331 ISR4331/K9-FD02012092M BC5594 Branch24SR4431-1 021217 2107 vManage In Sync valid File o0
1106621194126J ENT-vEdge-1000 21112 vManage In Sync valid File E
19 vedge-1008-1 10 2110 vManage  vEdge-1008-1 In Sync
Running Configuration
vEdge Cloud 3ebddc47-167 aba 21.21.211 2101 vManage  viptela-vedgel Sync Pendif
Local Configuration
ASR1001-X ASR1001-X-JAD 03c8c421 cu Delete WAN Edge
C1T11X-8F C1111X-8P-FGL231613RX 018EE41T cu Copy Configuration
CI11X-8P 018EE3BB cu Generate Bootstrap Configuration
19f2059b-5fd1-902 Token - 22ee00b3a0c2 cu Change Device Values

Template Lo
Token - 1f41d2e1e97ac cu 2 < J

16349670-6c7e-e9)
I Device Bring Up

3¢c-6480-37

vEdge Cloud cac79453-3b15 Token - e588e8149ec4.

vEdge Cloud 141d2266-¢023-08a4-92ea-8a7b068c0le Token - 2b4c46f40bdd cu valid File ...

Make sure the device is Authorized by vBond, Software image update is successful, Router configuration is added, and
finally ensure that the control and data plane connectivity is successfully established.
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Cisco vManage admin =

3 CONFIGURATION Device Bringup
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4
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W' Software image update

2019-09-05 20:18:25 PM

@ Router configuration

2019-09-05 20:16:00 PM

Control plane connectivity

4
tl’ established

2019-09-05 20:16:00 PM

8 Data plane connectivity established

Option 2: Onboarding vEdge device with manual configuration

In this procedure, the vEdge is onboarded into the SD-WAN overlay network using the manual configuration process.

The minimal configuration that is needed to onboard the WAN Edge device includes system parameters (vBond,
organization-name, system-ip, site-id) and VPN 0 network information (interface IP address, routing protocol or default
route, tunnel and encapsulation) providing connectivity to the SD-WAN controllers to authenticate and onboard the device
into the SD-WAN overlay network. Optionally, a hostname and VPN 512 network information (interface IP address and
routing protocol or default route) can be provided.

The below example shows the minimum configuration needed to establish control connections with the SD-WAN
controllers. The command-line for the WAN Edge devices can be accessed through the management console interface on
the physical platforms and through the virtual machine console for the virtual platforms. Note, the default credentials for all
the SD-WAN WAN Edge devices is admin/admin and to save any newly added configurations within SD-WAN components,
enter commit and-quit in configuration mode.

Procedure 1: Manually configure the vEdge device
Step 1 Configure the system parameters, that includes hostname, system-ip, site-id, organization-name, vbond IP address/
DNS Name.
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system

host-name R04R07-vEdge1000

system-ip 21.21.21.12

site-id 21012

organization-name  "ENB-Solutions - 21615"
vbond 10.4.246.21

end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Step 2 (Optional) Configure the out-of-band Management interface, VPN 512 with ip-address and default route.

vpn 512

interface mgmtO0

ip address 100.119.112.31/24
no shutdown

exit

ip route 0.0.0.0/0 100.119.112.1
end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Step 3 Configure the transport VPN 0 WAN interface to establish reachability to the SD-WAN controllers.

Configure the VPN 0 network interface with IP address, tunnel interface with encapsulation and color ,and routing (dynamic
or default route). Only upon configuring the tunnel interface will the WAN Edge device use DTLS/TLS to establish the secure
control plane connections to the SD-WAN controllers, and subsequently, IPSec to establish the secure data plane
connections with the WAN Edge devices in the network.
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vpn 0

interface ge0/1

ip address 10.5.208.62/30
no shut

tunnel-interface
encapsulation ipsec

color mpls

exit

|

ip route 0.0.0.0/0 10.5.208.61
end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Note: If you are onboarding the vEdge cloud platform, continue to Procedure 2. If you are using Enterprise root CA
certificates, skip to Procedure 3. To verify the device onboarding process, proceed to Procedure 4.

Procedure 2: Additional onboarding steps for vEdge Cloud platform

This additional step is required as the vEdge cloud contains no TPM chip, hence, no certificates are preinstalled, and no
chassis-number associated to it. For such devices, PnP server generates a unique values when the device is added in the PnP
portal and imported to vManage.

Refer to ‘Appendix | — Install vEdge Cloud’ for detailed steps to deploy a vEdge Cloud in virtual environment if needed,
‘Appendix D — Cisco Plug-and-Play Connect’ to add the WAN Edge devices in the Plug-and-Play portal and ‘Appendix E —
WAN Edge whitelist Authorization File’ to upload or sync the whitelist authorization file to vManage.

For the vEdge cloud platform to be authenticated, it is mandatory to associate the virtual device with chassis-number and
token which is a one-time-password, generated by vManage when adding the device whitelist into the vManage device list.

Step 1 Locate the WAN device chassis number and token in the vManage.

In vManage, navigate to Configuration > Devices > WAN Edge List, identify any available vEdge Cloud device that is
unassigned from the list and copy the Chassis Number and the Serial No./Token column.

admin -

Cisco vManage : 9

ntroller

WAN Edge List Controllers
(l: Change Mode ~ | # Upload WAN Edge List | &2 Export Bootstrap Gonfiguration @ 9 e
Search Gptions ~

Q, Total Rows: 14

vEdge Cloud 19f2059b-51d1-9027-2665-24c33d223247 | | Token - 22ee00b3a0c22d8269725d1cb495b’ :l -
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Step 2 On the vEdge Cloud device CLI, issue the command request vedge-cloud activate chassis-number <chassis-
number> token <token-number> to associate the chassis-number and the Serial No./Token (one-time password) to the
vEdge cloud and to activate the device.

vedge# regquest vedge-cloud activate chassis-number 19f

The device uses the newly associated information (chassis-number and token), with the vBond and organization-name
information to successfully authenticate and be a part of the SD-WAN overlay network.

Following the authentication for the first time using the one-time password, the vManage will generate a root CA
certificate and unique serial number for the device, distribute it to the WAN Edge router and also update other SD-WAN
controllers. From this point, any proceeding authentication that the vEdge-cloud performs uses the unique serial
number and the installed certificate.

Note: If you are using Enterprise root CA certificates, proceed to Procedure 3, else to verify the device onboarding process,
proceed to Procedure 4.

Procedure 3: Additional onboarding steps for vEdge physical platforms using Enterprise root-CA.

Deployment using enterprise root-ca certificate requires the installation of a trusted root-ca certificate on the device for
successful authentication with the SD-WAN controller in order to join the SD-WAN overlay network.

Step 1 Download the Enterprise root-ca certificate from vManage.

In vManage, navigate to Administration > Settings, click View next to Controller Certificate Authorization and copy the

Certificate to a file.

Cisco vManage admin

[HEl| =~ ADMINISTRATION | SETTINGS
o

vBond Ent-vBonds sda-lab.local : 12346 View | Edit
e

Email Notifications Disabled View | Edit

Controller Certificate Authorization Enterprise Close | Edit
-

Certificate Signing by Symantec Automated (Recommended Symantec Manu: Enterprise Root Certificate

o Certificate

Step 2 Download the root certificate to the device on the MGMT interface using the CLI command — request download vpn
512.

vedge#
vedge# request download vpn 512 tftp://Admin:Clscol23@100.119.104.249/root-ca-chain.pem

vedge#
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The root certificate file is downloaded to /home/admin/ location on the vEdge, if you are logged in with the admin
username. To view the file, login to the device shell by entering command vshell. To see the list of files, use the Is
command. Use exit to return to the main mode.

vedge#

vedge# vshell

vedge:~% 1s -1rt

total 8

-rw-r--r-- 1 admin admin 392 Nov 8 23:19 archive_id_rsa.pub

-rw-r--r-- 1 admin admin 3968 Nov 8 23:46 root-ca-chain.pem
vedge: ~$
vedge:~$% exit

Step 3 Install the root certificate using the CLI command request root-cert-chain install /home/admin/root-ca-chain.pem

vedge# request root-cert-chain install /home/admin/root-ca-chain.pem
Uploading root-ca-cert-chain via VPN @

Copying ... /home/admin/root-ca-chain.pem via VPN @

Updating the root certificate chain..

Successfully installed the root certificate chain

vedge#

Finally, verify the root-ca certificate is successfully installed on the vEdge platform via the CLI command show certificate
root-ca-cert.
vedge#
vedge# show certificate root-ca-cert | inc ENB
Issuer: C=US, ST=NC, L=RTP, 0=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, 0=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local

Issuer: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, 0=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local

vedge#

Upon establishing secure control connection with the vManage, the device template is attached to the WAN Edge and
overwrites the existing basic configuration.

Note: To verify the device onboarding process proceed to Procedure 4.

Procedure 4: Verify the WAN Edge device is successfully onboarded

This procedure section walks through the verification steps to verify the onboard process

Step 1 The Cisco vManage dashboard provides a quick view and status of the number of WAN Edge devices onboarded onto
the Cisco SD-WAN overlay network.
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Cisco vManage

7B %5 DASHBOARD

N & : S y
vSmart - 1 WAN Edge - 5

o
Control Status (Total 6)

Control Up
-]

Partial
an

Control Down 0
m

& 1 QA 1 Reboot 0 @
vBond - 1 vManage - 1 w34 n
Site Health (Total 4) Transport Interface Distribution
Full WAN Connectivity 0 sites <10 Mbps 6
10 Mbps - 100 Mbps 0
Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
> 500 Mbps 0
©  No WAN Connectivity 0 sites
View Percent Utiliz

Step 2 Verify the WAN Edge details from the vManage dashboard. Click the WAN Edge section in the vManage overview

section.

Cisco vManage

(Ml 2§ pAsHBOARD
= 1 5 @ 1 % 1 Reboot 0 @
vSmart - 1 WAN Edge - 5 vBond - 1 vManage - 1 s Al

e

Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution

Spe

Control Up Full WAN Connectivity 0 sites < 10 Mbps 14
-] 10 Mbps - 100 Mbps 0

Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
ah > 500 Mbps 0

Control Down o ©  NoWAN Connectivity 0 sites
m View Percent Utilization

Identify the device and verify the Reachability and Version status for the platform.

Q

Search Options v

Lo1=)

Total Rows: 5

EE N TN T T O C N N E T

reachable €D Branch1-ISR4331-1  10.5.218.255
reachable €] Branch1-ISR4431-2  10.5.218.254

reachable €D RO4RO7-Branch24... 21.21.21.7

1001
1001

21007

ISR4331 8(12) 16.11.1a ISR4331/K9-FDOZ21172KBl 4us
ISR4431 8(12) 16.11.1a ISR4431/K9-FOC20375PH ...

ISR4331 10(186) 3 16.11.1a ISR4331/K9-FDO2012092F ...

I reachable 9 RO4RO7-vEdge1000 21.21.21.12

21012

vEdge 1000 8(16) 18.4.1 1106621194126J e

reachable ® RO4RO7-ASR1002-X 21.21.21.10

21010

ASR1002-X 10 (16) 3 16.11.7a ASR-A31ATCF7-5BZA-4160 ...

Technical Tip: If a software upgrade needs to be performed on the onboarded vEdge device, Refer to ‘Appendix B —
Upgrading software on SD-WAN device’ for detailed steps.

Step 3 To view the entire device bring-up process, navigate to Configuration > Devices, choose the device from the WAN

Edge list and click the three dots and select Device Bring Up from the options.
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Cisco vManage

L H Q CONFIGURATION | DEVICES
([l Change Mode ~ | * Upload WAN Edge List | (3 Export Bootstrap Configuration | (3 Sync Smart Account Q 9 e

Q Search Opt Total Rows: 14

= ASR1001-HX ASR1001-HX-JAD23290 04158497 SR1001-HX 21.21.219 vManage  ASR1001-HX In Sync valid File e
- ASR1002-X ASR1002-X-JAE19430CC3 07ff6ee1517638cc000... ASR1002-X 2121211 2111 vManage  ASR1002-X Sync Pending - Device... valid File ve
ISR4331/K9-FDO201209EU BC4A18 Branch2SR4431-2 2108 vManage  Branch2-ISR4431-2 In Sync valid File e
m 1/K9-FD02012092M BC5594 Branch24SR4431-1 2107 vManage  ISR4331-1 In Sync valid File e
1106621194126 1001F4FA ENT-vEdge-1000 21.21.21.112 21112 vManage vEdge-1000 In Sync valid File E
vEdge 100 8 1920C549180825J 1001750E vedge-1008-1 21.21.21.10 2110 vManage  vEdge-1008-1 In Sync
Running Configuration
vEdge Cloud 3ebd4ca7-1670-a256-d17e 5faab3c686.. B8a377aB0b5853bSaba.. vedge 21.21.211 2101 vManage  viptela-vedgel Sync Pendif
Local Configuration
ASR1001-X ASR1001-X-JAD23151HC8 03C8C421 cu Delete WAN Edge
C1111X-8F C1111X-8P-FGL231613RX 018EE411 cu Copy Configuration
C1111X-8P C1111X-8P-FGL231613RW 018EE3BB cu Generate Bootstrap Configuration
vEdge Cloud 19f2059b-5d1-9027-a665-24¢33d2232... Token - 22ee00b3a0c2 cu Change Device Values
(o < o 2 Template Log
vEdge Cloud 1c349670-6c7e-69d5-838a-b2e5ce195,..  Token - 1f41d2e1e97ac cu
I Device Bring Up I
vEdge Cloud cac79453-3b15-723c-6480-37757b5df...  Token - e588e8149ecd cu
vEdge Cloud 141d2266-023-08a4-92ea-8a7b068c0e... Token - 2b4c46f40bdd oL valid File 4.0

Make sure the device is Authorized by vBond is successful, Router configuration is added, and finally ensure that the
control and data plane connectivity is successfully established.

Cisco vManage

£2 CONFIGURATION Devices > Device Bringup

2019-09-20 07:14:13 AM

Authorized by vBond

201911-1217:37.23 PM

8 Router configuration

2019-11-1217:37:.00 PM
Control plane connectivity
established

2019-11-1217:37:00 PM

9 Data plane connectivity established
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Process 3: Onboarding Cisco |0S-XE SD-WAN devices

Cisco 10S-XE SD-WAN WAN Edge devices can be onboarded using one of the following onboarding options:

Plug-and-Play: The day-zero automated Plug-and-Play process provides a simple, secure procedure to discover, install and
provision the Cisco I0S-XE SD-WAN Edge device to join the SD-WAN overlay network.

Bootstrap: The bootstrap method helps onboard a factory-shipped WAN Edge device with the configuration needed to
securely onboard and join the SD-WAN Network, when a customer is unable to leverage the automated discovery option.

Manual Configuration: Onboard 10S-XE SD-WAN devices using manual configuration via the console port.
Supported Cisco I0S-XE SD-WAN WAN Edge platforms include,

Table 8 Cisco I0S-XE SD-WAN WAN Edge onboarding options

Platform Plug-and-Play Bootstrap Manual
ASR1K v v e
ASR1002-X X v X
ISR4K ' s v
ISR1K ' s v

Option 1: Automated deployment for I0S-XE SD-WAN WAN Edge device with Plug-and-Play
process
In this option, the I0S-XE SD-WAN WAN Edge is initially onboarded into the SD-WAN overlay network via the PnP process.

Note, the factory default I0S-XE SD-WAN WAN Edge device has its PnP supported interfaces preconfigured with ‘ip address
dhcp client-id GigabitEthernet x/x/x. Hence, the device dynamically procures an IP address and registers itself with the SD-
WAN controllers.

The following table lists the PnP supported interfaces that can be leveraged to onboard devices using the Plug-and-Play
automated deployment option.

Table9 10S-XE SD-WAN platform — supported PnP Interfaces

Platform Plug-and-Play Interface
ASR1K v GigabitEthernet (routed interface)
ASR1002-X X NA

GigabitEthernet (routed interface)

ISR1K v
Cellular
GigabitEthernet (routed interface)
ISR4K v
Cellular
CSR1K x NA
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Technical-Tip: The ASR1002-X doesn’t support the Plug-and-Play automated deployment option. To onboard this
platform, leverage the bootstrap option to join the SD-WAN overlay network.

Procedure 1: Onboarding I0S-XE SD-WAN device using Plug-and-Play process
Step 1 Connect the PnP supported interface to the WAN transport (typically Internet).

SD-WAN Controllers

vSmart vManage vBond

&) ) ©

devicehelper.cisco.com

Internet

/' WAN Edge

; ®mo |

Step 2 Power on the |I0S-XE SD-WAN router.

e  Upon bootup, the device dynamically obtains ip-address, default-gateway, and DNS information through the DHCP
process from the upstream WAN transport device.

e The WAN Edge device makes a DNS request to resolve devicehelper.cisco.com to the ZTP server.

e The WAN Edge device reaches the Cisco cloud hosted PnP Connect server and presents its chassis and serial number in
order to authenticate with the server.

e Upon authentication, the PnP connect portal provides information about the vBond orchestrator, organization-name
and root certificates.

e Technical Tip: For deployments using enterprise root-ca certificate, device downloads the enterprise root CA certificate,
along with the vBond IP address/DNS and organization-name using the HTTPS protocol. This information is used by the
I0S-XE SD-WAN WAN Edge device to initiate control connections with the vBond controller.

e At this stage, the PnP portal indicates a Redirect Successful status when the WAN Edge device is redirected through PnP
to the vBond controller, below is an example for ISR4351device being redirected successfully.
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Devices

Controller Profiles

Plug and Play Connect

Network

Certificates

Feedback Support Help

4 Add Devices... 4 Add Software Devices... C
Serial Number Base PID Product Group Controller Last Modified Status Actions
Any v | | Any v Select Range Any - Clear Filters

FDO2051120V ISR4351/K9 Router ENB-SOLUTIONS-V...  2019-Jan-22, 21:21:20 Show Log...| w
BR1-WE2

Zg‘;"f?‘;“g“ ISR4331/K9 Router ENB-SOLUTIONS-V... 2018-Dec-12, 03:13:08 Show Log... w
Foo1Ess0enL ISR4351/K9 Router ENB-SOLUTIONS-V... ~ 2018-Dec-10, 20:10:07 Show Log... W
AsemiEs) ISR4351/K9 Router ENB-SOLUTIONS-V... 2018-Dec-10, 19:42:03 ShowLog... w

BR1-WE1

Following authentication with the vBond orchestrator, the WAN Edge is provided with vManage and vSmart

information to register and establish a secure connection.

The device then attempts to establish a secure control connection with the vManage NMS. It is important to note that
the device has no configuration and to build the connection it uses 0.0.0.0 as the system-ip to bring up the initial control

connection with the vManage.

Upon authentication, vManage responds to the vEdge with the device’s system IP and forces the device to re-

authenticate using the shared system-ip information.

The WAN Edge device then re-initiates control connections to all the SD-WAN controllers (vBond, vManage and vSmart

controller) using the configured system-ip IP address in order to join the SD-WAN overlay network.

Procedure 2: Verify the onboarded WAN Edge devices using vManage NMS

Step 1 Verify the WAN Edge device is successfully onboarded via PnP.

The Cisco vManage device pane dashboard provides a quick view and status of the number of WAN Edge devices
onboarded in the Cisco SD-WAN overlay network.

Cisco vManage

2§ DASHBOARD

>

5

WAN Edge - 5

&

vBond - 1

& :
vSmart - 1

Control Status (Total 6)

Control Up

Partial

Control Down

Site Health (Total 4)

o

Full WAN Connectivity

Partial WAN Connectivity

No WAN Connectivity

% 1 Reboot 0
vManage - 1 o
Transport Interface Distribution
0 sites < 10 Mbps
10 Mbps - 100 Mbps
4 sites 100 Mbps - 500 Mbps
> 500 Mbps
U sites

Verify the WAN Edge details from the vManage dashboard, click the WAN Edge section from the device pane in the
vManage overview section.
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Cisco vManage

(Ml 2§ pAsHBOARD
-] 1 5 1 @ 1 Reboot 0 O] :
vSmart -1 WAN Edge - 5 vBond - 1 vManage - 1 SLESRO n 1
fed
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites < 10 Mbps 14
= 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
a8 > 500 Mbps 0
Control Down o ©  NoWAN Connectivity 0 sites
m View Percent Utilization

Identify the device and verify the Reachability and Version status for the platform.

Lo1=)

Q, Search Options v Total Rows: §

Reachability Hostname System IP Site ID Device Model BFD Control Version Chassis Number/ID -
reachable @ Branch1-ISR4331-1  10.5.218.255 1001 ISR4331 8(12) 1 3 16.11.7a ISR4331/K9-FDOZ21172KBl 4us

reachable ® Branch1-ISR4431-2 10.5.218.254 1001 ISR4431 8(12) 16.11.1a ISR4431/K9-FOC20375PH  .us
reachable Q RO4RO7-Branch2-... 21.21.21.7 21007 ISR4331 10(186) 3 16.11.1a ISR4331/K9-FDO2012092¢ ...
reachable €D RO4RO7-vEdge1000 21.21.21.12 21012 vEdge 1000 8(16) 18.4.1 1106621194126J e

reachable ®RU4RD7 ASR1002-X 21.21.21.10 21010 ASR1002-X 10(16) 3 16.11.7a ASR-A31ATCF7-5BZA-4160 ...

Technical Tip: If a software upgrade needs to be performed on the onboarded I0S XE SDWAN device, Refer to ‘Appendix
B — Upgrading software on SD-WAN device’ for detailed steps.

To view the entire device bring-up process, navigate to Configuration > Devices, select the device from the
WAN Edge list and choose the three dots. Next, select Device Bring Up.

Cisco vManage

%X CONFIGURATION | DEVICES

WAN Edge List | Controllers

[I! Change Mode ~ | * Upload WAN Edge List J| [5 Export Bootstrap Configuration § (3 Sync Smart Account e 9 e

Q Search Optians v Total Rows: 77

S i e e e

ISR4331/K9-FDO21172K86 0181738F Branch1-ISR4331-1 10.5.218.255 1001 vManage Branch1_ISR4331_BGP_ In Sync valid File Up

ISR4431 ISR4431/K9-FOC20375PHS 011368AE Branch1-ISR4431-2 10.5.218.254 1001 vManage Branch1_ISR4431_BGP_ In Sync
% Running Configuration

ASR1001-HX ASR1001-HX-JAD232906H2 04158497 VManage  RO4R07-ASR1001-HX Sync Pending | ocal Configuration
) ASR1002-X ASR-A31A7CF7-5B2A-4166-8078-267A... Token - 8235691d57dd. VManage  RO4RO7-ASR1002:X SyncPending!  Delete WAN Edge
1SR4331 ISR4331/K9-FDO2012092M BCS594 RO4R07-Branch2-ISR4331-1 nnn7 21007 VManage  ROARD7-Branch24SR433.. In Sync Generate Bootstrap Configuration
vEdge 1000 1106621194126J 1001F4FA VEdge1000-device 21212112 21012 WManage  RO4RO7-vEdge1000 In Sync Change Device Values
) Template Log
vEdge Cloud 0a2aad2f-7(87-4c88-856e-54d241429349 1623980C vedge-cloud 8888 2108 VvManage  viptela-vedge2 In Sync
I Device Bring Up I
vEdge 1000 1106403180391 10007556 - - - cu -

Make sure that Authorized by vBond is successful, Router configuration is added, and finally ensure that the control
and data plane connectivity is successfully established.
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Cisco vManage

= ° CONFIGURATION [ Device Bringup

‘;r Authorized by vBond

201911 17:37.23PM

8 Router configuration

¥ Control plane connectivity
w established

2019-11-1217:37:.00 PM

8 Data plane connectivity established

Option 2: Onboarding Cisco I0S-XE SD-WAN WAN device with Bootstrap deployment
option.
In this option, the 10S-XE SD-WAN WAN Edge is onboarded into the SD-WAN overlay network using the bootstrap process.

Note, the factory default WAN Edge device has no configuration on the device. Upon bootup, the Plug-and-Play process
running on the WAN Edge device looks for a file that contains device configuration. At first, the device looks for the file in
the bootflash, and if not found then searches in a bootable USB drive (if available). If the configuration file is found, the
device would load the configuration to the device as part of Plug-and-Play process.

This onboard option is recommended when the device is connected to a private WAN transport (MPLS) that cannot provide
a dynamic IP address or when no Internet access is available to reach the Plug and Play Connect server, or when a WAN
interface needs additional configuration before achieving connectivity (PPPoE or a subinterface, for example).

The WAN Edge could be either pre-staged before being brought to the install site, or the bootstrap configuration can be
loaded onto a USB key and inserted into a WAN Edge at the install site.

The bootstrap workflow includes generating the configuration file for the device from the vManage NMS, copying and
sharing the configuration file to the device’s internal bootflash or to USB drive attached to device and, booting the device.

Procedure 1: Bootstrap onboarding procedure for Cisco I0S-XE SD-WAN

Step 1 Generate the bootstrap configuration.
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In vManage, navigate to Configuration > Devices > WAN Edge to the right of the desired device, click the three dots and
choose Generate Bootstrap Configuration from the drop-down list.

Cisco vManage

[Tl % CONFIGURATION | DEVICES

WAN Ethn List  Controllers

o (I’ change Mede = | * Upload WAN Edge List | [4 Export Bootstrap Configuration | [ Syne Smart Account
LY

L 15R4331 ISR4331/KO-FDO21172K86 0181736F Branch_ISR4331_BGF

- 15R4431 15R4431/K9-FOC203 011368AE 10.5.218 001 n Sync
| vEdge Cloud 19 77

m o vEdge Cloud d160d6ce 430 Token - 662230676494

Sync Pending - Device

00

Total Rows: 77

vEdge 1 1106403180391 cL
Running Configuration
vEdge 1000 1106403180404 10007010 (]
Local Configuration
vEdge 1000 1106403180418 10007002 cL Delete WAN qu"
vEdge 1000 1106403180460 10007349 cu Copy Configuration
vEdge 1000 1106403180462 100070F6 cu Decommission WAN FdrjP
vEdge 1000 1106408180071 10006E32 0] | Generate Bootstrap Configuration |
vEdge 1000 1106408180012 10007089 cu Change Device Values
Template Log
vEdge 1000 110G408180039 10006E97 cu
Device Bring Up
vEdge 5000 193A1104180027 OCFES460 L . —

In the next few steps, the configured device template is downloaded into a local workstation.

Step 2 To begin the download of the configuration file, select the radio button Cloud-Init and click OK.

Bootstrap Configuration: (@) Cloud-Init (") Encoded String

“ CIose

Step 3 The configured Device template populates the Generate Bootstrap Configuration screen. Click Download to the
download the populated configuration into your local workstation.

Content-Type: multipart/mixed; boundary="=========2222=224933024655669376268=="
MIME-Version: 1.0

—=sz=s=ssss=====4933024655669376268==
Content-Type: text/cloud-config; charset="us-asci"
MIME-Version: 1.0

Content-Transfer-Encoding: 7bit

Content-Disposition: attachment; filename="cloud-config”

#cloud-config
vinitparam:

vbond : vBonds.sda-lab.local
- org : ENB-Solutions - 21615

N AN A R 4 T e

Close
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The downloaded bootstrap file will be in the format - <chassis_number>.cfg. The configuration file consists of system
properties (UUID, root CA certificate, vBond IP/DNS and Organization information) and configuration from the attached
feature templates.

& Downloads
H-REIERB R = Q

Mamea Size

@ d160d6ce-8d25-4084-a43a-eadc2bb7e66c.cfg

Step 4 Rename the downloaded configuration file to one of the filenames listed in the table below. Choose the filename
depending on the WAN Edge platform that is to be onboarded.

Platform Bootstrap Configuration filename
ASR1K v ciscosdwan.cfg

ISR1K v

ISR4K s

ASR1002-X v ciscosdwan_cloud_init.cfg

Technical Tip: ASR1002-X WAN Edge devices do not have a SUDI certificate installed. To validate the device, the
vManage generated cloud_init bootstrap configuration contains one-time-password (OTP) information along with other
system properties (UUID, root CA, vBond and Organization name information) that is leveraged to authenticate and
establish secure control connections with the controllers.

Step 5 After the filename is changed, copy the configuration file to the device bootflash. CLI command copy
usbO:ciscosdwan.cfg bootflash can be used to copy the bootstrap config to WAN Edge device.

Router#

Router#copy usb@:ciscosdwan.cfg bootflash :I

Alternatively, copy the configuration file to a bootable USB drive and attach the USB to the device.

Technical Tip: In case that the WAN Edge device has a config file in both bootflash and also in bootable USB drive
connected to the device, internal bootflash is prioritized.

Step 6 Power on the WAN Edge device.

On |0S-XE SD-WAN WAN Edge device boot up, the device searches for the configuration file in the device bootflash or
bootable USB drive. Once the file is located, the device will abort the PnP process and load the bootstrap configuration
file.

Note: Additional procedure is needed to onboard the WAN Edge device using Enterprise root CA certificate, for steps
continue to Procedure 2 and to verify the device onboarding process proceed to Procedure 3.

Procedure 2: Additional onboarding steps for I0S-XE WAN Edge platform using Enterprise root-ca certificate

Some additional steps are required to onboard I0S-XE SD-WAN WAN Edge platform using an enterprise root-ca certificate in
addition to Procedure 1 discussed earlier. Deployment using enterprise root-ca certificate requires the installation of a
trusted root-ca certificate on the device for successful authentication with the SD-WAN controller in order to join the SD-
WAN overlay network.
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Step 1 Download the Enterprise root-ca certificate from vManage.

In vManage, navigate to Administration > Settings, click View next to Controller Certificate Authorization and copy the

Certificate to a file.

Cisco vManage

=% ADMINISTRATION | SETTINGS

o
vBond Ent-vBonds.sda-lab.local : 12346 View | Edit
o
Email Notifications Disabled View | Edit
I Controller Certificate Authorization Enterprise Close | Edit
- ]
Certificate Signing by Symantec Automated (Recommended) Symantec Manual Enterprise Root Certificate

o Certificate

Step 2 Download the root-certificate on the WAN Edge device.

To copy the root-certificate onto the device, use the CLI command copy tftp://username:password @WAN-Edge-VPNO-IP-
Address/root-ca-chain.pem bootflash:root-ca-chain.pem vrf Mgmt-intf

copy tftp://Admin:C1sco123@10.4.250.249/root-ca-chain.pem bootflash:root-ca-chain.pem vrf Mgmt-intf

Alternatively, copy the certificates into a USB and load it to device’s bootflash.

Step 3 Install the root-certificate on the WAN Edge device.

To install the root-certificate on the device, use the CLI command request platform software sdwan root-cert-chain install
bootflash:root-ca-chain.pem

request platform software sdwan root-cert-chain install bootflash:root-ca-chain.pem

Step 4 Finally, verify the root-ca certificate is successfully installed on the WAN platform via the CLI command show sdwan

certificate root-ca-cert.
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Branch2-1SR4331-1#sh sdwan certificate root-ca-cert | inc ENB
Issuer: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Issuer: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local

Once enterprise root-ca certificates are installed on the device, the WAN Edge device is authenticated (using organization-
name, and whitelist chassis/serial device list) and authorized to join the SD-WAN overlay network.

Note: To verify the device onboarding process proceed to Procedure 3.

Procedure 3: Verify the WAN Edge device is successfully onboarded

The Cisco vManage device pane dashboard provides a quick view and status of the number of WAN Edge devices onboarded
in the Cisco SD-WAN overlay network.

Cisco vManage

[ 2§ DASHBOARD
D 1 5 1 1 R
< 3 ] eboot ©
w vSmart - 1 @ WAN Edge - 5 @ vBond - 1 @ vManage - 1 4 0 "
o]
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites <10 Mbps 14
= 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
-3 ] . > 500 Mbps 0
Control Down ©  NoWAN Connectivity 0 sites
m v

e Verify the WAN Edge details from the vManage dashboard, click the WAN Edge section from the device pane in the
vManage overview section

Cisco vManage

- 25 DASHBOARD
- 1 5 €3 1 [+ 1 Reboot 0 ©
Smart - 1 WAN Edge - 5 v vBond - 1 vManage - 1 L ”n
o
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites < 10 Mbps 14
& 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
= ) i > 500 Mbps 0
Control Down Y ©  NoWAN Connectivity 0 sites
o \ n

Identify the device and verify the Reachability and Version status for the platform.
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(o]=)

Search Options Total Rows: 5

reachable @ Branch1-ISR4331-1  10.5.218.255 ISR4331 8(12) ISR4331/K9-FDO21172K8Bl  4us

reachable @ Branch1-1SR4431-2 10.5.218.254 ISR4431 8(12) 16.11.1a ISR4431/K9-FOC20375PH ...
reachable $ RO4RO7-Branch2-... 21.21.21.7 ISR4331 10(16) 3 16.11.1a ISR4331/K9-FDO2012092¢ ...
reachable €D RO4RO7-vEdge1000 21.21.21.12 vEdge 1000 8(16) 18.4.1 1106621194126J e

reachable @REMRU? ASR1002-X 21.21.21.10 ASR1002-X 10(16) 16.11.1a ASR-A31ATCF7-5B2A-4161

Technical Tip: If a software upgrade need to be performed on the onboarded I0S XE SDWAN device, Refer to ‘Appendix
B — Upgrading software on SD-WAN device’ for detailed steps.

e Toview the entire device bring-up process, navigate to Configuration > Devices > WAN Edge list, select the three dots
and choose Device Bring Up from the drop-down menu

Cisco vManage

£X CONFIGURATION | DEVICES

WAN Edge List Controllers

[l Change Mode ~ | # Upload WAN Edge List | &2 Export Bootstrap Configuration | & Sync Smart Account Q 9 e

Q Search Optians v Total Rows: 77
e Lot | e S i e S K [
9-FD021172K86 0181738F Branch1-1SR4331-1 10.5.218.255 1001 vManage  Branch1_ISR4331_BGP_.. InSync valid File Up
1SR4431 ISR4431/K9-FOC20375PHS 011368AE Branch1-ISR4431-2 10.5218.254 1001 vManage  Branchl_ISR4431_BGP_.. InSync
Running Configuration
ASR1001-HX ASR1001-HX-JAD232906H2 04158497 vManage RO4R07-ASR1001-HX Sync Pending « Local Conﬁgurabon
& ASR1002-X ASR-A31A7CF7-5B2A-4166-8D78-267A... Token - 8235091d57dd. - vManage  RO4RO7-ASR1002-X Sync Pending+  Delete WAN Edge
ISR4331 ISR4331/K9-FDO2012092M BC5594 RO4RO7-Branch2-ISR4331-1 2121217 21007 vManage  RO4RO7-Branch2-ISR433... In Sync Generate Bootstrap Configuration
: vEdge 1000 1106621194126J 1001F4FA VEdge1000-device 21.21.21.12 21012 vManage  RO4RO7-vEdge1000 In Sync Change Device Values
Template Lo
vEdge Cloud 0a2aad2f-7187-4c88-856e-54d241429349 1623980C vedge-cloud 8888 2108 WManage  viptela-vedge2 In Sync £ 2
I Device Bring Up I
vEdge 1000 1106403180391 10007556 - - - cu -

Make sure that Authorized by vBond is successful, Router configuration is added, and finally ensure that the control
and data plane connectivity is successfully established.
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Cisco vManage - (7] admin ~
[Tl % CONFIGURATION ! Device Bringup
Q
e d
2019-09-20 07:14:13 AM
a i“\-’-l' Authorized by vBond
m

201911 17:37:23PM

8 Router configuration

Ty Control plane connectivity
U established

8 Data plane connectivity established

Option 3: Manual deployment for IOS-XE SD-WAN device

In this procedure, the 10S-XE SD-WAN WAN Edge is onboarded into the SD-WAN overlay network using the manual
configuration process.

The minimal configuration that is needed to onboard the WAN Edge device includes system parameters (vBond, org-name,
system-ip, site-id), VPN 0 network information (interface ip-address, routing protocol or default interface) providing
connectivity to SD-WAN controllers to authenticate and onboard the device into the SD-WAN overlay network. Optionally, a
hostname and VPN 512 network information (interface IP address and routing protocol or default route) can be provided.

The below example shows the minimum configuration needed to establish control connections with the SD-WAN
controllers. The command-line for the WAN Edge devices can be accessed through the management console interface on
the physical platforms and through the virtual machine console for the virtual platforms. Note, the default credentials for all
the SD-WAN WAN Edge devices is admin/admin and to save any newly added configurations within SD-WAN components,
enter commit and-quit in configuration mode.

It is important to consider that the Cisco I0S-XE SD-WAN device initiates the Plug-and-Play process automatically upon
bootup. To manually configure the device, the Plug-and-Play process must be aborted and can be done with the CLI
command pnpa service discovery stop.

Procedure 1: Manually configure the 10S-XE SD-WAN WAN Edge device

Step 1 Configure the system parameters that includes hostname, system-ip, site-id, organization-name, and vbond IP
address/DNS Name.
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pnpa service discovery stop

config-transaction

system
system-ip 21.21.21.7
site-id 21007

organization-name "ENB-Solutions - 21615"

vbond 10.4.246.21

exit

!

hostname Branch2-ISR4331-1

exit

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Commit complete.

Step 2 (Optional) Configure the out-of-band Management interface, vpn512 with ip-address and default route.

interface GigabitEthernetO

description VPN512_MGMT _Interface

no shutdown

ip address 100.119.112.27 255.255.255.0

exit

|

ip route vrf Mgmt-intf 0.0.0.0 0.0.0.0 100.119.112.1

end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Commit complete.

Step 3 Configure the transport VPN 0 WAN interface to establish reachability to the SD-WAN controllers.

Configure the VPN 0 network interface with IP address, tunnel interface with encapsulation and color and routing (dynamic
or default route). Only upon configuring the tunnel interface will the WAN Edge device use DTLS/TLS to establish the secure
control plane connections to the SD-WAN controllers, and subsequently, IPSec to establish the secure data plane
connections with the WAN Edge devices in the network.
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interface GigabitEthernet0/0/1
description MPLS_Interface

no shutdown

ip address 10.5.208.42 255.255.255.252
exit

!

interface Tunnell

no shutdown

ip unnumbered GigabitEthernet0/0/1
ipv6 unnumbered GigabitEthernet0/0/1
tunnel source GigabitEthernet0/0/1
tunnel mode sdwan

exit

|

sdwan

interface GigabitEthernet0/0/1
tunnel-interface

encapsulation ipsec

color mpls

exit

ip route 0.0.0.0 0.0.0.0 10.5.208.53
end
Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Commit complete.

Note: : If you are using Enterprise root CA certificates, proceed to Procedure 2, else to verify the device onboarding process,
proceed to Procedure 3.

Procedure 2: Additional onboarding steps for I0S-XE WAN Edge platform using Enterprise root-ca certificate

Deployment using enterprise root-ca certificate requires the installation of a trusted root-ca certificate on the device for
successful authentication with the SD-WAN controller in order to join the SD-WAN overlay network.

Step 4 Download the Enterprise root-ca certificate from vManage.
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In vManage, navigate to Administration > Settings, click view for section Controller Certificate Authorization and copy the

Certificate and save to a file.

Cisco vManage

= ADMINISTRATION | SETTINGS

]
vBond Ent-vBonds.sda-lab.local : 12346 View | Edit
e
Email Notifications Disabled View | Edit
IContrnIIer Certificate Authorization Enterprise Close | Edit

Certificate Signing by Symantec Automated (Recommended) Symantec Manual Enterprise Root Certificate

i Certificate
PR/
3

Step 5 Download the root-certificate on the WAN Edge device.

To copy the root-certificate onto the device, use the CLI command copy tftp://username:password @WAN-Edge-VPN512-
IP-Address/root-ca-chain.pem bootflash:root-ca-chain.pem vrf Mgmt-intf

copy tftp://Admin:C1sco123@10.4.250.249/root-ca-chain.pem bootflash:root-ca-chain.pem vrf Mgmt-intf

Alternatively, copy the certificates using VPN 0 interface, or in USB and load it to device bootflash.

Step 6 Install the root-certificate on the WAN Edge device.

To install the root-certificate on the device, use the CLI command request platform software sdwan root-cert-chain install
bootflash:root-ca-chain.pem

request platform software sdwan root-cert-chain install bootflash:root-ca-chain.pem

Step 7 Finally, verify the root-ca certificate is successfully installed on the WAN platform via the CLI command show sdwan
certificate root-ca-cert.

Branch2-ISR4331-1#sh sdwan certificate root-ca-cert | inc ENB
Issuer: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Issuer: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
Subject: C=US, ST=NC, L=RTP, O=Cisco Systems Inc, OU=ENB Solutions, CN=sda-lab.local
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Once enterprise root-ca certificates are installed on the device, the WAN Edge device is authenticated (using organization-
name, and whitelist chassis/serial device list) and authorized to join the SD-WAN overlay network.

Upon establishing a secure control connection with the vManage, if a device template is attached, the configuration is
downloaded to the device and its previous configuration overwritten.

Note: To verify the device onboarding process proceed to Procedure 3.

Procedure 3: Verify the WAN Edge device is successfully onboarded

The Cisco vManage device pane dashboard provides a quick view and status of the number of WAN Edge devices
onboarded in the Cisco SD-WAN overlay network.

Cisco vManage

[ 2§ DASHBOARD
= @ 1 5 <> 1 @ 1 Reboot 0 Q
vSmart - 1 WAN Edge - 5 vBond - 1 vManage - 1 st n
o
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
~\
Control Up Full WAN Connectivity 0 sites <10 Mbps 14
- 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
&N > 500 Mbps 0
Control Down 0 ©  No WAN Connectivity 0 sites
o View Percent Utilization

Verify the WAN Edge details from the vManage dashboard, click the WAN Edge section from the device pane in
the vManage overview section

Cisco vManage

[ 2& DASHBOARD
0 1 5 3 1 % 1 Reboot 0 @
vSmart - 1 WAN Edge - 5 vBond - 1 vManage - 1 e ~n
e
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites <10 Mbpa 14
e 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
a > 500 Mbps 0
Control Down 0 ©  No WAN Connectivity 0 sites
o View Percent Utilization

Identify the device and verify the Reachability and Version status for the platform.

(o]=)

Search Options Total Rows: 5

reachable @Bra\‘cﬂ I1SR4331-1  10.5.218.255 ISR4331 8(12) 3 16.11.1a ISR4331/K9-FDO21172K8t  .uu

reachable Q Branch1-ISR4431-2 10.5.218.254 ISR4431 8(12) 3 16.11.1a ISR4431/K9-FOC20375PH ...
reachable e RO4RO7-Branch24... 21.21.21.7 ISR4331 10(16) 3 16.11.1a ISR4331/K9-FDO2012092} ...

reachable €D RO4RO7-vEdge1000 21.21.21.12 vEdge 1000 8(16) 18.4.1 110G621194126J

reachable @RDARU? ASR1002-X 21.21.21.10 ASR1002-X 10(18) 3 16.11.1a ASR-AZ1ATCF7-5B2A-4161 ..e

Technical Tip: If software upgrade need to be performed on the onboarded 10S XE SDWAN device, Refer to ‘Appendix B
— Upgrading software on SD-WAN device’ for detailed steps.

To view the entire device bring-up process, navigate to Configuration > Devices > WAN Edge list, select the
three dots and choose Device Bring Up from the drop-down menu
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Cisco vManage

2 CONFIGURATION | DEVICES

WAN Edge List Controllers

[I: Change Mode ~ | % Upload WAN Edge List | [ Export Bootstrap Configuration | (2 Sync Smart Account Q 9 e

Q Search Options v Total Rows: 77

1SR4331/K9-FDO21172K86 0181738F : 10.5.218.255 1001 vManage  Branchl_ISR4331_BGP_.. In Sync valid File Up
1SR4431 ISR4431/K9-FOC20375PHS 011368AE Branch1-ISR4431-2 10.5.218.254 1001 vManage  Branch1_ISR4431 BGP_.. InSync g Confiuration
ASR1001-HX ASR1001-HX-JAD232906H2 04158497 vManage  RO4RO7-ASR1001-HX Sync Pending+ | ocal Configuration
° ASR1002:X ASR-A31A7CF7-5B2A-4166-8D78-267A... Token - 82 vManage  RO4RO7-ASR1002:X Sync Pending-  Delete WAN Edge
ISR4331 1SR4331/K9-FD0O2012092M BC5594 RO4R07-Branch2-1SR4331-1 n21.217 21007 vManage  RO4RD7-Branch24SR433.. InSync Generate Bootstrap Configuration
vEdge 1000 1106621194126J 1001F4FA vEdge1000-device 21.21.21.12 21012 vManage  RO4RO7-vEdge1000 In Syne Change Device Values
vEdge Cloud 0a2aad2f-7(87-4c88-856¢-54d24429349 1623980C vedge-cloud 8888 2108 vManage  viptela-vedg: In Sync Jemplate Log

I Device Bring Up I
vEdge 1000 1106403180391 10007556 - - - cu -

Make sure that Authorized by vBond is successful, Router configuration is added, and finally ensure that the control
and data plane connectivity is successfully established.

Cisco vManage

X CONFIGURATION De

Device Bringup

2019-09-20 07:14:13 AM

Authorized by vBond

¥

201911-1217:37.23 PM

e Router configuration

2019-11-1217:37:00 PM
Control plane connectivity
established
2019-11-1217:37:.00 PM

e Data plane connectivity established
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Operate

Using the vManage GUI, you can monitor, troubleshoot and manage the WAN Edge device. Some of the common
troubleshooting and monitoring steps are covered in the process and procedures listed below.

Process 1: Monitor and manage the status of SD-WAN components via vManage NMS

Use the vManage dashboard screen to monitor the overall health of the SD-WAN overlay network.

Procedure 1: Monitor the SD-WAN components via Device Pane

Step 1 View the Device Pane which runs across the top of the dashboard screen that displays all the control connections
from the vManage NMS to the vSmart controllers, vEdge routers, and vBond orchestrators in the overlay network. The pane
also displays the status of the vManage NMSs in the network. Make sure the connections for all the SD-WAN components
areup (7).

Cisco vManage

[Tl 25 DASHBOARD
D @ 1 5 2 1 [+ 1 Reboot 0 Q
vSmart - 1 WAN Edge - 5 U vBond - 1 vManage - 1 ! n
Lo
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites <10 Mbps 14
- 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
= ) ) > 500 Mbps 0
Control Down by ©  NoWAN Connectivity 0 sites
1.} n tion

Procedure 2: View WAN Edge device details and statistics via Device Pane

Step 1 To view device statistics, click on the number or the Up/ Down arrows above WAN Edge — 5 to display a table with
detailed information for each connection.

Cisco vManage

[l =& DASHBOARD
D 1 5 g 1 (o 1 Reboot 0 ©
vSmart - 1 WAN Edge - 5 U vBond - 1 vManage - 1 ¢ n
o
Control Status (Total 6) Site Health (Total 4) Transport Interface Distribution
Control Up Full WAN Connectivity 0 sites <10 Mbps 14
e 10 Mbps - 100 Mbps 0
Partial Partial WAN Connectivity 4 sites 100 Mbps - 500 Mbps 0
- > 500 Mbps 0
Control Down Y @  No WAN Connectivity 0 sites
m

Step 2 The table lists the device’s System IP, Site ID, Device Model, Software Version and more. For more device-specific
information, drill down further by clicking on the three dots (...) to the right of each table row. From here you can access
either the Device Dashboard, Real Time data, or the SSH Terminal.
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Search Options

reachable € Branch1-ISR4331-1  10.5.218255 1001 ISR4331
reachable @ Branch1-ISR4431-2 10.5.218.254 1007 ISR4431
reachable @ RO4R07-Branch2-... 21.21.21.7 21007 ISR4331
reachable €3 RO4RO7-vEdge1000 21.21.21.12 21012 vEdge 1
reachable €D RO4RO7-ASR1002-X  21.21.21.10 21010 ASR100

000

2-X

8(16)
10(16)

8(12)
8(12)

10 (16)

1

1

1

1

1

veson | o unaen |

16.11.1a
16.11.1a

16.11.7a

18.4.1

16.11.1a

(01=

Total Rows: 5

ISR437~ 0T
Real Time
ISR443 .
Device Dashboard
ISR43% 5o Terminal
110G6ZTTI4TZ6J

=

ASR-A3TATCF7-5B2A-4161 ...

The Device Dashboard displays the device’s System Status, the device Module Hardware Inventory information, CPU &

Memory real time statistics.

Cisco vManage

L] MONITOR  Het.

System Status

Select Device ~ RO4R07-vEdge1000 [21.21.21.12  Site ID:21012  Device Model: vEdge 1000
Q
licati
Applications Reboot u Crash
o
Interface
Power Supply (Total 1 0 1
sl Optimization @ Module N/A n pply ( ) °
= WAN Throughput |
- Fans (Total 1
Temperature Sensors 8 ) ( ) o1
a Flows ray0
o Top Talkers UsSB o
WAN
CPU & Memory [ ¥ Real Time] 1h 3h 6h 12h 7days Custom =
TLoc
100
Tunnel
Security Monitoring
Firewall é 50 %
Intrusion Prevention CPU
URL Filtering
0
Umnbrella DNS Re-direct Load average over 24 hrs
100 %
Control Connections
System Status .
Events Q E 50
28.00% 2
ACL Logs
Memory
Troubleshaoting
Nov 12, 20:00 Nov 12, 22:00 Nov 13,00:00 Nov 13, 02:00 Nov 13,0400 Nov 13, 06:00 Nov 13, 08:00 Nov 13, 10:00 Nov 13, 12:00 Nowv 13, 14:00 Nov 13, 16:00 Nov 13, 18:00
Real Time

Real Time displays the basic system information of the device such as Site ID, Vbond, Hostname, Latitude, Longitude and

more.
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Cisco vManage

[Pl (2 MONITOR Network > Real Time
Select Device ~ RO4RO7-vEdge100021.21.21.12  Site(D:21012  Device Model vEdge 1000 @
Q
Applications 2 <
Device Options: System Information
el
Interface Q
TCP Optimization Q Search Opliis v Total Rows: 10
e I
2 Flows Device groups ["No groups’]
Domain ID 1
o Top Talkers
Hostname RO4RO07-vEdge1000
WAN
Last Updated 13 Nov 2019 5:41:46 PM PST
TLoc Latitude 37.666684
22777023
el Longitude 1 0!
Personality Wan Edge
Security Monitoring
Site ID 21012
Firewall Timezone ute
Intrusion Prevention Vbond vBonds.sda-lab.local

Step 3 Additional information such as Control Connections over the interfaces of the WAN Edge device can be viewed from
the vManage NMS. In vManage, navigate to Monitor > Network, select the device from the list and look for device

information from the left-side panel.

Cisco vManage

J:!MUNITDR Network > Control Connections

Select Device - RO4RO7-vEdge1000|21.21.2112  SitelD: 21012  Device Model: vEdge 1000 @
o
Applications vSmart Control Connections (Expected: 2 | Actual: 2)
=]
Interface
A TCP Optimization
=
= [
WAN Throughput mpls
- Flows
[11.] Top Talkers @
WAN
vSmart 1/1 vSmart 1/1  vManage 1/1
TLoc

ons (o]=)

Search Options ~ Total Rows: 3

Security Monitoring

Q

mpls
Intrusion Prevention
vsmart 5555 dils 12646 12646 0 12 Nov 2019 5:37:20 PM PST
Ll ¥ biz-internet
Umbrella DNS Re-direct vsmart 5555 dils 12646 12646 0 12 Nov 2019 5:37:24 PM PST
vmanage 1.1 dtls 13046 13046 0 12 Nov 2019 5:37:24 PM PST
System Status
Events

Procedure 3: Monitor WAN Edge device via vManage SSH Server Dashboard using CLI commands

vManage NMS provides the capability to run CLI show and debug commands from the GUI.

Step 1 In vManage, navigate to Tools > SSH Terminals
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11l Cisco vManage e a8 @ o admin ~

23 DASHBOARD

(%]
-
(F—
-
o
~
>

Site Health (Total 4) Transport Interface Distribution
Full WAN Connectivity 0 sn 14
M 0
Rkl
Rediscover Network o
[ 0
Operational Commands
WAN Edge Inventory WAN Edge Health (Total 5) Transport Health Type: By Los :

admin +

Device Group

ANl S

Sorthy Reachabilty &
vmanage

vsmart

Branch1-I5R4331-1
10.5.218.255 | Site ID: 1001
Reachabie

Branch1-ISR4431-2

RO4RO7-ASR1002-X
1

RO4RO07-Branch2-1SR4331-1
1.21.2 e 1D: 2

RO4RO7-vEdge1000
1 Site IL

Step 2 To verify if the WAN Edge device has established secure control connections with the SD-WAN controllers, enter
show control connections for vEdge devices or show sdwan control connections for I0S-XE SD-WAN devices.
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el Cisco vManage admin =

‘\ TOOLS | S5H TERMINAL

Device Group

Al L]

Sorthy Reachabiity &
vmanage

vsmart

vbond

Branch1-1SR4331-1 ISR4331
10.5.218.255 | Site ID: 1001
Reachable

Branch1-1SR4431-2
RO4R07-ASR1002-X
RO4R07-Branch2-ISR4331-1

RO4RO07-vEdge1000

Process 2: Troubleshooting — Device Onboarding

This process explains some of the common troubleshooting procedures.

Procedure 1: Diagnosing onboarding issues

This section covers the most common issues that could be encountered during the WAN Edge device onboarding process
and recommended resolution to resolve the issues.

Step 1 To verify the WAN Edge device has established a secure control connections with the SD-WAN controllers,
enter the command show control connections for vEdge devices or show sdwan control connections for IOS-
XE SD-WAN devices

Router#
Router#sh sdwan control connections

Router#l

Step 2 To verify the device properties used to authenticate WAN Edge devices, enter the command show control
local-properties on vEdge devices or show sdwan control local-properties on I0S-XE SD-WAN devices.

Within the output, make sure:

e system parameters are configured to include organization-name and site-id

e certificate-status and root-ca-chain-status are installed
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e certificate-validity is Valid
e dns-name is pointing to vBond IP address/DNS

e system-ip is configured and chassis-num/unique-id and serial-num/token is available on the device

ntrol local

t-port-hop

peers
number-active-wan-interfaces

PUBLIC PUBLIC PRI 1 R MAX LAST SPT TIME NAT VM
PORT  IPv4 POR VS/VM COLOR STATE CNTRL LR/LB CONNECTION REMAINING TYPE CON
PRF

The above parameters must be available on the WAN Edge device to mutually authenticate with the SD-WAN controllers
before establishing the connections.

Step 3 To verify the reachability of the vBond controller from the WAN Edge device.

vedge# ping vBonds.sda-lab.local
Ping in VPN @
PING vBonds.sda-lab.local (10.4.246.21) 56(84) bytes of data.

64 bytes from 10.4.246.21: icmp_seq=1 ttl=62 time=30.6 ms
64 bytes from 10.4.246.21: icmp_seq=2 ttl=62 time=17.7 ms
64 bytes from 10.4.246.21: icmp_seq=3 ttl=62 time=14.7 ms
AC

Step 4 To view the reason for failure, if a WAN Edge device fails to establish connection with the SD-WAN controllers, enter
the command show control connections-history for vEdge devices and show sdwan control connection-history for I0S-XE
SD-WAN devices and view the LOCAL ERROR and REMOTE ERROR column to gather error details.
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VERI
NTPR

BIDNTVRFD

B -

mode .

REMOTE REPEAT

Listed below are some of the reasons the WAN Edge device fails to establish control connections with the SD-WAN
controllers.

CRTVERFL - the error state indicates the WAN Edge device authentication is failing because of a root-ca certificate
mismatch between the WAN device and the SD-WAN controller. Use the show certificate root-ca-cert on vEdge devices
or show sdwan certificate root-ca-cert on 10S-XE SD-WAN devices to confirm the same certificates are installed on the
WAN Edge device and the SD-WAN controllers.

CTORGNMMIS - the error state indicates the WAN Edge device authentication is failing because of a mismatch
organization-name, compared with the organization-name configured on the SD-WAN controller. Use show sdwan
control local-properties on vEdge devices and show sdwan control local-properties on 10S-XE SD-WAN devices to
confirm all the SD-WAN components are configured with same organization-name across the SD-WAN environment.

NOZTPEN - the error state indicates the onboarding vEdge device is not part of the authorized whitelist device on the
ZTP server. Use show ztp entry on the on-prem ZTP server to verify the device whitelist.

NOVMCFG — the error status indicates the WAN Edge device has not been attached with a device template in vManage.
This status is seen when onboarding the device using automated deployment options, which is the PnP or ZTP process.

VB_TMO, VM_TMO, VP_TMO, VS_TMO — the error indicates the WAN Edge device has lost reachability to the SD-WAN
controllers.

Step 5 The following are miscellaneous show commands for reference to verify control connections on the WAN Edge

device:
vEdge platform I0S-XE SD-WAN platform
show control connections show sdwan control connections
show control connections-history show sdwan control connection-history
show control connections-info show sdwan control connection-info
show control local-properties show sdwan control local-properties
show control statistics show sdwan control statistics
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show control summary show sdwan control summary
show control valid-vsmarts show sdwan control valid-vsmarts
show control valid-vmanage-id show sdwan control valid-vmanage-id

Procedure 2: Missing root ca certificate missing on the 10S-XE SD-WAN WAN Edge device.

If the platform being onboarded is missing root-ca-chain certificates, device authentication will fail. A device failing
authentication cannot establish control connection to the SD-WAN controller. In such scenarios, follow the steps below to
install root-ca certificate on the device components.

Login into the device and view the root-ca-chain status from the CLI command show sdwan control local-properties. Below
is an example of the output showing the root-ca-chain-status is in Not-Installed state.

sh sdwan control local-properties

personality vedge
sp-organization-name ENB-Solutions - 21615
organization-name ENB-Solutions - 21615
root-ca-chain-status Not-Installed

For such platforms, the root-ca-chain status certificate must be installed. The root-ca.crt file can be downloaded from the
vManage controller and uploaded to the WAN Edge device.

Note, within vManage NMS the file is located in the directory path - fusr/share/viptela/root-ca.crt

Step 1 Log into vManage NMS and access the root-ca.crt file.

vmanage# vshell
vmanage:~$ Is -Irt /usr/share/viptela/root-ca.crt
-rwxr-xr-x 1 root root 20091 Oct 5 21:11 /usr/share/viptela/root-ca.crt

vmanage:~$

Step 2 Download the certificate to your local machine and copy the root-ca.crt file into a USB along with the bootstrap
configuration.

DESKTOPS scp admin@100.119.104.210:/usr/share/viptela/root-ca.crt Desktop/

viptela 18.4.302

admin@100.119.104.210's password:

root-ca.crt 100% 20KB 56.7KB/s 00:00
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dir bootflash:root-ca.crt

Directory of bootflash:/root-ca.crt

23 -rw- 20091 Sep 202019 06:16:27 +00:00 root-ca.crt

29633794048 bytes total (25341145088 bytes free)

Alternatively, root-ca certificate file can be copied to the WAN Edge device directly using scp protocol on the VPN 0 interface

directly from vManage.

Note that the device default configuration only allows dhcp, dns and icmp protocols and drops all other traffic. To use scp

protocol, allow sshd protocol on the tunnel-interface of the device as show below:

config-transaction
sdwan

interface ge/0/0
tunnel-interface
allow-service sshd
end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Enter the following CLI commands on vManage, to copy the file to the WAN Edge device.

vmanage# vshell
vmanage:~S$ cd /usr/share/viptela/
vmanage:/usr/share/viptela$ scp root-ca.crt admin@10.5.207.50:root-ca.crt

exit

Step 3 On device boot up with the bootstrap configuration, enter the command - request platform software sdwan root-

cert-chain install usb0:/root-ca.crt for I0S-XE SDWAN devices.
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request platform software sdwan root-cert-chain install bootflash:root-ca.crt
Uploading root-ca-cert-chain via VPN O
Copying ... /bootflash/root-ca.crt via VPN O

/tmp/sw/rp/0/0/rp_daemons/mount/usr/bin/vconfd_script_upload_root_ca_crt_chain.sh: line 197: [: ==:
unary operator expected

Successfully installed the root certificate chain

Step 4 Verify the certificate is installed.

sh sdwan control local-properties

personality vedge
sp-organization-name ENB-Solutions - 21615
organization-name ENB-Solutions - 21615
root-ca-chain-status Installed

58



About this guide

About this guide
I ———————————

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLECTIVELY, "DESIGNS") IN THIS
MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS DISCLAIM ALL WARRANTIES, INCLUDING,
WITHOUT LIMITATION, THE WARRANTY OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND
NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR
ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT
LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THE DESIGNS,
EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR THEIR APPLICATION OF
THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER PROFESSIONAL ADVICE OF CISCO, ITS
SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN TECHNICAL ADVISORS BEFORE IMPLEMENTING THE
DESIGNS. RESULTS MAY VARY DEPENDING ON FACTORS NOT TESTED BY CISCO.

CCDE, CCENT, Cisco Eos, Cisco Lumin, Cisco Nexus, Cisco StadiumVision, Cisco TelePresence, Cisco WebEx, the Cisco logo,
DCE, and Welcome to the Human Network are trademarks; Changing the Way We Work, Live, Play, and Learn and Cisco
Store are service marks; and Access Registrar, Aironet, AsyncOS, Bringing the Meeting To You, Catalyst, CCDA, CCDP, CCIE,
CCIP, CCNA, CCNP, CCSP, CCVP, Cisco, the Cisco Certified Internetwork Expert logo, Cisco 10S, Cisco Press, Cisco Systems,
Cisco Systems Capital, the Cisco Systems logo, Cisco Unified Computing System (Cisco UCS), Cisco UCS B-Series Blade Servers,
Cisco UCS C-Series Rack Servers, Cisco UCS S-Series Storage Servers, Cisco UCS Manager, Cisco UCS Management Software,
Cisco Unified Fabric, Cisco Application Centric Infrastructure, Cisco Nexus 9000 Series, Cisco Nexus 7000 Series. Cisco Prime
Data Center Network Manager, Cisco NX-OS Software, Cisco MDS Series, Cisco Unity, Collaboration Without Limitation,
EtherFast, EtherSwitch, Event Center, Fast Step, Follow Me Browsing, FormShare, GigaDrive, HomelLink, Internet Quotient,
10S, iPhone, iQuick Study, LightStream, Linksys, MediaTone, MeetingPlace, MeetingPlace Chime Sound, MGX, Networkers,
Networking Academy, Network Registrar, PCNow, PIX, PowerPanels, ProConnect, ScriptShare, SenderBase, SMARTnet,
Spectrum Expert, StackWise, The Fastest Way to Increase Your Internet Quotient, TransPath, WebEx, and the WebEx logo
are registered trademarks of Cisco Systems, Inc. and/or its affiliates in the United States and certain other countries.

All other trademarks mentioned in this document or website are the property of their respective owners. The use of the
word partner does not imply a partnership relationship between Cisco and any other company. (0809R)

© 2019 Cisco Systems, Inc. All rights reserved.

Feedback & Discussion

For comments and suggestions about our guides, please join the discussion on Cisco Community.

59


https://community.cisco.com/t5/networking-documents/tkb-p/4461-docs-network-infrastructure

Appendix A — Hardware and Software used for validation

Appendix A — Hardware and Software used for validation
I ———————————

This guide was validated using the following hardware and software.

Functional area Product Software version

Cisco vManage, Cisco vSmart, and

Cisco SD-WAN controllers . 18.4.302
Cisco vBond controllers

Cisco I0S-XE SD-WAN Device ISR4K, ASR1K 16.10.3a

Cisco vEdge Device vEdge, vEdge 1000 18.4.302

VMware ESXi, 6.7.0, 10302608/version

Server Hypervisor/vSphere client 6.7.0.20000
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Appendix B — Upgrading software on SD-WAN device

Cisco SD-WAN WAN Edge devices can be upgraded during the Zero-Touch provisioning process or at a later time from the

vManage NMS as long as the device is managed by the controller.

Technical Tip: If upgrading software on all the SD-WAN components, upgrade software on the vManage controller first,
then the controllers (vBond, vSmart) before upgrading the WAN Edge devices.

SD-WAN software can be downloaded to the local machine from https://software.cisco.com. The downloaded software
image can be uploaded to vManage or a remote vManage or a remote file server and later be downloaded and activated on

the WAN Edge device.

Procedure 1: Upload the Image to vManage NMS

Step 1 To upload the downloaded code to the vManage, navigate to Maintenance > Software Repository > Software

Images, click Add New Software and choose vManage from the drop-down menu.

Cisco vManage

admin =

€2 MAINTENANCE | SOFTWARE REPOSITORY

Software Images Virtual Images

0

Note: Software version is compatible with specified controller version or less

I © Add New Software - I

Remote Server

B S B

Remote Server - vManage I
184302 18.4.x

vManage Search Options

software wiptela-18.4.302-mipsb4.tar gz, vmanage-18.4.3,.. 07 Oct 2019 2:21:53 PM PDT

(o=

Total Rows: 5

Drag and Drop File

Browse

1
1
Or 3
1
1

-
: Upload Image (Total:3)

viptela-18.3.8-mipsé4.tar.gz
117.62 MB

viptela-18.4.1-mips64.tar.gz
119.82 MB

asr1001x-ucmk9.16.11.1a.SPA.bin

758.27 MB

The files gets uploaded to vManage with a status message on the top indicating Software images uploaded successfully and
upon completion, the image is available to upgrade the devices from the vManage controller.
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Cisco vManage

earch Options ~

wmanage

vmanage

vmanage

H ﬁ MAINTENANCE | SOFTWARE REPOSITORY

Software Images  Virtual Images
-

Note: Software version is compatible with specified controller version or less
e © Add New Software ~
a

1841 18.4x

= 18.3.8 18.3.%
m 16.11.7a 19.1.x

Software images uploaded successfully

Software

Software
Software

software
software

software

viptela-18.4 1-mips6d tar.gz
viptela-18.3 B-mips64.tar.gz

asr1001x-ucmk®.16.11.1a.SPA.bin

0]=)

Total Rows: 3

19 Sep 2019 4:27.:33 PM PDT
19 Sep 2019 4:27:26 PM PDT

19 Sep 2019 4:34.07 PM PDT

Procedure 2: Upgrading WAN Edge device

Step 1 To upgrade software on the device from vManage. Navigate to Maintenance > Software Upgrade > WAN Edge,

select the devices from the list and click Upgrade.

Cisco vManage

I& MAINTENANCE | SOFTWARE UPGRADE |
| 'WAN Edge Controller vManage

o

-\ Device Group Al Search Options ~

* € Branch1-IS...  10.5.218.255 ISR4331/K9-FDO21172K86 1001 ISR4331 reachable 16.11.1a

2 m Branch1-IS... 10.5.218.254 ISR4431/K9-FOC20375PHS 1001 ISR4431 reachable 16.11.1a
@ RO4RO7-AS. 21.21.21.10 ASR-A31ATCF7-5B2A-4166-8.. 21010 ASR1002-% reachable 16.11.1a

u @ RO4RO7-Br. 17 ISR4331/K9-FDO2012092M 21007 1SR4331 reachable 16.11.1a
@ RO4RO7-vE. 21.21.21.12 110G621194126J 21012 vEdge 1000 reachable 18.4.1

—m———m

16.11.1a

16.11.1a

16.11.1a

1611 1a

18.4.1

©00

Total Rows: 5

06 Sep 2019 7:01:00 AM PDT
26 Jun 2019 6:02:00 AM PDT
16 0ct 2019 9:31:00 AM POT
16 0ct 2019 9:28:00 AM PDT

09 Nov 2019 5:40:00 AM PST

Step 2 Select the option vManage and choose the desired software version from the drop-down menu, under

column Version for the respective device under the column Platform.

Select the options Activate and Reboot allowing the device to activate the code and perform a reboot automatically upon
successfully downloading the code on the device.

Software Upgrade

(® vManage Remote Server

Platform

vEdge-mips

Activate and Reboot

Remote Server - vManage

Version

18.3.8

<«

Cancel

Technical Tip: Software upgrade can be done automatically for vEdge devices during the Zero-Touch-Provisioning

onboarding process.
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Appendix C — Cisco Smart and Virtual Account
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A Cisco Smart Account offers a simple-to-use, centralized visibility and self-management of Cisco assets such as network
devices, licenses, agreements, users and roles across the organization. Network administrators can view, purchase, store,
manage and move Cisco assets as needed across the organizations. Smart accounts combined with smart licensing provide
real-time, enterprise-wide visibility into license utilization across the organization with Virtual Accounts.

With a Smart Account created, customers can create Virtual Accounts, reflecting their organizational departments, associate
licenses and assets with these individual departments to manage. Departments can be categorized by Business function,
User group, Technology group, Geographical locations etc. based on the business needs. Virtual Accounts help to internally
organize licenses, devices, users and roles. Multiple Virtual Accounts can be part of the same Smart Account.

Smart Accounts and Virtual Accounts are essential in the onboarding of Cisco SD-WAN devices onto the network. While
placing an order on the Cisco Commerce Workspace, you can assign the Smart Account and Virtual Account to the device in
the order.

Technical Tip: You can request Smart Account or manage an existing Smart Account at https://software.cisco.com/
under the Administration section.

Creating Virtual Account(s) under the Smart Account is simple and easy. Log into the Cisco Software Central >
Administration and select Manage Smart Account .

1t

Administration

All Users: Additional for Partners:

E: a Holding Smart Account
else

unts
Accounts in 'Pending’ status
ners and lake aclions o aclivate the

ties of Sr
ted on behalf of Custo
art Accounts

or access o a Smart Account

Submit a request

an mart ount
Modify the properties of your Smart Accounts and associate
individual Cisco Accounts with Smart Accounts.

Learn about Smart Accounts

Access documentation and training

In the Manage Smart Accounts, under Virtual Accounts tab select New Virtual Account to create new virtual accounts
based on the company’s requirement.

Manage Smart Account

Manage Smart Accounts

Virtual Accounts

Virtual Accounts

New Virtual Account

During the ordering process, Cisco assets can be associated to the Smart Account at the Cisco Commerce Workspace.

The below screenshot shows an example of the procedure to associate the device purchase order to a Smart Account,
alternatively you have the flexibility to add individual devices in the order to a Smart Account.
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Back to Imemal Order Portal

Favoriles

[» Export

&P

Open a Case

nt 8N Email < St

Training | Support & FAQs

are 1 Delete  More w

ORDER NAME Order-85774750 /'

PURCHASE ORDER # * WEB ORDER ID STATUS SMART ACCOUNT
Created in Procurement B5TT47S0 UNSUBMITTED Assign Smart Account
System

ltems Discounts Shipping and Install Billing Review and Submit

Gicbal Price List US Avallabiity (USD)

Set praferences for this order ~

I Q Your estimate was successtully imparted

Remove from Order Validate Edit Services
T Hardware, Sottware and Services
@ 1.0 AsR100z-HX ED

Cisca ASR1002-HX System. 4x10GE+4x1GE, 2xP/5,

[

End Customer Smart Aceount Required Assign Now

ry

Vabd as of 28-Aug-2079 (411 POT

20 MEM-4300-8G=

End Customer Smart Account
ECCN EARSS

Azsign Now

Vialkd as of 28-Aug-2019 0411 POT

BG DRAM (1 DIMM) Tor Cisco ISR 4330, 4350, Spare more

P.0. Line Reference  ws

Editoptions ~ Select Service | Validase  Add Note  More Actions w

Validate | AddMole | More Actions

Add Find Products and Solutions | More Actions
Finer By = Show All Rems bt

Estimated  Unit List Price Dty Ext. List Price

B Lead Time O UsD) {usD)
- 35 days 188,174.98 2 a76,349.96
28 days 1,580.00 8 12,640.00

Showing 1 - 2 of 2 Line Mems Previous 1 v Mext

Check Local Validations m Save and Continue »

Devices shipped from manufacturing will be automatically added to the Plug and Play Connect portal. To view the complete
device list associated with the smart account, log into Cisco Software Central and under the section Network Plug and Play,
select Plug and Play Connect. The Devices tab will list the all the devices with Serial Number and Status information.

ICisco Software Central > Plug and Play Connect I PNP SDWAN POC « psayinat_internaltesting
[Plug and Play Connect | Feedback Support Help
Controller Profiles Network Certificates Manage External Virtual Account Event Log
4+ Add Devices... + Add Software Devices... / Edit Selected... I Delete Selected... Enable External Management... Transfer selected G
Serial Number Base PID Product Group Controller Last Modified Status Actions
Any Any - B4 Select Range - Any - Clear Filters
CSR-2A73B77F-B7CE-8151... CSRIKV Router ENTERPRISE-VBOND 2019-Oct-03, 23:17:58 Show Log... w
117A1B9B-26E4-D097-8083... .5g.
S e VEDGE-CLOUD-DNA Router 2019-Aug-19, 16:58:28 Show Log... w
TTM2321005Y ASR1001-HX Router 2019-Aug-16, 18:53:14 Unconfigured Show Log... w
JAD23151HAJ ASR1001-X Router 2019-Aug-16, 18:53:14 Show Log... wr

The Cisco Plug and Play portal provide the flexibility to transfer the network devices in the portal to different Smart Accounts
or Virtual Accounts if necessary. Administrators with appropriate privileges can transfer the devices in the portal from one
Smart Account or Virtual Account to another Smart Account or Virtual Account.
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Log into Cisco Software Central > Network Plug and Play > Plug and Play Connect. Select the device and choose ‘Transfer

selected.

ICisco Software Central > Plug and Play Connect I

[Plug and Play Connect |

Controller Profiles Network Certificates

Manage External Virtual Account Event Log

Feedback Support Help

4+ Add Devices... 4+ Add Software Devices... # Edit Selected... T Delete Selected... Enable External Management... Transfer selected... G
Serial Number Base PID Product Group Controller Last Modifiad Status Actions
Any - | Any - £ Select Range - Any - | Clear Filters

CSR-2A73B77F-B7CE-8151... CSRIKV Router ENTERPRISE-VBOND 2019-Oct-03, 23:17:58 Show Log... w
117A1B9B-26E4-D097-8083... .
A VEDGE-CLOUD-DNA Router - 2019-Aug-19, 16:58:28 Show Log... w

TTM2321005Y ASR1001-HX Router - 2019-Aug-16, 18:53:14 Show Log... w
JAD23151HAJ ASR1001-X Router - 2019-Aug-186, 18:53:14 Show Log... w

To transfer the device, choose the appropriate Smart Account and Virtual Account from the drop-down menu and click

Transfer.

I Cisco Software Central > Plug and Play Connect I

[ Plug and Play Connect |

Devices Controller Profiles Network Certificates

Transfer Devices

Manage External Virtual Account Event Log

Select the smart account and virtual account that the devices should be moved to.

|' Smart Account BU Production Test(buprod

I* Virtual Account CVD = I

Cancel

Serial Number Base PID

JAD23151HAJ ASR1001-X

E)show Log messages and SUDI Missing/RMA Alerts on the Plug-N-Play portal will not be transferred 1o destination account

Feedback Support Help

Description Actions

.
]

Transfer
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Appendix D — Cisco Plug-and-Play Connect

Devices manufactured as part of the Cisco Commerce Order, with a Smart and Virtual Account assigned, will flow into the
Cisco Plug-and-Play (PnP) Connect portal automatically. The Plug-and -Play portal provides administrators a centralized place

to view the complete list of network devices purchased.

The Cisco SD-WAN solution requires the WAN Edge devices be associated with a vBond controller profile in the Plug and Play
Connect portal, which is an important step in the whitelisting process, authorizing the routers to be part of the SD-WAN
overlay network. The vBond controller profile contains important information such as Organization Name, vBond IP Address
or Hostname information and server root-ca information that is needed for the router to successfully authenticate and join

the overlay network.

For Cisco cloud-hosted SD-WAN controllers, the controller profile is automatically created based on the Smart Account and
Virtual Account details. For on-premise SD-WAN deployment, the controller profile must be manually created.

Procedure 1: Create vBond Controller Profile in Plug-and-Play Connect Portal

To create a vBond controller profile and associate the WAN Edge devices to the profile

Step 1 log into Cisco Software Central > Network Plug and Play >Plug and Play Connect. Click on the

Controller Profiles tab, select Add Profile option

| Cisco Software Central > Plug and Play Connect | [e85]

|Plug and Play Connect |

Devices Controller Profiles Network Certificates Manage External Virtual Account Event Log
4+ Add Profile... G

Feedback Support Help

Profile Name Controller Type Default Description Used By Download
Any -
Step 2 Select VBOND from the drop-down menu for the Controller Type profile and click Next
X

Add Controller Profile

1

Profile Type

Choose the type of Profile to be created

* Controller Type: VBOND hd

PNP SERVER

VBOND

wLC
[ —————————

Cancel Next

Step 3 Enter Profile Name, Organization Name, and Primary Controller information. The Primary Controller is

the vBond orchestrator information.

Please note, the Organization Name must match across all the SD-WAN components (controllers and WAN Edge devices) to

be part of the same SD-WAN overlay environment.
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Technical Tip: SD-WAN deployments with multiple vBond orchestrators for redundancy, choose the Host Name option
from the drop-down menu under the Primary Controller section and leverage the DNS lookup to load balance which
vBond orchestrator is to be used to onboard the SD-WAN WAN Edge device

Edit Controller Profile

1

Profile Settings
Profile Settings:
= Profile Name

Description:

Default Profile:
Multi-Tenancy
= Organization Name
* Primary Controller:
Haost Name -

Server Root CA:

ENTERPRISE-VEOND

Description of this profile (optional)

DTLS:S = vBonds.sda-lab.local

Max file size up to 1 MB or max characters not to

exceed 1048576

12346

o EX

Cancel

Next

Note: For SD-WAN deployments using enterprise root-ca certificates, browse and upload the root-ca certificate in the Server

Root CA section.

I0S-XE SD-WAN routers onboarding using the Plug-and-Play process download parameters from the Plug and Play Connect
portal (vBond, Organization Name, and Root certificate if present) before initiating connections to the SD-WAN controllers.

Procedure 2: Add WAN Devices in Plug-and-Play Connect Portal

Network devices purchased with entered Smart Account and Virtual Account details are automatically added to the
appropriate account in the Plug and Play (PnP) Connect portal. For devices purchased earlier or devices not in the Plug and
Play Connect portal, you must add the devices manually to the portal and associate them to the controller profile. The
following section walks through the steps on how to add both a physical and virtual WAN device to the PnP Connect portal

and how to associate a controller profile to those devices.

Add Physical WAN device in Plug-and-Play Connect Portal

Step 1 To add the physical WAN Edge devices (ISR, ASR1K or vEdge hardware devices) to the Plug and Play Connect portal,
log into Cisco Software Central > Network Plug and Play > Plug and Play Connect and under the Devices tab click Add
Devices to add the devices to the portal.

| Cisco Software Central > Plug and Play Connect l

| Plug and Play Connect |

Serial Number

Base PID Product Group

Any

v

Controller Profiles Network Certificates Manage External Virtual Account Event Log
4 Add Devices... 4 Add Software Devices...

Controller

Any

Enable External Management...
Last Modified Status

v Select Range v Any

Feedback Support Help

@]

Actions

Clear Filters

Note: Devices can be bulk imported using a CSV file or individually added as shown in the below steps.
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Step 2 Under the Identify Source section, select the option Enter Device Info manually. Click Next.

Cisco Software Central > Plug and Play Connect fil A
PI ug and P|ay Connect Feedback Support Help
Devices Controller Profiles Network Certificates Manage External Virtual Account Event Log

Add Device(s)

STEP 1 STEP 2 STEP 3 STEP 4

Identify Source Identify Device(s) Review & Sut Results

Identify Source ok Download Sample CSV

Select one of the following two options to add devices:

v

Import using a CSV file

© Enter Device info manually

Step 3 Click Identify Device to add the device.

Cisco Software Central > Plug and Play Connect -
Plug and Play Connect Feedback Support Help
Devices Controller Profiles Network Certificates I\.‘Ianagc External Virtual Account Event Log

Add Device(s)

e v e 2 e 3 oer 4

Identify Source Identify Device(s) Rev

Identify Devices
Enter device details by clicking Identify Device button and click Next to proceed to the next step. © an © vaid @ crors Existing

+ Identify Device...

Row Serial Number Base PID Certificate Serial Number SDWAN Type Controller Description Actions

No Devices to display.

No Records to Display

Cancel Back Nex

Input serial number and Base PID parameters in the Identity Device popup window. The next step provides ways to gather
the information needed to input in the fields.
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Identify Device X
* Serial Number EX. FTX1433AH95
* Base PID Choose Base PID v
Controller Profile Choose Controller Profile v
Description Enter short optional description for this device.
Cance

Step 4 The below steps show how to gather important information of the device that is needed to input it in the
Plug-and-Play portal. The steps are categorized for I0S-XE SD-WAN and vEdge.

For 10S-XE SD-WAN devices:

Issue show license udi and show crypto pki certificates CISCO_IDEVID_SUDI command on the device.

Router#show crypto pki certificates CISCO_IDEVID SUDI
Certificate
Status: Available
Certificate Serial Number (hex): OOBC4Al8
Certificate Usage: General Purpose
Issuer:
cn=ACT2 SUDI CA
o=Cisco
Subject:
Name: ISR4331/K9
Serial Number: PID:ISR4331/K9 SN:FDO201209EU
cn=ISR4331/K9
ou=ACT-2 Lite SUDI
o=Cisco
serialNumber=PID:ISR4331/K9 SN:FD0O201209EU
Validity Date:
start date: 15:04:15 UTC Mar 15 2016
end date: 15:04:15 UTC Mar 15 2026

Associated Trustpoints: CISCO IDEVID SUDI

Note: Make sure to pick the Certificate Serial Number from the Certificate section of the output.

Technical Tip: A Certificate Serial Number is not available for the ASR1002-X or for any virtual device. When adding
these PID’s in the Plug and Play Connect Portal, skip adding the Certificate Serial Number option as it is not available.
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Add the Serial Number, Base PID, and Certificate Serial Number, then select the previously created Controller Profile from
the drop-down menu. Click Save and then Next.

Identify Device X
* Serial Mumber FDO201209EU
* Base PID ISR4331/K9 -
Certificate Serial 00BC4A1E
Number
Controller Profile ENTERFRISE-VEOND -
Description Enter short optional description for this device.

Add Additional SUDI
SUDI SERIAL NUMBER Certificate Serial Number
SUDI Serial Number Certificate Serial Number Actions

No Devices to display.

i) double diick to edit corficate serial number

Mo Records to Display

Cancel Save

For vEdge device:
Issue show certificate serial command on the device.
vEdge-1000# show certificate serial
Chassis number: 110G621194126) Board ID serial number: 1001F4FA

Add the Serial Number (this is the device chassis number) and Base PID, then select the previously created Controller Profile
from the drop-down menu. Click Save and then Next.

Identify Device X
* Serial Number 110G621194126J
= Base PID VEDGE-1000-AC-K8 -
Controller Profile ENTERPRISE-VBOND v
Description Enter short optional description for this device

Cancel

Step 5 Review the device details and click Submit, click Done.
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Cisco Software Central > Plug and Play Connect i ] -

Plug and Play Connect Feedbeck Supporl Help

Devices Controller Profiles Network Certificates Manage External Virtual Account Event Log

Add Device(s)

sree 1 v ster D o ree 3 v ser 4]

Identify Source Identify Device(s) Review & Submit Results

Attempted to add 1 device(s)

Successfully added 1 device(s) !

It may take a few minutes for the new devices to show up in the Devices table. Please wait a minute or two and refresh the page as needed.

Step 6 Verify the device is successfully added to the Plug-and-Play Connect portal and associated with the vBond
controller profile. Below shows an example for an ASR1001-HX device added.

Cisco Software Central > Plug and Play Connect o] v

Plug and Play Connect Feedback Support Help

Devices Controller Profiles Network Certificates Manage External Virtual Account Event Log

+ Add Devices... + Add Software Devices... / Edit Selecte i Delete Selecte Enable External Management... Transfe ected C
Serial Number Base PID Product Group Controller Last Modified Status Actions
Any v Any v Select Range v Any v Clear Filters

JAD232906H2 ASR1001-HX Router ENTERPRISE-VBOND 2019-Nov-10, 17:59:46 Pen Redirectio Show Log... w
CSR-2A73B77F-B7CE-8151... CSRIKV Router ENTERPRISE-VBOND 2019-Oct-03, 23:17:58 Show Log... w

Add virtual WAN device in Plug-and-Play Connect Portal

Step 1 To add the virtual routers (ISRv, CSRv or vEdge cloud devices) to the Plug and Play Connect portal, log
into Cisco Software Central > Network Plug and Play > Plug and Play Connect. Under the Devices tab, click
Add Software Devices to add the devices to the portal.

|C\scu Software Central > Plug and Play Connect I i A
[Plug and Play Connect | Fesdback Supporl Help

Controller Profiles Network Certificates Manage External Virtual Account Event Log

4 Add Devices... <+ Add Software Devices... # Edit Selected ii Delete Selected Enable External Management... Transfer selected G
Serial Number Base PID Product Group Controller Last Modified Status Actions
Any - Any - B Select Range - Any A d Clear Filters

Step 2 Under Identify Devices, click Add Software Devices.
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Devices Controller Profiles

-1

Identify Device(s)

Identify Devices

Add Software Device(s)

Cisco Software Central > Plug and Play Connect -

Plug and Play Connect Feedback Support Help

Network Certificates Manage External Virtual Account Event Log

Enter device details by clicking Add Software Device button and click Next to proceed to the next step. o All O vaid o Errors Existing

+ Add Software Device...

Row Base PID

Cancel

Quantity Controller Description Actions

No Devices to display.

No Records to Display

Step 3 Depending on the virtual device being added, add the following value as the Base PID:

Virtual Platform Base ID

vEdge Cloud VEDGE-CLOUD-DNA
Virtual ISR ISRv

Virtual CSR CSR1Kv

Enter the Base PID and Quantity number of the virtual devices being deployed and select the previously created Controller
Profile from the drop-down option. Click Save

Identify Device

+ Base PID
* Quantity
Controller Profile

Description

X
VEDGE-CLOUD-DMA
15
ENTERPRISE-VBOND -

Enter short opfional description for this device.

Step 4 Under the Identity Devices section, review the input, then click Next and Submit.
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Cisco Software Central = Plug and Play Connect (a:] A
Plug and Play Connect Feedback Support He
Devices Controller Profiles Network Cerlificates Manage External Virtual Account Event Log

Add Software Device(s)

1

Identify Device(s)

Identify Devices

Er ails by clicking Add Software Device button and click Next to proceed to the next step. (1 QU ) vaid ) Erors Existing
+ Add Software Device...
Row Baze PID Quantity Confraller Description Actions
1 VEDGE-CLOUD-ONA 15 - _/ ﬁﬁ

Showing 1 Recond

Step 5 Verify the device is successfully added to the Plug-and-Play Connect portal and associated with the vBond
controller profile as shown below. Below shows an example for vEdge Cloud device added.

Cisco Software Central > Plug and Play Connect v,

Plug and Play Connect Feedback Support Heig

Devices Controller Profiles Network Certificates Manage External Virtual Account vent |

+ Add Devices.. + Add Software Devices... g Enable External Management... C
Serial Number Base PID Product Group Controller Last Medified Status Actions
Any v Any v £9 Select Range - Any v Clear Filters

FACSAETE-6861-ED95-384 VEDGE-CLOUD-DNA Router 2019-Jul-25, 22.46:01 Show Lc v
EBO9S4DOF-4F00-2646-7577 VEDGE-CLOUD-DNA Router 2019-Jul-25, 22:46:01 Show Log... w

Procedure 3: Plug-and-Play Connect Device status

Device Status in the Plug-and-Play Connect portal can display any one of the following status:
e Unconfigured: Device has been added to the Virtual Account and is not attached to any controller profile.

¢ Pending (Redirection): Device has been added to the Virtual Account and is attached with a controller profile. Device
has not called home to obtain the redirection information of vBond information, Organization name and certificate
(optional).

e Contacted: Device is in the state while waiting for Redirection or configuration information from the PnP connect portal.

e Redirected: Device status shows this message when the PnP has passed on the controller profile to the device and is
waiting for a confirmation message.

e Redirect Successful: Device shows this message after the PnP has passed on the controller profile to the device and has
received confirmation message from the device. At this time, the device has vBond, organization name and certificate
(optional) information that is required to initiate connections to the vBond and other SD-WAN components.
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e Provisioned: The state indicates that the device, that doesn’t support PnP (virtual ISR, virtual CSR, vEdge or vEdge
Cloud), is added to the Virtual Account and attached with a controller profile. The device is now signed (whitelisted) in
the provisioning (serial) file that can be uploaded and or imported into vManage.

e Pending for Publish: The state indicates that the device (virtual ISR, virtual CSR, vEdge Cloud) is added to the PnP
Connect Portal and will be made available in the provisioning (serial) file soon. This is a transient state, after a while the
device would move to Provisioned state.

e  Error: This suggests that something went wrong with the adding the device in the portal.
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Appendix E — WAN Edge Whitelist Authorization File
I ———————————

Onboarding WAN Edge devices requires the SD-WAN controllers to learn the authorized device list. The whitelist device list
is retrieved from the Plug and Play (PnP) Connect portal and made available to the vManage controller either by manually
uploading or syncing the vManage directly with the PnP connect portal. The whitelist device list is than sent to other SD-
WAN controllers from vManage.

The provisioning file available in the Plug and Play (PnP) Connect portal contains the whitelist device list.

Procedure 1: Download the Provisioning File from Plug-and-Play Connect portal
Step 1 To download the provisioning file, log into Cisco Software Central and under section Network Plug and
Play, select Plug and Play Connect. Click the Controller Profiles tab, then click the Provisioning File from the
Download column.

l Cisco Software Central > Plug and Play Connect | PNP SDWAN POC w psayinat_internaltesting
|P|ug and P|ay Connect | Feedback Support Help
Devices Controller Profiles Network Certificates Manage External Virtual Account Event Log
+ Add Profile... C
Profile Name Controller Type Default Description Used By Download
Any -
ENTERPRISE-VBOND VBOND v 2
Showing 1 Record

Step 2 Select the Controller Versions (18.3 and newer) and click Download.

B ennsad Provisioning File X

# Controller Versions [ 18.3 ana newer -

Note: 17.x version will only select vEdge Devices. 18.3 and newer version will support both vEdge and Cisco 10S XE SDWAN
products.

Note: The download file on the local machine is named serialFile.viptela.

Procedure 2: Manually upload the Provisioning File to SD-WAN controllers

Step 1 The SD-WAN controllers must have the device whitelist available to authenticate and authorize the device
to be onboarded. To upload the provisioning file in vManage, navigate to Configuration > Devices > WAN Edge
List and click Upload WAN Edge List

admin *

Cisco vManage

%X CONFIGURATION | DEVICES

Q
@ [|: Change Mode ~ || * Upload WAN Edge List | [ Export Bootstrap Configuration | 4 Sync Smart Account @ 9 e
N

Q Search Options Total Rows: 80

Step 2 In the Upload WAN Edge List pop-up window, upload the previously downloaded provisioning file, check
the Validate the uploaded vEdge List and send to controllers option, click Upload and click OK.
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Upload WAN Edge List X

WAN Edge List Choose File serialFile.viptela

Validate the uploaded vEdge List and send to controllers

Upload Cancel

The authorized WAN Edge device list (both I0S-XE SD-WAN and vEdge devices) are successfully uploaded to vManage and
pushed to the other SD-WAN controllers.

Cisco vManage

[Tl B Taskview
I Push vedge Lt Initiated By: admin From:
Total Task: 4 | Success : 4
o
- Q pions Total Rows: 4
- 555 1111
o manags 11 111
110
111

Technical Tip: If Validate the uploaded vEdge List and send to controllers is not selected when the provisioning file is
uploaded in vManage, the WAN Edge devices will be in imported into vManage and the device will be in an Invalid state
and not shared to the other SD-WAN controllers. In order to join the overlay, each WAN Edge device must be changed
to a Valid state, and the updated to other SD-WAN controllers in the deployment.

Procedure 3: Synchronize the Provisioning File to SD-WAN controllers

For deployments with vManage having reachability to the Plug-and-Play Connect server, the whitelist device list can be
synced directly to vManage and made available to the other SD-WAN controllers. The vManage controller uses HTTPS to
communicate with the Plug-and-Play Connect portal, and authenticates and synchronizes the list of devices with the same
Organization Name as the SD-WAN controller available in the user Smart/Virtual Account.

Step 1 To synchronize the provisioning file in vManage, navigate to Configuration > Devices > WAN Edge List
and click Sync Smart Account

Cisco vManage

ﬂ CONFIGURATION | DEVICES

WAN Edge List Controllers

ml —
[l Change Mode = | * Upload WAN Edge List | 3 Export Bootstrap Configuration || 3 Sync Smart Account
o o+ =)
earch Options
LN

Q S Total Rows: 80

Step 2 Provide the credentials for the Smart Account in the Sync Smart Account pop-up window, check the
Validate the uploaded vEdge List and send to controllers option and click Sync
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Organization Name

Username

pdavanag

Password

=

Validate the uploaded WAN Edge List and send to controllers

m cancel

The Authorized WAN Edge device list (both 10S-XE SD-WAN and vEdge devices) are successfully synced with vManage and
pushed to other SD-WAN controllers.

Technical Tip: If Validate the uploaded vEdge List and send to controllers is not selected, the WAN Edge devices will be
in imported into vManage but will be in an Invalid state and not shared to other SD-WAN controllers. In order to join the
overlay, each WAN Edge device must be changed to a Valid state, and the updated information pushed to the
controllers.
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Appendix F — Zero Touch Provisioning server

I ———————————
The Cisco SD-WAN solution provides automatic discovery and provisioning of vEdge hardware platform devices through the
Zero-touch provisioning (ZTP) process. The ZTP process allows the vEdge device, with no configuration, to gather controller
information automatically, authenticate, and then securely join the SD-WAN overlay network.

The ZTP process to onboard the vEdge devices requires an additional server, a ZTP server, to redirect the onboarding device
to the enterprise vBond. The ZTP server upon authenticating the device provides basic information that is necessary for it to
initiate control connections to join the overlay network such as organization name, vBond IP address or DNS name and
enterprise root-ca certificates details. The ZTP server can be deployed on-premise on a virtual server or the Cisco cloud-
hosted service can be leveraged. The on-prem server is a dedicated vBond server with additional configuration.

The below procedure walks through a ZTP Server deployment and configuration when deploying on-premise.

Procedure 1: Download the ZTP server
Step 1 Download the vVEDGE Cloud OVF software from http://software.cisco.com

alaln Products & Services Support How to Buy Training & Events Partners o @ 9 o o

cisco

Software Download

Downloads Home | Routers / Software-Defined WAN (SD-WAN) / vEdge Router / SD-WAN

Select a Software Type

SD AVC Router Virtual Service
SD-WAN Software Update
vContainer Software

vEDGE Cloud

vManage Software

vSmart Software

Procedure 2: Deploy the OVF template in the virtual environment.
Step 1 Deploy a virtual machine with the downloaded OVF file, name the server and select the downloaded vEdge
cloud image.
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771 New virtual machine - vBond-ZTP-Server

¥ 1 Select creation type Select OVF and VMDK files
Select the OVF and VMDK files or OVA for the VM you would like to deploy
3 Select storage
4 License agreements Enter a name for the virtual machine.
5 Deployment options

| vBond-ZTP-Server

Virtual machine names can contain up to 80 characters and they must be unique within each ESXi instance.

6 Additional settings

7 Ready to complete |

x @) viptela-edge-18.4.1-genericx86-64.ova

D

Step 2 Select the storage.

1) New virtual machine - vBond-ZTP-Server

¥ 1 Select creation type Select storage
' 2 Select OVF and VMDK files Select the datastore in which to store the configuration and disk files.
b4 3 Select storage
¥ 4 Deployment options The following datastores are accessible from the destination resource that you selected. Select the destination datastore for
5 Ready to complete the virtual machine configuration files and all of the virtual disks.
Name v  Capacity -~ Free v | Type ~ Thin pro... v Access v
Disk 5.82 TB 5.21TB VMFS5 Supported Single
1 items

3}

Step 3 Select the deployment options (Network mappings, Disk provisioning, and Power on automatically)
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73] New virtual machine - vBond-ZTP-Server

V' 1 Select creation type Deployment options
' 2 Select OVF and VMDK files
v’ 3 Select storage

4 4 Deployment options

5 Ready to complete Network mappings VM Network = VLAN208_MPLS v

Select deployment options

VM Network 1 = VLAN246 v

VM Network 2 = vSwitch_VLAN2071_INET ¥
VM Network 3 = VM Network v
Disk provisioning © Thin Thick
Power on automatically

-
Step 4 Review your settings selection and click Finish.
Upon deploying the virtual router, boot the virtual machine.
741 New virtual machine - vBond-ZTP-Server
¥ 1 Select creation type Ready to complete
' 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
v 3 Select storage
+' 4 Deployment options
VM Name vBond-ZTP-Server
Disks viptela-edge-genericx86-64-disk1.vmdk
Datastore Disk
Provisioning type Thin
Network mappings VM Network: VLAN208_MPLS,VM Network 1: VLAN246,VM Network 2: vSwitch_V
LAN2071_INET,VM Network 3: VM Network
Guest OS Name Unknown
4 ' \ Do not refresh your browser while this VM is being deployed.
[T BN
Next Finish Cancel
[_Frisn ] )

Procedure 3: Configure the ZTP server

Step 1 Log into the deployed vEdge router console with the default credentials (admin / admin)
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Configure the system with system parameters such as organization name and vBond. The ztp-server keyword in the vBond
command makes this a ZTP server.

config

Entering configuration mode terminal

system

system-ip 9.9.9.21

site-id 21

organization-name "ENB-Solutions - 21615"

vbond 10.4.241.21 ztp-server local

host-name ZTP-Server

end

Uncommitted changes found, commit them? [yes/no/CANCEL] yes

Commit complete.

Technical Tip: The IP address configured must be reachable from a vEdge device to the ZTP server across the WAN
transport.

conf t

Entering configuration mode terminal

vpn 0

interface ge0/0

ip address 10.4.246.9/24

no shut

exit

ip route 0.0.0.0/0 10.4.246.1

end

Uncommitted changes found, commit them? [yes/no/CANCEL] vyes

Commit complete.

By default, the VPN 0 interface is configured with a tunnel interface. Delete the tunnel interface as this interface is used
for onboarding the device and no IPsec or DTLS/TLS encryption is used.
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config

Entering configuration mode terminal
vpn 0

interface ge0/0

no tunnel-interface

end

Uncommitted changes found, commit them?

Commit complete.

[yes/no/CANCEL] yes

Step 2 Add the ZTP server to the vManage

Add the ZTP server in vManage, allowing the whitelist devices added in vManage to be shared with ZTP server. In

vManage, navigate to vManage > Configuration > Devices, and in the Controllers tab, click Add Controller and select the

vBond option from the drop-down menu.

Cisco vManage

P | £ CONFIGURATION | DEVICES

WAN Edge List | Controllers

© Add Controller ~ | [|i Change Mode -
o
EY

Search Options +

vSmart
1 cu

= vManage vmanage 1111 In Sync
- vSmart vsmart 5555 5 cu In Syne

vBond wbond 3333 3 cu In Syne
o vBond cu

Installed
Installed
Installed

Not-nstalled

T s T T T I

000

Total Rows: 4

ef 1 ddedb-3ac. e

b632fbb3-d21

baf130

d160d6ce-8d2

Step 3 Generate the CSR and get the certificate signed.

To generate the CSR for the ZTP server, navigate to vManage > Configuration > Certificates, select the Controllers tab,
identify the added ZTP server device and click the three dots and choose the Generate CSR option from the drop-down

options.

Cisco vManage

L2 |CONFIGURATION | CERTIFICATES

WAN Edge List

> Send to vBond

11 Apr 2020 4:59:59 PM POT baf130f2-3387-4ab0

vBond 05 Sep 2020 4:59:59 PM PDT d160d6ce-8d25-408.

vSmart vsmart 5555 11 Apr 2020 4:59:59 PM PDT b632fbb3-d217-4a7f-

vManage vmanage 111 10 Apr 2020 4:59:59 PM PDT eflddedb-3aca-4038.

CSR Generated

vBond Updated

vBond Updated

530050D2AF70C92CA9B3.

No certificate installed
2DE6BFC761406E761EBY

7351CD702FCEODFB096A.

Sync
sync
Sync

Syne

2 Install Certificate

©0o

Total Rows: 4

1042469 B
View CSR

View Certificate

Generate CSR

Reset RSA
Invalidate

Download the CSR request and have the certificate signed by opening a case with the Cisco support team.

Step 4 Install the signed root-certificate.
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Install the signed certificate. To install the signed certificate, in vManage navigate to Configuration > Certificates and click
the Controllers tab. Select Install Certificate located at the top right corner of the GUI.

Cisco vManage

X CONFIGURATION | CERTIFICATES
WAN Edge List Controllers

> Send to vBond

Search Options v Total Rows: 4

Browse for the signed certificate and click Install.

Certificate Text B Selectafile

—BEGIN CERTIFICATE—
MIIFXDCCAOQCAQEWDQYKoZIhveNAQELBQAWIDELMAKGATUEBRMCYVMXCZAJBINY

QwwCgYDVQQ i

‘QQLDATF DVQQDDA1zZGEtbGFILMxXVY2Fs
MB4XDTESMDgXMTE3NDMZN10XDTlyMDgxMDE3NDMZN10wdDELMAKGATUEBRMCVVMx
CzAJBg QwwCQYDVQQHDANS INpCZNVIFNSCIRI

QLDATFTklgU: DVQQDDA12ZGEbGFI
LimxvY 2F SMIICIANBgkqhkiGIWOBAQEFAAOCAGBAMIICCGKCAGEAOPGIpAXWBOLD
Ms2U0BieNOUKUaA7hqotujl IYEQAa+TANIAJTNAT
HGx/ABOIrwxUNY+Oe

rqmrqz 7CG0t3plhi+T2b: Ok/cQoCIF81
PhOX&udZXVV3IU(;JSAI)HCAO\DszpSV)|/VQASZBVOEUJQUIS&LmAﬂMpEerchxa
SBiOECsieQkHBDT2qdalP7GIT LZCX/)
cRMy701c|A)SMHOQJSEDUVIWMdleEb)?lP?prr‘aaTuuqrMﬂNa'zMBVNS"GVNR

Upon installing the certificate, the ZTP server syncs the authorized whitelisted devices.

Pl 3 CONFIGURATION | CERTIFICATES rif
WAN Edge List Controllers
= Send to vBond
Search Options + Total Rows: 4
=
= T S o [ e
- vBond ENT-vbond 13.13.13.13 17 Aug 2021 45410 PM POT ©a246321-215a-41a5-94cc-3222dedbibdc Installed Sync 18.13.13.13
o wBond - - 05 Sep 2021 10:17:44 PM PDT 4bB5c3ce-b07c-43e3-8d63-ef4589826464  Installed - 02 Syne 10.4.24659 ...
wSmart ENT-vsmart 15.15.1515 11 Aug 2021 4:54:04 PM PDT 9424254d-68fa-40d9-bd7c-c0e762005868  vBond Updated 15 0z Sync 15151515 aee
vManage ENT-vmanage LARARERE 17 Aug 2021 4:46:47 PM PDT eec72c0e-9517-4110-8545-3c08fc5f123a vBond Updated n 0z Sync TN e

Step 5 Verify the ZTP server has learned the valid WAN Edge list from the vManage with the show orchestrator
valid-vedges command.
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ITP-Server# show orchestrator valid-vedges

5 NUMBER

-B8A4-92EA-BATEREECRECD
B825]
B-5FD1-9@27-
6C7E-EQ

ASR1881-HX-JAD23 2!

ASR12@1-X-JADZ23151HCE
ASR1802-X-JAE19438CC3
C1111X-8P-FGL231613RW

3@-37757B50F@03

T5R4331/K9-FDO201209EL

SERIAL NUMBER

1881F4FA
Zbdcdbf4@bdddfiedeeddsh?7 fedche
1881750E
22ecd@b3adc?2dé 25d1ch495b718
1f41d2eled7acebdcIacddedf7labfIe
8ad’? Ab5853b5abadd45f482cbcbe?
B4158447

A7 ffeeel517038fccl@Pnidtedfbodced
@18EE3RBE

Procedure 4: Add the vEdge devices to the ZTP device entry list

VALIDITY

ions
i1ons
ions
i1ons
ions
ions
ions
ions
ions
ions
ions
ions
ENB-5o0lutions

staging
valid
valid
valid
valid
valid
valid
valid

The WAN Edge device upon bootup contacts the ZTP server to request vBond, organization name and enterprise root-ca
information. For the ZTP server to honor the request and provide the information, the WAN Edge device should be in the
authorized device list and a ZTP entry should be available for the device.

The ZTP device entry can be added using either of the 2 methods:

e Bulk import using the CSV file

e Individually add the device using CLI command

Method 1: Bulk importing the WAN Edge device into the ZTP server.

Upload the device information using the CSV chassis file to the ZTP server using the below CLI

e ZTP-server# request device-upload chassis-file < http/ftp/tftp/scp:// >

e The CSV file contains the vEdge router chassis information required by the ZTP server. Each row in the CVS file must
contain the below information for each vEdge router:

e vEdge router chassis number
e vEdge router serial number
e Validity (either valid or invalid)

e vBond IP address

e vBond port number (entering a value is optional)

Method 2: Individually add the WAN Edge device using CLI command.

84



Appendix F — Zero Touch Provisioning server

To add the ZTP entry for the device, issue the command on the ZTP server request device add chassis-number <device
chassis-number> serial-number <device serial-number> validity valid vbond <IP address> org-name <organization-name>

ZTP-Server# request device add chassis-number 110G621194126J serial-number 1001F4FA
validity valid vbond 10.4.246.71 org-name ENB-Solutions
Chassis number 110G621194126J successfully added to the database

The chassis number and the serial number for the WAN Edge device can be found in vManage. In vManage, navigate to
Configuration > Devices > WAN Edge list to identify the device and look for values in the Chassis Number and Serial
No./Token column.

Cisco vManage . admin »

FFRll X% CONFIGURATION | DEVICES
=l | ———

* [l: Change Mode = | ® Upload WAN Edge List | [ Export Bootstrap Configuration | [Z Sync Smart Account @ 9 e
n\

=

- e T o T Ao

To view the ZTP entry, issue show ztp entries on the ZTP server.
ZTP-Server# show ztp entries

00T

SERIAL VBOND ORGANIZATION CERT
MUMBER VALIDITY WBOND IP PORT NAME

valid 18.4.246.7 EWNB-Solutions default

Procedure 5: Additional procedure to onboard vEdge device using Enterprise root CA certificates

For SD-WAN deployments using enterprise root-ca certificates, the WAN Edge device should also have the enterprise root-ca
certificate installed in order to successfully authenticate with the SD-WAN controllers. The ZTP server can provide the
enterprise root-ca along with other parameters to the WAN Edge device.

Download the root-ca certificate to the ZTP server and provide the path in the ZTP entry

ZTP-Server # request download tftp://Admin:Clscol23@10.4.250.249/root-ca-chain.pem
ZTP-Server #

ZTP-Server # vshell

ZTP-Server:~$ ls -1lrt root-ca-chain.pem

-rw-r--r-- 1 admin admin 3968 Oct 29 14:57 root-ca-chain.pem

ZTP-Server:~Sexit
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To add the ZTP entry for the device, issue the command on the ZTP server request device add chassis-number <device
chassis-number> serial-number <device serial-number> validity valid vbond <IP address> org-name <organization-name>
enterprise-root-ca <path>

ZTP-Server# request device add chassis-number 110G621194126J serial-number 1001F4FA
validity valid vbond 10.4.246.71 org-name ENB-Solutions enterprise-root-ca

/home/admin/root-ca-chain.pem

Chassis number 110G621194126J successfully added to the database

To view the ZTP entry, issue show ztp entries on the ZTP server.
ZTP-Server# show ztp entries

SERIAL
NUMBER

VBOND ORGANIZATION

INDEX CHA VALIDITY VBOND IP PO MAME CERT PATH

-ca-chain.pem

Upon power up, the vEdge device procures an IP address, default-gateway, and DNS information from the DHCP server and
requests to resolve ztp.viptela.com. To successfully resolve the domain name ztp.viptela.com to the deployed ZTP server,
create an enterprise DNS A-record that redirects the DNS resolution of ztp.viptela.com to the on-prem ZTP server.

Procedure 6: Software Upgrade during ZTP process
The vEdge device software code upgrade can be done automatically during the ZTP process.

Step 1 To upgrade the software, upload the code to vManage. Navigate to vManage > Maintenance >Software
Repository and select Add New Software.

Cisco vManage

admin =

28 MAINTENANCE | SOFTWAR

Software Images

Note: Software version mpatible with specified controller version of less

© Add New Software ~

(01=)

Select vManage from the drop-down menu.

# MAINTENANCE | SOFTWARE REPOSITORY

Software Images Virtual Images

Note: Software version is compatible with specified controller version or less

© Add New Software -

I vManage I

Search Options v

Remote Server

Remote Server - vManage |
18.43

P

o

X vimanage
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Step 2 Upload the image and have it available

In this example, download the software code from the Cisco Software Download page and upload it to vManage as
shown below.

' 1 119.62MB
|
1

Drag and Drop File
Or

Verify the new software is uploaded and available in vManage for use.

Cisco vManage

= Iml Software images uploaded successfully ]
_ Software Images | Virtual Images
[ [ I ———
Note: Software version is compatible with specified controller version or less

o oo
Q Q S —— Total Rows: 4
a

1843 184x vmanage Software software viptela-18.4 3-mips64 tar gz 26 Aug 2019 6:52:07 PM PDT
- 18.4.x vmanage Software software viptela-18.4.1-mips64.tar.gz 07 Nov 2019 921-19 PM PST
Fi] 16.11.1a 19.1x vmanage Software software i5r4200-ucmk9.16.11.1a.SPA bin, isr4300-ucmk... 26 Aug 201 MPOT

6.10.2 184x vmanage Software software asr1001x-ucmk9.16.10 2 SPA bin, asr1000-ucm 26 Aug 2019 8:49:42 PM POT

Step 3 Enable the software upgrade during the ZTP process,

To enable software upgrade using ZTP process. In vManage, navigate to Administration > Settings from the
vManage GUI, search the Enforce Software Version (ZTP) configuration and select Edit to the far right.

Cisco vManage

[Hl| =~ ADMINISTRATION | SETTINGS

Organization Name ENB-Solutions View
o vBond Ent-vBonds.sda-lab.local : 12346 View | Edit
X Email Notifications Disabled View | Edit
== -~

C 1l ifi h Enterprise View | Edit
-

WAN Edge Cloud Certificate Authorization Manual View | Edit
o !

Web Server Certificate 04 Mov 2019 9:07:40 AM CSR | Certificate

Enforce Software Version (ZTP) |

Banner Disabled view | Edit

Under the expanded section, find the desired platform (vEdge-mips) and under Status, slide the bar to the right to change it
to Enabled. Under the Version column, choose the software version to upgrade (18.4.1) and select Save.
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Cisco vManage

=% ADMINISTRATION | SETTINGS

| Enforce Software Version (ZTP) |

Software Version:

Platform Status Version
I vEdge-mips @ Ensbied 1341 4 I

SR4400 161118 3

vEdge-x86

CSR1000v Disabled

ASR1002-X . Enabled 16.10.2

ASR1001-X @ Enabled 16102

ASR1000 @ cnabled 16.10.2

SR1100 Disabled

SR4200 @ Enabied 161118

SR4300 16.11.1a 4

SRV |

Note: vEdge-x86 platform refers to vEdge Cloud device and for all physical vEdge devices choose vEdge-mips.
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Appendix G - SD-WAN Device Template

This section includes the minimal feature and device templates that are used to onboard the device within the guide. The
configuration is built and managed from vManage. Following device authentication with the SD-WAN controllers and
successful device onboarding, vManage pushes the configuration to the device using the NETCONF protocol. For more

details on deploying a feature-based device template, please refer to the SD-WAN Deployment Guide.

Feature Template

Within this section, the feature templates that are used to build the device template is shown below.

System Template

The system template configures the global system parameters for the WAN Edge device such as site id, system-ip, hostname
and more.

Devices: All devices except vManage and vSmart
Template: system template
Template Name: System_Template_All_Devices

Description: System_Template_All_Devices

Section Parameter Type Parameter variable / value
Basic configuration Site ID Device Specific system_site_id
System IP Device Specific system_system_ip
Hostname Device Specific system_host_name
Console Baud Rate (bps) Default

NTP Template:
The NTP template configures the global NTP parameters for the WAN Edge.

Devices: All devices except vManage and vSmart
Template: NTP template
Template Name: NTP_Template_All_Devices

Description: NTP_Template_All_Devices

Section Parameter Type Parameter Variable / Value
Server Hostname / IP address Device Specific ntp_server_host
Prefer Global On

VPN Template

The VPN template configures the global VPN specific parameters for the WAN Edge device such as VPN number, DNS, static
route and next hop information and more. In the solution, multiple VPNs are used (VPN 0 to build the SD-WAN overlay
network and VPN 512 to manage the WAN Edge out-of-band).
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VPNO

Devices: All devices except vManage and vSmart

Template: VPN template

Template Name: VPNO_Template_All_Devices

Description: VPNO_Template_All_Devices

Section Parameter Type Parameter Variable / Value
Basic Configuration VPN Global 0
Name Global VPNO
DNS
Primary DNS Address (IPv4) Device Specific vpn0_dns_primary
IPv4 Route Prefix Device Specific vpnO_ipv4_ip_prefix
New IPv4 Route Gateway Next Hop
(+ Add Next Hop)
Next Hop
(+ Add Next Hop)
Address Device Specific vpn0_mpls_next_hop_ip_address

(+ Add next hop)
Device Specific

vpnO_inet_next_hop_ip_address

VPN512

Devices: All devices except vManage and vSmart

Template: VPN template

Template Name: VPN512_Template_All_Devices

Description: VPN512_Template_All_Devices

New IPv4 Route

Section Parameter Type Parameter Variable / Value
Basic Configuration VPN Global 512
Name Global VPN 512
DNS Primary DNS Address (IPv4) Device Specific Vpn512_dns_primary
IPv4 Route

Prefix Device Specific Vpn512_ipv4_ip_prefix
Gateway Next Hop
(+ Add Next Hop)
Next Hop
(+ Add Next Hop)
Address Device Specific vpnO_mpls_next_hop_ip_address
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(+ Add next hop)
Device Specific vpnO_inet_next_hop_ip_address

VPN Interface Ethernet Template

The VPN Interface Ethernet template configures the WAN Edge device interface specific parameters such as IP Address
(static or dynamic), tunnel parameters, NAT, QoS and others. In this guide, 3 interfaces are used on the WAN Edge device:

e oneinterface connected to MPLS transport in VPN 0 to provide connectivity to SD-WAN components

e one interface connected to Internet (INET) transport in VPN 0 to provide connectivity to SD-WAN components
e one interface connected to out-of-band management in VPN 512 to manage the WAN Edge

VPNO MPLS Interface

Devices: All devices except vManage and vSmart

Template: VPN template

Template Name: VPNO_MPLS_INT_All_Devices

Description: VPNO_MPLS_INT_AIl_Devices

Section Parameter Type Parameter Variable / Value
Basic Configuration Shutdown Global No
Interface Name Device Specific vpnO_mpls_interface
Description Global vpnO_mpls_interface_description
IPV4 Static
IPv4 Address Device Specific vpnO_mpls_interface_ipv4_address
Bandwidth Upstream Device Specific vpn0_mpls_bandwidth_upstream
Bandwidth Downstream Device Specific vpnO_mpls_bandwidth_downstream
Tunnel Tunnel Interface Global On
Color Global mpls
Allow Service - BGP Global On
Allow Service - DHCP Global Off
Allow Service - NTP Global On
Advanced Clear-Dont-Fragment Global On

VPNO Internet Interface
Devices: All devices except vManage and vSmart

Template: VPN template
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Template Name: VPNO_INET_INT_All_Devices

Description: VPNO_INET_INT_All_Devices

Section Parameter Type Parameter variable / Value
Shutdown Global No

Basic Configuration
Interface Name Device Specific vpnO_inet_interface
Description Global vpnO_inet_interface_description
IPV4 Dynamic

Tunnel Tunnel Interface Global On
Color Global biz-internet

VPN512 Out-of-Band Interface

Devices: All devices except vManage and vSmart
Template: VPN template

Template Name: VPN512_MGMT _INT_All_Devices

Description: VPN512_MGMT_INT_AIl_Devices

Section Parameter Type Parameter variable / Value
Basic Configuration Shutdown Global No
Interface Name Device Specific vpn512_mgmt_interface
Description Global vpn512_mgmt_interface_description
IPv4 Static
IPv4 Address Device Specific vpn512_mgmt_ipv4_address

Device Template

The device template concatenates multiple feature templates to get complete operational configuration for the WAN Edge
device. A separate device template is created for each model of WAN Edge device being onboarded.

Tech Tip: A feature template can be part of multiple WAN Edge device templates. Any changes made to the feature
template will affect all the devices that feature template is associate with.

Device Model: ISR4331
Template Name: Branch2-ISR4331-1_Device_Template

Description: Branch2-ISR4331-1_Device_Template

Template Type Template Sub-Type Feature Template Name
System System System_Template_All_Devices
NTP NTP template
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VPN 0 VPN VPNO_Template_All_Devices
VPN Interface VPNO_MPLS_INT_AIl_Devices
VPNO_INET_INT_All_Devices
VPN 512 VPN VPN512_Template_All_Devices
VPN Interface VPN512_MGMT_INT_AII_Devices

The following section lists out the variable parameters used for the Branch2-ISR4331-1 device.

Device Model: ISR4331

Template Name: Branch2-ISR4331-1_Device_Template

Description: Branch2-ISR4331-1_Device_Template

Variable List

Device Value (Branch2-1SR4331-1)

Interface Name(vpn512_mgmt_interface)
Description(vpn512_mgmt_interface_description)

IPv4 Address(vpn512_mgmt_ipv4_address)

DNS Address(vpn0O_dns_primary)
Prefix(vpnO_ipva_ip_prefix)
Address(vpn0_mpls_next_hop_ip_address)
Address(vpn0_inet_next_hop_ip_address)

Interface Name(vpnO_mpls_interface)
Description(vpn0O_mpls_interface_description)

IPv4 Address(vpnO_mpls_interface_ipv4_address)
Bandwidth Upstream(vpn0O_mpls_bandwidth_upstream)
Bandwidth Downstream(vpn0_mpls_bandwidth_downstream)
Interface Name(vpnO_inet_interface)

AS Number(bgp_as_num)

Router ID(bgp_router_id)

Network Prefix(bgp_network_network_address_prefix)
Address(mpls_bgp_neighbor_address)
Description(mpls_bgp_neighbor_address)

Remote AS(mpls_bgp_neighbor_remote_as)
Hostname(system_host_name)

System IP(system_system_ip)
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10.5.207.41
GigabitEthernet0/0/1
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10.5.208.42/30
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Site ID(system_site_id) 21007

Hostname/IP Address(ntp_server_host) 10.4.249.102
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Appendix H — Upgrading software to SD-WAN I0S-XE Software

The Cisco SD-WAN Solution can be deployed on the existing Cisco I0S-XE routing products by upgrading rommon and
software versions on the supported platforms in order to run 10S-XE SD-WAN software. With the ROMMON and software
upgrade, Cisco devices such as ISRs or ASRs running an I0S XE image can support SD-WAN feature functionality providing
brownfield migration support.

Please check the compatibility matrix and rommon requirements matrix in the Release Notes for the latest details on the
supported platform, network module and minimum software/ROMMON version that is needed before going any further
with the upgrade. If needed, perform the ROMMON upgrade first, before loading the |0S-XE SD-WAN software on the Cisco
10S XE platform.

Minimum Rommon software version:

Platform Rommon Version Memory
ASR 1000 16.3 (2r) 8GB
ASR 1002-X 16.7 (1r) 8GB
ISR 4000 16.7 (3r) 4GB
ISR 1100 16.8 (1r) 4GB

Note: ROMmon auto-upgrade is supported on the ISR 4000 series routers, beginning with 16.9.1 and all subsequent releases
and for ISR 1000 series routers, beginning with 16.10.3 and 16.12.1b. For older versions, the rommon needs to be upgraded
manually.

Procedure 1: Upgrade Software ROMmon

Step 1 Issue a show platform and view the Firmware Version column for the current rommon firmware version
installed on the platform. If the rommon upgrade is not needed, skip to the next step and proceed with the I0S-XE
SD-WAN software upgrade.

Step 2 Copy the rommon software to the bootflash using the below command

ISR4351#copy ftp://admin:clscol23@192.168.254.51/isr4200 4300 rommon 169 1r SPA.pkg
bootflash:

Step 3 Upgrade the rommon software with the below command

ISR4351#upgrade rom-monitor filename bootflash:isr4200 4300 rommon 169 1r SPA.pkg all

After the ROMMON upgrade is completed, reload the device to make the new ROMMON version permanent.

ISR4351#reload
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Router#sh platform

Chassis type: ISR4331/K9

Slot CPLD Version Firmware Version
0 15030325 16.7(3r)
1 15030325 16.7(3r)
RO 15030325 16.7(3r)
FO 15030325 16.7(3r)

Procedure 2: Upgrade Software version on device

The below steps walk through how to upgrade the device with 10S-XE SD-WAN software image

Step 1 Copy the IOS XE SD-WAN image into bootflash

ISR4351#copy ftp://admin:clscol23@192.168.254.51/isr4300-ucmk9.16.9.3.SPA.bin
bootflash:

Step 2 If needed, backup and save the running configuration to device bootflash using the CLI command below.

ISR4351#copy run bootflash:original-xe-config

Step 3 Remove any existing boot statements on the device

ISR4351#sh run | include boot
boot-start-marker
boot system flash bootflash:isr4300-universalk9.16.03.07.SPA.bin

boot-end-marker

ISR4351#config t
Enter configuration commands, one per line. End with CNTL/Z.
ISR4351 (config) #no boot system flash bootflash:isr4300-universalk9.16.03.07.SPA.bin

ISR4351#write mem

Step 4 Configure, verify the boot statement and reload the device to load the I0S-XE SD-WAN software image.
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ISR4351#config t
Enter configuration commands, one per line. End with CNTL/Z.

ISR4351 (config) #boot system flash bootflash:isr4300-ucmk9.16.9.3.SPA.bin

Ensure that the config register is set to 0x2102, so that the image will boot
properly from bootflash

ISR4351 (config) #config-reg 0x2102
Save the configuration so that the boot variables will be saved

ISR4351#write mem

ISR4351#show bootvar

BOOT variable = bootflash:isr4300-ucmk9.16.9.3.SPA.bin,1;
CONFIG FILE variable does not exist

BOOTLDR variable does not exist

Configuration register is 0x2102 (will be 0x2012 at next reload)

ISR4351#reload

The device reloads with the new 10S-XE SD-WAN code and the device prompts for credentials to log into the command line.
The default credentials for the WAN Edge device is admin/admin.

Technical Tip: The Cisco SD-WAN solution can have a mix of vEdge and I0S-XE SD-WAN devices running on the same
network. Careful consideration must be taken with respect to the software version on the vEdge in order to
interoperate with SD-WAN |0S-XE devices, The vEdge device must be running version 17.2.1 or later and the SD-WAN
controllers (vManage, vSmart, and vBond) must be running version 18.3.0 or later. This is due to code changes that have
been implemented to support Bidirectional forwarding detection (BFD) on tunnels between vEdge and I0S-XE SD-WAN
devices.
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Appendix | — Install vEdge Cloud

This section walks through steps to deploy vEdge cloud in a KVM environment.

Step 1 Download the vEDGE Cloud OVF software from http://software.cisco.com

i Partners

clsco

Products & Services Support How to Buy Training & Events

Software Download

Downloads Home / Routers / Software-Defined WAN (SD-WAN) / vEdge Router / SD-WAN

Select a Software Type

SD AVC Router Virtual Service
SD-WAN Software Update
vContainer Software

vEDGE Cloud

vManage Software

vSmart Software

00000

Step 2 Deploy the OVF template in the virtual environment.

Deploy a virtual machine with the downloaded OVF file, name the server and select the downloaded vEdge cloud image.

#4) New virtual machine - vEdge-cloud

+ 1 Select creation type

2 Select OVF and VMDK files

3 Select storage
4 License agreements

5 Deployment options
6 Additional settings
7 Ready to complete

Select OVF and VMDK files
Select the OVF and VMDK files or OVA for the VM you would like to deploy

Enter a name for the virtual machine.

[ vEdge-cloud

Virtual machine names can contain up to 80 characters and they must be unique within each ESXi instance.

x @ viptela-edge-18.4.303-genericx86-64.ova

[ Back H Next ] Finish

Cancel

Select the storage.
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41 New virtual machine - vBond-ZTP-Server

+" 1 Select creation type
v 2 Select OVF and VMDK files

4 3 Select storage

+" 4 Deployment options
5 Ready to complete

Select storage

Select the datastore in which to store the configuration and disk files.

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for
the virtual machine configuration files and all of the virtual disks.

Name ~ Capacity ~ Free v | Type v  Thin pro... v  Access v
Disk 5.82TB 521TB VMFS5 Supported Single
1 items
Com J[ von | o
=

Select the deployment options (Network mappings, Disk provisioning, Power on automatically).

Note: The vEdge cloud OVF has 4 Interfaces defined (ethO in VPN 512 and ge0/0, ge0/1, and ge0/2 in VPN 0). The default

configuration has interface ge0/0 and ethO as DHCP clients.

741 New virtual machine - vBond-ZTP-Server

v 1 Select creation type
v 2 Select OVF and VMDK files

+ 3 Select storage

4 4 Deployment options

5 Ready to complete

Deployment options
Select deployment options
betWolkc mappiogs VM Network | VLAN208_MPLS v
VM Network 1 VLAN246 v
VM Network 2~ vSwitch_VLAN2071_INET ¥
VM Network 3 =~ VM Network v
Disk provisioning © Thin " Thick
Power on automatically
Back Next Finish || Cancel

4
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Step 3 Review your settings selection and click Finish.

After deploying the virtual router, boot the virtual machine.

711 New virtual machine - vBond-ZTP-Server

¥ 1 Select creation type Ready to complete

V' 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
" 3 Select storage
" 4 Deployment options

Product vEdgeCloud
i 5 Ready to complete 9

VM Name vBond-ZTP-Server

Disks viptela-edge-genericx86-64-disk1.vmdk

Datastore Disk

Provisioning type Thin

Network mappings VM Network: VLAN208_MPLS,VM Network 1: VLAN246,VM Network 2: vSwitch_V

LAN2071_INET,VM Network 3: VM Network

Guest OS Name Unknown

4 ' \ Do not refresh your browser while this VM is being deployed.
(e )

Back Next Finish } Cancel

4

Step 4 Configure the vEdge cloud.

Administrators can leverage any of the supported onboarding options discussed to configure, authenticate and join the
overlay network.
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