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Release Notes 

Release Notes for Release 18.2 
These release notes accompany Viptela Software Release 18.2, for Release 18.2.0. The Viptela software runs on all Viptela devices, 
including vSmart controllers, vEdge routers, vBond orchestrators, and vManage NMSs. 

Viptela Software Release 18.2 
February 17, 2019 
Revision 2 

  

Product Features 
Below are the main product features in Viptela Software Release 18.2: 

• Cloud onRamp for Microsoft Azure —You can create a Gateway virtual network (VNet) for hosting vEdge Cloud router instances in 
different Azure locations in the public internet. See Configuring Cloud onRamp Service and Cloud OnRamp with Azure . 

• Enterprise root certificates —In vManage NMS, you can use enterprise root certificates to authorize the Viptela controller devices—
including vSmart controllers, vBond orchestrators, and vManage NMSs—and vEdge Cloud routers in the overlay network. You can 
customize the certificate signing request (CSR) properties in the enterprise root certificate for vManage and vSmart controller devices. 
See Configure Certificate Authorization Settings for Controller Devices and Settings . 

• Export compliance —vEdge routers that are hosted in countries affected by United States government embargoes cannot connect to 
overlay network controllers (vBond orchestrators, vManage NMSs, and vSmart controllers) that are hosted in the Cisco cloud. Any vEdge 
router from an embargoed country that attempts to connect to one of these controllers will be disabled. See Deploy the vEdge Routers . 

• IPsec in VPN 0 —You can configure IPsec on tunnels in the transport interface (VPN 0). See Configuring IKE-Enabled IPsec Tunnels and 
interface ipsec . 

• Localized data policy configuration wizard —A vManage configuration wizard allows you to create localized data policies. See 
Configuring Localized Data Policy for IPv4 , Configuring Localized Data Policy for IPv6 , and Policies . 

• Optional rows in feature configuration templates —In some sections of some feature configuration templates, you can mark the section 
as an optional row to set the parameters is the section as being variables. When you then attach the device configuration template to a 
device, you enter the values for these parameters. See Use Variable Values in Configuration Templates . 

• Reverse proxy —You can use a reverse proxy as an intermediary to pass control traffic between VIptela controllers and vEdge routers. 
See Enable Reverse Proxy . 

• vManage configuration database —The underlying software used for the vManage configuration database has changed. 

• vManage server logo —You can change the vManage web application server logo and load a new custom logo. See How To Load a 
Custom vManage Application Server Logo. 

• vManage troubleshooting tools —vManage NMS provides troubleshooting tools for running speed tests and capturing packets. See 
Network . 

• Zone-based firewalls —Zone-based firewalls are a type of localized data policy that allows stateful inspection of TCP, UDP, and ICMP 
data traffic flows. A zone is a grouping of one or more VPNs. See Zone-Based Firewalls and Security .  

Command Changes 

New and Modified Configuration Commands 

Command Hierarchy New Modified Comments 

https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/configuration/sdwan-xe-gs-book.html
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2462489779
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf


https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3242898065
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1415234891
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1276975278
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1546677663
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1760198080
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2084220495
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2709933309
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4079041276
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4079041276
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3234017162
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4278355321
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp7730712200
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3396769356
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp2160254439
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1836885574
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp2213611903
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1241621700
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1514799271
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage-Help/vmanage-help-18-2.pdf


https://www.cisco.com/c/en/us/td/docs/routers/sdwan/configuration/sdwan-xe-gs-book.html
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• You can no longer configure RED drops on low-latency queuing (LLQ; queue 0). That is, if you include the policy qos-scheduler scheduling 
llq command in the configuration, you cannot configure drops red-drop in the same QoS scheduler. If your vEdge router has this 
configuration, remove it before upgrading to Release 17.2. If you do not remove the RED drop configuration, the configuration process 
(confd) will fail after you perform the software upgrade, and the Viptela devices will roll back to their previous configuration. 

• For vEdge 2000 routers, you can no longer configure interfaces that are not present in the router. That is, the interface names in the 
configuration must match the type of PIM installed in the router. For example, if the PIM module in slot 1 is a 10-Gigabit Ethernet PIM, 
the configuration must refer to the proper interface name, for example, 10ge1/0 , and not ge1/0 . If the interface name does not match 
the PIM type, the software upgrade will fail. Before you upgrade from Release 16.2 or earlier to Release 17.2, ensure that the interface 
names in the router configurations are correct. 

  

Caveats 
  

Hardware Caveats 

The following are known behaviors of the Viptela hardware: 

• On vEdge 1000 routers, support for USB controllers is disabled by default. To attach an LTE USB dongle to a vEdge 1000 router, first 
attach the dongle, and then enable support for USB controllers on the vEdge router, by adding the system usb-controller command to 
the configuration. When you enter this command in the configuration, the router immediately reboots. Then, when the router comes 
back up, continue with the router configuration. Also for vEdge 1000 routers, if you plug in an LTE USB dongle after you have enabled the 
USB controller, or if you hot swap an LTE USB dongle after you have enabled the USB controller, you must reboot the router in order for 
the USB dongle to be recognized. For information about enabling the USB controller, see USB Dongle for Cellular Connection . 

• For vEdge 2000 routers, if you change the PIM type from a 1-Gigabit Ethernet to a 10-Gigabit Ethernet PIM, or vice versa, possibly as part 
of an RMA process, follow these steps: 
1. Delete the configuration for the old PIM (the PIM you are returning as part of the RMA process). 
2. Remove the old PIM, and return it as part of the RMA process. 
3. Insert the new PIM (the PIM you received as part of the RMA process). 
4. Reboot the vEdge 2000 router. 
5. Configure the interfaces for the new PIM. 

• On a vEdge 5000 router, you cannot enable TCP optimization by configuring the tcp-optimization-enabled command. 

  

Software Caveats 

The following are known behaviors of the Viptela software: 

Cellular Interfaces 

• The vEdge 100wm router United States certification allows operation only on non-DFS channels. 

• When you are configuring primary and last-resort cellular interfaces with high control hello interval and tolerance values, note the 
following caveats: 

– When you configure two interfaces, one as the primary interface and the other as the last-resort interface, and when you 
configure a high control hello interval or tolerance values on the last-resort interface (using the hello-interval and hello-
tolerance commands, respectively, the OMP state indicates init-in-gr even though it shows that the control connections and 
BFD are both Up. This issue was resolved in Release 16.2.3. However, the following caveats exist: 
— You can configure only one interface with a high hello interval and tolerance value. This interface can be either the primary 
or the last-resort interface. 
— In certain cases, such as when you reboot the router or when you issue shutdown and no shutdown commands on the 
interfaces, the control connections might take longer than expected to establish. In this case, it is recommended that you issue 
the request port-hop command for the desired color. You can also choose to wait for the vEdge router to initiate an implicit 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1851323136
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/vedge/hardware/vEdge-routers-hardware-installation-guide.html
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2061837430
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1308068320
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1308068320
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3470075218
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port-hop operation. The request port-hop command or the implicit port hop initiates the control connection on a new port. 
When the new connection is established, the stale entry is flushed from the vSmart controllers. 

– If the primary interface is Up, as indicated by the presence of a control connection and a BFD session, and if you configure a 
last-resort interface with higher values of hello interval and tolerance than the primary interface, if you issue a shutdown 
command, followed by a no shutdown command on the last-resort interface, the last-resort interface comes up and 
continuously tries to establish control connections. Several minutes can elapse before the operational status of the last-resort 
interfaces changes to Down. If this situation occurs, it is recommended that you issue a request port-hop command for the 
desired color. 

– If you have configured a primary interface and a last-resort interface that has higher hello interval and tolerance values than 
the primary interface, and if the last-resort interface has control connections to two vSmart controllers, if you issue a 
shutdown command, followed by a no shutdown command on the last-resort interface, a control connection comes up within 
a reasonable amount of time with only one of the vSmart controllers. The control connection with the second vSmart 
controller might not come up until the timer value configured in the hello tolerance has passed. If this situation occurs, it is 
recommended that you issue a request port-hop command for the desired color. 

• When you activate the configuration on a router with cellular interfaces, the primary interfaces (that is, those interfaces not configured 
as circuits of last resort) and the circuit of last resort come up. In this process, all the interfaces begin the process of establishing control 
and BFD connections. When one or more of the primary interfaces establishes a TLOC connection, the circuit of last resort shuts itself 
down because it is not needed. During this shutdown process, the circuit of last resort triggers a BFD TLOC Down alarm and a Control 
TLOC Down alarm on the vEdge router. These two alarms are cleared only when all the primary interfaces lose their BFD connections to 
remote nodes and the circuit of last resort activates itself. This generation and clearing of alarms is expected behavior. 

• For cellular interface profile, the profile number can be 0 through 15. Profile number 16 is reserved, and you cannot modify it. 

Configuration and Command-Line Interface 

• When upgrade to Release 17.2 from any prior Viptela software release, the CLI history on the Viptela device is lost. The CLI history is the 
list of commands previously entered at the CLI prompt. You typically access the history using the up and down arrows on the kayboard or 
by typing Ctrl-P and Ctrl-N. When you upgrade from Release 17.2 to a later software release, the CLI history will be maintained. 

• When you issue the request reset configuration command on a vEdge Cloud router, a vManage NMS, or a vSmart controller, the 
software pointer to the device's certificate might be cleared even though the certificate itself is not deleted. When the device reboots 
and comes back up, installation of a new certificate fails, because the certificate is already present. To recover from this situation, issue 
the request software reset command. 

Control and BFD Connections 

• When a vBond orchestrator, vManage NMS, or vSmart controller goes down for any reason and the vEdge routers remain up, when the 
controller device comes back up, the connection between it and the vEdge router might shut down and restart, and in some cases the 
BFD sessions on the vEdge router might shut down and restart. This behavior occurs because of port hopping: When one device loses its 
control connection to another device, it port hops to another port in an attempt to reestablish the connection. For more information, 
see the Firewall Ports for Viptela Deployments article. Two examples illustrate when this might occur: 

– When a vBond orchestrator goes down for any reason, the vManage NMS might take down all connections to the vEdge 
routers. The sequence of events that occurs is as follows: When the vBond orchestrator crashes, the vManage NMS might lose 
or close all its control connections. The vManage NMS then port hops, to try to establish connections to the vSmart controllers 
on a different port. This port hopping on the vManage NMS shuts down and then restarts all its control connections, including 
those to the vEdge routers. 

– All control sessions on all vSmart controllers go down, and BFD sessions on the vEdge routers remain up. When any one of the 
vSmart controllers comes back up, the BFD sessions on the routers go down and then come back up because the vEdge routers 
have already port hopped to a different port in an attempt to reconnect to the vSmart controllers. 

• When a vEdge router running Release 16.2 or later is behind a symmetric NAT device, it can establish BFD sessions with remote vEdge 
routers only if the remote routers are running Release 16.2 or later. These routers cannot establish BFD sessions with a remote vEdge 
router that is running a software release earlier than Release 16.2.0. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/configuration/sdwan-xe-gs-book.html
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• When you add or remove an IPv4 address on a tunnel interface (TLOC) that already has an IPv6 address, or when you add or remove an 
IPv6 address on a TLOC that already has an IPv4 address, the control and data plane connections for that interface go down and then 
come back up. 

• Release 16.3 introduces a feature that allows you to configure the preferred tunnel interface to use to exchange traffic with the 
vManage NMS. In the vManage NMS, you configure this on cellular, Ethernet, and PPP Interface feature templates, in the vManage 
Connection Preference field under Tunnel Interface. In the CLI, you configure this with the vmanage-connection-preference command. 
The preference value can be from 0 through 8, with a lower number being more preferred. The default value is 5. If you set the 
preference value to 0, that tunnel interface is never used to exchange traffic with the vManage NMS, and it is never able to send or 
receive any overlay network control traffic. 
With this configuration option, there is one situation in which you can accidentally configure a device such that it loses all its control 
connections to all Viptela controller devices (the vManage NMSs and the vSmart controllers). If you create feature templates and then 
consolidate them into a device template for the first time, the NMS software checks whether each device has at least one tunnel 
interface. If not, a software error is displayed. However, when a device template is already attached to a device, if you modify one of its 
feature templates such that the connection preference on all tunnel interfaces is 0, when you update the device with the changes, no 
software check is performed, because only the configuration changes are pushed to the device, not the entire device template. As a 
result, these devices lose all their control connections. To avoid this issue, ensure that the vManage connection preference on at least 
one tunnel interface is set either to the default or to a non-0 preference value. 

Interfaces 

• On virtual interfaces, such as IRB, loopback, and system interfaces, the duplex and speed attributes do not apply, and you cannot 
configure these properties on the interfaces. 

• When a vEdge router has two or more NAT interfaces, and hence two or more DIA connections to the internet, by default, data traffic is 
forwarding on the NAT interfaces using ECMP. To direct data traffic to a specific DIA interface, configure a centralized data policy on the 
vSmart controller that sets two actions— nat and local-tloc color. In the local-tloc color action, specify the color of the TLOC that 
connects to the desired DIA connection. 

IPv6 

• You can configure IPv6 only on physical interfaces ( ge and eth interfaces), loopback interfaces ( loopback0 , loopback1 , and so on), and 
on subinterfaces (such as ge0/1.1 ). 

• For IPv6 WAN interfaces in VPN 0, you cannot configure more than two TLOCs on the vEdge router. If you configure more than two, 
control connections between the router and the Viptela controllers might not come up. 

• IPv6 transport is supported over IPsec encapsulation. GRE encapsulation is not supported. 

• You cannot configure NAT and TLOC extensions on IPv6 interfaces. 

IRB 

• On integrated routing and bridging (IRB) interfaces, you cannot configure autonegotiation . 

NAT 

• When you reboot a vSmart controller, the BFD sessions for all symmetric NAT devices go down and come back up. This is expected 
behavior. 

Routing Protocols 

• When a vEdge router transport interface is using an old IPv6 SLAAC address for control connections or BFD sessions, or both, the IP 
address used for control connections and BFD might become out of sync with the actual IPv6 address. This situation can happen when 
the IPv6 address that SLAAC advertises from the gateway router changes suddenly and the old IPv6 address has not first been 
invalidated. As a workaround, if the router has no mechanism to invalidate older prefixes when the IPv6 prefix changes, first remove the 
router-advertisement configuration on the default gateway router and then change the IPv6 address. To resolve this problem when it 
occurs on a vEdge router, shut down the interface and then restart it; that is, issue a shutdown command, followed by a no shutdown 
command. 

Security 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3884226199
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2702721679
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– CHAP and PAP passwords, in the VPN Interface PPP Ethernet feature configuration template 

– Wireless LAN WPA key, in the WiFi SSID feature configuration template 

  

Outstanding Issues 
The following are outstanding issues in Viptela Software Release 18.2. The number following each issue is the bug number in the Viptela 
bug-tracking database. 

Cellular Interfaces 

• If you configure IPv6 on a cellular interface, the control connections might go down and come back up continuously. [VIP-21970] 

• On a vEdge 100m-NA router, when you configure profile 1 for a wireless WAN, you might see the error "Aborted: 'vpn 0 interface 
cellular0 profile': Invalid profile 1 : APN missing". [VIP-31721] 

Configuration and Command-Line Interface 

• When you issue the show vrrp interfaces command from the vEdge router's CLI, the CLI might not recognize the command and might 
show a "syntax error: unknown argument" error message. [VIP-23918] 

• If a physical interface is part of a bridge, you cannot adjust the MTU on the interface. As a result, the 802.1x interface's MTU has to be 
lowered to 1496. If the interface needs to also run OSPF, this MTU size can cause an MTU mismatch with other interfaces that have an 
MTU of 1500. [VIP-26759] 

• When two routes exist to the same neighbor, if you specify a single IP address in the show ip routes command, the command might 
return only one of the routes, but if you specify an IPv4 prefix and prefix length, the command returns both routes. [VIP-32736] 

• With the ping source ip-address command, if you type it as ping so ip-address , the CLI does not autocomplete so and the command 
fails. You must type out the keyword source . [VIP-36087] 

• In the same sequence in a data policy that you configure on a vManage server, you might not be able to configure both individual ports 
and port ranges. [VIP-36864] 

• When you use the show ip route command to query a route that is not present in the route table, the command might return no output 
or no failure message. [VIP-36725] 

• When you configure a hostname that includes a period (.), only the portion of the hostname before the period is displayed. As a 
workaround, use an underscore (_) or a hyphen (-). [VIP-38369] 

• A color that you configure using a vManage configuration template might not be applied correctly on a vEdge router. [VIP-38735] 

Forwarding 

• For IEEE 802.1X, you cannot configure a RADIUS server for MAC authentication bypass (MAB). [VIP-18492] 

• In application-aware routing policy, the salesforce_chatter, oracle_rac, and google_photos applications might not be classified properly. 
[VIP-21866] 

• When you switch data traffic from one tunnel to another (for example, from a biz-ethernet to an lte tunnel), a small amount of traffic 
might be lost. [VIP-27992] 

• For a source and destination NAT, return traffic might not be able to reach the VPN that originates the session. [VIP-31299] 

• When you configure inbound and outbound port mirroring on the same interface, traffic might be mirrored only in one direction. [VIP-
33247] 

• When you have a localized data policy (ACL) that mirrors traffic on an interface in both directions, if you change the IP address of the 
interface and the mirror destination but do not remove the ACL, the outbound mirroring continues to work but the inbound mirroring 
stops working. If you then remove and reapply, the ACL, the mirroring again works in both directions. [VIP-33275] 
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• If you disable deep packet inspection (DPI) on a vEdge router, traffic directed towards queue 0 (LLQ) might become bursty or might be 
dropped. [VIP-34211] 

• When you configure a cellular interface as a last-resort interface, the cellular interface might remain up at all times. [VIP-34495] 

• The vEdge router might not fragment packets that are larger than the interface's MTU. [VIP-35044] 

• Routes might be installed in the routing table with the incorrect color. [VIP-35088] 

• Traffic might be discarded because of stale BFD sessions. This happens in a scenario when there are two vEdge routers at a site, both 
configured with TLOC extension between them, and the circuit that they are connected to goes down. One router clears all its BFD 
sessions, but the second one does not, so all traffic is sent to the uncleared BFD sessions and is discarded. [VIP-35113] 

• On a vBond orchestrator, if you configure allow-service netconf , the vBond orchestrator does not open TCP port 830 and thus cannot 
connect to the vManage NMS. As a workaround, configure allow-service all . [VIP-35916] 

• When you enable TCP optimization, all TCP flows might fail. [VIP-37974] 

• A GRE tunnel might negotiate an MTU size of 512 bytes, so packets larger than about 500 bytes cannot be sent over the tunnel. [VIP-
38791] 

Interfaces 

• When a vEdge VRRP primary is connected to a Cisco switch, the switch might report error messages indicating that the source MAC 
address is invalid. [VIP-28922] 

• When a VRRP backup vEdge router that has been promoted to a primary again becomes a backup, other devices continue to point to the 
MAC address for the backup router, and traffic is discarded until ARP cache on the other devices expires and is updated with the correct 
MAC address of primary vEdge, a process that typically takes a few minutes. [VIP-33722] 

• On a vEdge router that has two TLOCs, one on a loopback interface and the second on a physical interface, when the physical interface 
goes down, the loopback interface might not be able to forward traffic. [VIP-34646] 

• You might not be able to configure the Cloud Onramp VPC even when vEdge routers are present. [VIP-34655] 

• When you configure interface tracking on two interfaces in a vEdge router, the router might crash. [VIP-38829] 

Policy 

• You can no longer configure a QoS map (with the vpn interface qos-map command) on a VLAN interface (also called a subinterface). You 
also cannot configure the aggregate traffic rate on a VLAN interface (with the vpn interface shaping-rate command). [VIP-22820] 

• A centralized policy that is pushed from the vSmart controller to the vEdge routers might not be applied on the routers. [VIP-27046] 

• On vEdge routers, the show policy access-list-counters command might not display any values in the Bytes column. [VIP-28890] 

• In vManage NMS, when you use the policy configuration wizard to create policies for a mesh topology, you might need to create an 
additional policy using a CLI template for the mesh policy to work. This situation is known to occur in a network that has two regions, 
where each region is mesh that is a subset of the entire network, where each region has its own data center, and where the branch 
vEdge routers in one region communicate with branch routers in the other region through the data centers. We will call these Region 1 
and Region 2. Assume that Region 1 has a control policy that advertises its TLOCs to the data center in Region 2, and Region 2 has a 
control policy that prevents the spokes and data center in Region 2 from advertising TLOCs to the spokes in Region 1. The result is that 
the data center in Region 2 repeatedly attempts to form control tunnels to the data center in Region 1, but these attempts fail. As a 
workaround, you must a policy using a CLI template that allows the data center in Region 2 to exchange TLOCs with the data center in 
Region 1 and then attach that policy to the vEdge routers. [VIP-29933] 

• On x86 vEdge routers (Cloud vEdge routers and vEdge 5000 routers), when you configure QoS schedulers, any traffic that queued in a 
queue to which no bandwidth or buffer is assigned will be dropped. [VIP-38008] 

• In the vManage Centralized Policy UI Builder, the Membership has no options to accept or reject and no way to change the default 
action. These options are all available in CLI and need to be added to the UI builder for the same capabilities. [VIP-38730] 
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• The show omp tlocs advertised command might show that the default TLOC color is being advertised even when this color has not been 
assigned to any vEdge interface. [VIP-37090] 

• When you change the negotiated interface speed on a vEdge router, the buffer allocation also changes. [VIP-37238] 

vEdge Hardware 

• On a vEdge 100m router, after you execute the request software reset command, the router might reboot continuously. [VIP-24149] 

• A vEdge 2000 router physical interface might drop packets larger than 1480 bytes that are sent on loopback interfaces. [VIP-27216] 

• On a vEdge 100b, when you change the IP address on an interface, that IP address might not be detached from the interface. [VIP-35047] 

• In a vEdge 5000 router, if you remove and replace an SFP without powering off the router, the router is unable to detect the new SFP 
module details. For example, the show hardware inventory command will not list the SFP module. However, the ports on the SFP still 
connect and work as expected. [VIP-37562] 

• A vEdge 5000 router might not be able to start because of issues with its internal verification hardware. [VIP-38219] 

vManage NMS 

• If you try to configure a vEdge router using vManage configuration templates, you might see errors related to lock-denied problems. As a 
workaround, reboot the router. [VIP-23826] 

• When the majority of vManage cluster members are down, you can make changes to the device configuration templates on one of the 
cluster members that is up, and you can then push these changes when the cluster members come back up. This might lead to a 
situation in which the configuration templates on the vManage NMSs in the cluster are out of sync. [VIP-26016] 

• The vManage server might not process events received from vEdge routers. [VIP-28312] 

• When you use the vManage NMS and the CLI show system status command, the reboot reason is incorrect; it is shown as unknown. 
Looking in the /var/log/tmplog/vdebug logs shows that the system reboot happened because of a user-initiated upgrade to Release 
17.1.3. [VIP-31222] 

• In the vManage AAA feature template, you might not be able to enter the RADIUS secret key even though you can enter that same key in 
the CLI. [VIP-31856] 

• When you push a policy that contains an error to the vSmart controller, the error message might not correctly indicated the cause of the 
error. [VIP-32253] 

• You might not be able to push configuration templates to vEdge routers. [VIP-34886] 

• When you change the names of the route policies in a localized policy, the modified policy might not work as expected. [VIP-35026] 

• After a vManage NMS silently reboots, it might be out of sync with the vManage cluster. [VIP-35891] 

• When a vBond orchestrator is unreachable or has wrong credentials configured, pushing a vEdge list to it fails with the message “File 
/home/ user /vedge_serial_numbers must be in home directory”, which does not provide any useful information to the user to 
understand what is wrong. [VIP-36285] 

• The default VPN 512 management feature template is named "Transport VPN", which is confusing because VPN 0 is the transport VPN. 
[VIP-36771] 

• If NMS services are down on one of the servers in a vManage cluster, you might not be able to perform an CLI operations from the 
vManage NMS. [VIP-37672] 

• In the vManage policy builder, you can configure a site list name that is longer that is allowed on the vSmart controller. When you 
attempt to activate the policy, an error occurs on the vSmart controller, [VIP-37859] 

• The vManage interface feature configuration templates do not have drop-downs for selecting interface speed and duplex settings. [VIP-
37973] 
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• After a CSR request is sent to Symantec but before the certificate has been approved, the vManage request to retrieve the certificate 
might die, and so the vManage NMS might not be able to retrieve the certificate even after it has been approved. [VIP-38092] 

• In a vManage cluster with two servers, if both servers go down, you might need to manually restart the vManage services to return the 
vManage servers to an operational state. To do this, issue the request nms configuration-db restart command from the vManage server. 
One way to determine whether you need to restart the services is to check the /var/log/nms/debug.log file on the vManage server for  a 
message indicating that neo4j needs to be restarted. [VIP-38228] 

• If you reboot one of vManage servers in a cluster while the vManage NMS is downloading a software image to a vEdge router, the 
cluster might report server errors and might stop operating properly. [VIP-38556] 

• In Forwarding Class/QoS in the Localized Policy wizard, if you create a class map, assign a queue to that class map, successfully add the 
queue, and then delete the class from the class map list, the Forwarding Class column might be empty instead of displaying the class 
name. [VIP-38690] 

• When a localized policy that includes a policer is attached to a vEdge router and is active on that device, you might not be able to edit 
the policer in the vManage policy wizard. [VIP-39294] 

  

Fixed Issues 
  

Issues Fixed in Release 18.2.0 

The following issues have been fixed in Viptela Software Release 18.2.0. The number following each issue is the bug number in the Viptela 
bug-tracking database. 

CloudExpress Service 

• The CloudExpress vQoE score history value might differ from the score shown for the corresponding application. [VIP-34346: This issue 
has been resolved.] 

Forwarding 

• The output of the traceroute command on a vEdge router might be incorrect. [VIP-23072: This issue has been resolved.] 

• When the output of the show ipsec outbound-connections command shows that tunnel MTU is 1441 bytes, a router fragments packets 
with the size (iplen) of 1438 bytes, but 1437-byte are not fragmented. There seems to be a 4-byte gap between tunnel MTU and the size 
at which the router actually starts fragmenting a packet. Also the TCP MSS seems to be 40 bytes smaller than expected for IPv4 packets 
and 60 bytes smaller for IPv6. [VIP-33527: This issue has been resolved.] 

• If the vEdge routers in your overlay network are running Release 17.2, you cannot add routers to the network that are running Release 
15.4. [VIP-35084: This issue has been resolved.] 

Interfaces 

• Traffic flow on IPsec tunnels might be interrupted when you configure only tunnel interface parameters, such as MTU and dead-peer 
detection. [VIP-31426: This issue has been resolved.] 

Policy 

• After you change a policy on the vSmart controller, the OMP process (ompd) process might fail and the vSmart controller might crash. 
[VIP-34098: This issue has been resolved.] 

Routing Protocols 

• When OMP redistributes BGP routes, it might not include in the origin metric. [VIP-36580: This issue has been resolved.] 

Security 





 
Cisco SD-WAN (Viptela) Configuration Guide, Release 18.2 

Release Notes 
 

17 

• If you try to push a Service VPN configuration template, the operation might fail with the error "Failed to create input variables". [VIP-
37705: This issue has been resolved.] 

  

YANG Files for Netconf and Enterprise MIB Files 
Netconf uses YANG files to install, manipulate, and delete device configurations, and Viptela supports a number of enterprise MIBs. Both 
are provided in a single tar file. Click the filename below to download the file. 

• YANG and Enterprise MIB files for Release 18.2.0 

  

Using the Product Documentation 
The Viptela product documentation is organized into seven modules: 

Module Description 

Getting 
Started 

Release notes for Viptela software releases, information on bringing up the Viptela overlay network for the first time, 
quick starts for vEdge routers, software download and installation, and an overview of the Viptela solution. 

vEdge Routers How to install, maintain, and troubleshoot vEdge routers and their components. Provides hardware server 
recommendations for the controller devices—vManage NMS, vSmart controller, and vBond orchestrator servers. 

Software 
Features 

Overview and configuration information for software features, organized by software release. 

vManage 
How-Tos 

Short step-by-step articles on how to configure, monitor, maintain, and troubleshoot Viptela devices using the vManage 
NMS. 

Command 
Reference 

Reference pages for CLI commands used to configure, monitor, and manage the Viptela devices. Includes reference 
pages for Viptela software REST API, a programmatic interface for controlling, configuring, and monitoring the Viptela 
devices in an overlay network. 

vManage Help Help pages for the vManage screens. These pages are also accessible from the vManage GUI. 

  

Tips 

• To create a PDF of an article or a guide, click the PDF icon located at the top of the left navigation bar. 

• To find information related to an article, see the Additional Information section at the end of each article. 

• To help us improve the documentation, click the Feedback button located in the upper right corner of each article page and submit your 
comments. 

  

Using the Search Engine 

• To search for information in the documentation, use the TechLibrary Search box located at the top of each page. 

• On the Help results page, you can narrow down your search by selecting the appropriate documentation module at the top of the page. 
If, for example, you are searching for power supply information for your vEdge router model, select the Hardware module and then 
select your vEdge router model. 

• When a search returns multiple entries with the same title, check the URL to select the article for your hardware platform or software 
release. 
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• When the search string is a phrase, the search engine prioritizes the individual words in a phrase before returning results for the entire 
phrase. For example, the search phrase full-cone NAT places links to "NAT" at the top of the search results. If such a search request does 
not return relevant results, enclose the entire search string in quotation marks (here, for example, "full-cone NAT" ). 

  

Issues 

• The maximum PDF page limit is 50 pages. 

• It is recommended that you use the Chrome browser when reading the production documentation. Some of the page elements, such as 
the PDF icon, might not display properly in Safari. 

• The screenshots for the vManage NMS screens that are included in the vManage help files and other documentation articles might not 
match the vManage NMS software screens. We apologize for the inconvenience. 

  

Requesting Technical Support 
To request technical support, send email to support@viptela.com . 

To provide documentation feedback or comments, send email to docs@viptela.com . 

  

Open Source Documentation 
The following links provide documentation details about open source software included in Viptela software: 

• MIPS platforms 

• vContainer platform 

• vManage NMS 

• x86 platforms 

  

Revision History 
Revision 1—Release 18.2.0, June 18, 2018 
Revision 2—Update, February 17, 2019 

mailto:support@viptela.com
mailto:docs@viptela.com
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System and Interfaces 

System and Interfaces Overview 
Setting up the basic system-wide functionality of Viptela network devices is a simple and straightforward process. These basic parameters 
include defining host properties, such as name and IP address; setting time properties, including NTP; setting up user access to the 
devices; defining system log (syslog) parameters; and creating network interfaces. In addition, the Viptela software provides a number of 
management interfaces for accessing the Viptela devices in the overlay network. 

  

Host Properties 
All Viptela devices have basic system-wide properties that specify information that the Viptela software uses to construct a view of the 
network topology. Each device has a system IP address, which provides a fixed location of the device in the overlay network. This address, 
whose function is similar to that of a router ID on a router, is independent of any of the interfaces and interface addresses on the device. 
The system IP address is a component of each device's TLOC address. 

A second host property that must be set on all Viptela devices is the IP address of the vBond orchestrator for the network domain, or a 
DNS name that resolves to one or more IP addresses for vBond orchestrators. As discussed in Components of the Viptela Solution , the 
vBond orchestrator automatically orchestrates the bringup of the overlay network, providing the introductions that allow vEdge routers 
and vSmart controllers to locate each other. 

Two other system-wide host properties are required on all devices, except for the vBond orchestrators, to allow the Viptela software to 
construct a view of the topology: the domain identifier and the site identifier. 

To configure the host properties, see Viptela Overlay Network Bringup . 

  

Time and NTP 
The Viptela software implements the Network Time Protocol (NTP) to synchronize and coordinate time distribution across the Viptela 
overlay network. NTP uses a returnable-time design in which a distributed subnet of time servers operating in a self-organizing, 
hierarchical primary-subordinate configuration synchronizes local clocks within the subnet to national time standards by means of wire or 
radio. The servers also can redistribute reference time using local routing algorithms and time daemons. NTP is defined in RFC 5905, 
Network Time Protocol Version 4: Protocol and Algorithms Specification . 

  

User Authentication and Access with AAA, RADIUS, and TACACS+ 
The Viptela software uses Authentication, Authorization, and Accounting (AAA) to provide security for Viptela devices on the network. 
AAA, in combination with RADIUS and TACACS+ user authentication, controls which users are allowed access to Viptela devices and what 
operations they are authorized to perform once they are logged in or connected to the devices. 

Authentication refers to the process by which the user trying to access the device is authenticated. To access Viptela devices, users log in 
with either a standard or a custom username and a password. The local device can authenticate users, or authentication can be performed 
by a remote device, either by a Remote Authentication Dial-In User Service (RADIUS) server or by a Terminal Access Controller Access-
Control System (TACACS+) system, or by both in sequence. 

Authorization determines whether the user is authorized to perform a given activity on the Viptela device. In the Viptela software, 
authorization is implemented using role-based access. Access is based on groups that are configured on the Viptela devices. A user can be 
a member of one or more groups. External groups are also considered when performing authorization; that is, the Viptela software 
retrieves group names from RADIUS or TACACS+ servers. Each group is assigned privileges that authorize the group members to perform 
specific functions on the Viptela device. These privileges correspond to specific hierarchies of the configuration commands and the 
corresponding hierarchies of operational commands that members of the group are allowed to view or modify. 

The Viptela software does not implement AAA accounting. 

For more information, see Role-Based Access with AAA . 

http://tools.ietf.org/html/rfc5905
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Authentication for WANs and WLANs 
For wired networks (WANs), vEdge routers can run IEEE 802.1X software to prevent unauthorized network devices from gaining access to 
the WAN. IEEE 802.1X is a port-based network access control (PNAC) protocol that uses a client–server mechanism to provide 
authentication for devices wishing to connect to the network. You enable 802.1X on vEdge router interfaces to have the router act as an 
802.1X authenticator, responsible for authorizing or denying access to network devices. 

IEEE 802.1X authentication requires three components: 

• Supplicant—Client device, such as a laptop, that requests access to the WAN. In the Viptela overlay network, a supplicant is any service-
side device that is running 802.1X-compliant software. These devices send network access requests to the vEdge router. 

• Authenticator—Network device, here a vEdge router, that provides a barrier to the WAN. In the overlay network, you can configure an 
interface vEdge router to act as an 802.1X authenticator. The vEdge router supports both controlled and uncontrolled ports. For 
controlled ports, the router acts as an 802.1X port access entity (PAE), allowing authorized network traffic and preventing unauthorized 
network traffic ingressing to and egressing from the controlled port. For uncontrolled ports, the router, acting as an 802.1X PAE, 
transmits and receives Extensible Authentication Protocol over IEEE 802 (EAP over LAN, or EAPOL) frames. 

• Authentication server—Host running authentication software that validates and authenticates supplicants that want to connect to the 
WAN. In the overlay network, this host is an external RADIUS server. This RADIUS server authenticates each client connected to the 
vEdge router's 802.1X port interface and assigns the interface to a VLAN before the client is allowed to access any of the services offered 
by the router or by the LAN. 

For wireless LANs (WLANs), vEdge routers can run IEEE 802.11i prevents unauthorized network devices from gaining access to 
the WLANs. IEEE 802.11i implements Wi-Fi Protected Access (WPA) and Wi-Fi Protected Access II (WPA2) to provide authentication and 
encryption for devices that want to connect to a WLAN. WPA authenticates individual users on the WLAN using a username and password. 
WPA uses the Temporal Key Integrity Protocol (TKIP), which is based on the RC4 cipher. WPA2 implements the NIST FIPS 140-2–compliant 
AES encryption algorithm along with IEEE 802.1X-based authentication, to enhance user access security over WPA. WPA2 uses the Counter 
Mode Cipher Block Chaining Message Authentication Code Protocol (CCMP), which is based on the AES cipher. Authentication is done 
either using preshared keys or through RADIUS authentication. 

  

Network Interfaces 
In the Viptela overlay network design, interfaces are associated with VPNs. The interfaces that participate in a VPN are configured and 
enabled in that VPN. Each interface can be present only in a single VPN. 

The overlay network has three broad types of VPNs: 

• Transport VPN—This is VPN 0. All interfaces activated in this VPN connect to a transport network of some type, such as the Internet, 
metro Ethernet, or an MPLS cloud, and these interfaces carry overlay network control traffic. The interfaces in VPN 0 are referred to as 
transport-side interfaces. You can configure transport VPNs on all Viptela devices. 

• Service VPNs—These are all VPNs up through VPN 65535 except for VPN 0 and VPN 512. You can configure service-side VPNs only on 
vEdge routers. All service-side interfaces activated in these VPNs connect to a local or branch network that is generally located at the 
same site as the vEdge router. These interfaces carry data traffic throughout the overlay network. 

• Management VPN—VPN 512 handles out-of-band management traffic. You can configure the management VPN on all Viptela devices. 

For all Viptela devices, you can configure transport interfaces to run either IPv4 or IPv6, or you can configure them to run both, for a dual-
stack implementation. 

For each network interface, you can configure a number of interface-specific properties, such as DHCP clients and servers, VRRP, interface 
MTU and speed, and PPPoE. At a high level, for an interface to be operational, you must configure an IP address for the interface and mark 
it as operational (no shutdown). In practice, you always configure additional parameters for each interface. 
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Management Interfaces 
Management interfaces provide access to devices in Viptela overlay network, allowing you to collect information from the devices in an 
out-of-band fashion and to perform operations on the devices, such as configuring and rebooting them. 

The following management interfaces are available: 

• Command-line interface (CLI) 

• IP Flow Information Export (IPFIX) 

• RESTful API 

• SNMP 

• System logging (syslog) messages 

• vManage web server 

  

CLI 

You can access a command-line interface (CLI) on each Viptela device, and from the CLI you configure overlay network features on the 
local device and gather operational status and information regarding that device. While a CLI is available, it is strongly recommended that 
you configure and monitor all Viptela network devices from a vManage web server, which provides visual views of network-wide 
operations and device status, including drill-downs that display details operation and status data. In addition, the vManage web server 
provides straightforward tools for bringing up and configuring overlay network devices, including bulk operations for setting up multiple 
devices simultaneously. 

You access the CLI either by establishing an SSH session to a Viptela device. For a hardware vEdge router, you can also connect to the 
device’s console port. 

For a Viptela device that is being managed by a vManage NMS, if you create or modify the configuration from the CLI, those changes are 
overwritten by the configuration that is stored in the vManage configuration database. 

From a device’s CLI, you can log in to the underlying shell running on the device, referred to as the vshell. The vshell filesystem stores 
system logging (syslog) and other files that contain status information about the device. The vManage NMS periodically retrieves the 
information in these files and makes the information available to be displayed on a vManage web server. 

It is recommended that you log in to a device’s shell only when you are working to debug an issue with the device or with the network. 

  

IPFIX 

the IP Flow Information Export (IPFIX) protocol, also called cflowd, is a tool for monitoring the traffic flowing through vEdge routers in the 
overlay network and exporting information about the traffic to a flow collector. The exported information is sent in template reports, 
which contain both information about the flow and data extracted from the IP headers of the packets in the flow. 

The Viptela cflowd performs 1:1 traffic sampling. Information about all flows is aggregated in the cflowd records; flows are not sampled. 
vEdge routers do not cache any of the records that are exported to a collector. 

The Viptela cflodw software implements cflowd version 10, as specified in RFC 7011 and RFC 7012 . 

For a list of elements exported by IPFIX, see Traffic Flow Monitoring with Cflowd . 

To enable the collection of traffic flow information, you create data policies that identify the traffic of interest and then direct that traffic 
to a cflowd collector. For more information, see Traffic Flow Monitoring with Cflowd. 

http://tools.ietf.org/html/rfc7011
http://tools.ietf.org/html/rfc7012
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You can also enable cflowd visibility directly on vEdge routers without configuring data policy so that you can perform traffic flow 
monitoring on traffic coming to the router from all VPNs in the LAN. You then monitor the traffic from the vManage GUI or from the 
router’s CLI. 

  

RESTful API 

The Viptela software provides a RESTful API, which is a programmatic interface for controlling, configuring, and monitoring the Viptela 
devices in an overlay network. You access the RESTful API through the vManage web server. 

The Viptela RESTful API calls expose the functionality of Viptela software and hardware features and of the normal operations you perform 
to maintain Viptela devices and the overlay network itself. 

For more information, see Viptela REST APIs . 

  

SNMP 

The Simple Network Management Protocol (SNMP) allows you to manage all Viptela devices in the overlay network. The Viptela software 
supports SNMP Version 1, Version 2 (also known as Version 2c, or v2c), and SNMPv3. All three versions of SNMP are supported 
simultaneously. For SNMPv1 and SNMPv2, the Viptela software does not include any of the security features that were originally included 
in the IETF SNMP drafts, but were later dropped because of the inability to standardize on a particular method. In SNMP v1, SNMP v2 user 
access is controlled by communities, so AAA rules for users and user groups are not enforced in this case. 

You can configure basic SNMP properties—device name, location, contact, and community—that allow the device to be monitored by an 
SNMP NMS. 

You can configure trap groups and SNMP servers to receive traps. 

The object identifier (OID) for the Internet port of the SNMP MIB is 1.3.6.1. The OID for the private portion of the Viptela MIB is 
1.3.6.1.4.1.41916. 

For a list of supported MIBs, see Supported SNMP MIBs . 

SNMP traps are asynchronous notifications that a Viptela device sends to an SNMP management server. Traps notify the management 
server of events, whether normal or significant, that occur on the Viptela device. By default, SNMP traps are not sent to an SNMP server. 
Note that for SNMPv3, the PDU type for notifications ie either SNMPv2c inform (InformRequest-PDU) or trap (Trapv2-PDU). For a list of 
supported trap types, see Configuring SNMP . 

  

Syslog Messages 

System logging operations use a mechanism similar to the UNIX syslog command to record system-wide, high-level operations that occur 
on the Viptela devices in the overlay network. The log levels (priorities) of the messages are the same as those in standard UNIX 
commands, and you can configure which priority of syslog messages are logged. Messages can be logged to a file on the Viptela device or 
to a remote host. 

  

vManage NMS 

The vManage NMS is a centralized network management system that allows configuration and management of all Viptela devices in the 
overlay network and provides a dashboard into the operations of the entire network and of individual devices in the network. Each 
vManage NMS runs on a web server in the network. Three or more vManage web servers are consolidated into a vManage cluster to 
provide scalability and management support for up to 6,000 vEdge routers, to distribute vManage functions across multiple devices, and 
to provide redundancy of network management operations. 
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Additional Information 
Configuring SNMP 
Configuring Time and Location 
Configuring User Access and Authentication 

Role-Based Access with AAA 
The Viptela AAA software implements role-based access to control the authorization permissions for users on Viptela devices. Role-based 
access consists of three components: 

• Users are those who are allowed to log in to a Viptela device. 

• User groups are collections of users. 

• Privileges are associated with each group. They define the commands that the group's users are authorized to issue. 

  

Users and User Groups 
All users who are permitted to perform operations on a Viptela device must have a login account. For the login account, you configure a 
username and a password on the device itself. These allow the user to log in to that device. A username and password must be configured 
on each device that a user is allowed to access. 

 

The Viptela software provides one standard username, admin , which is a user who has full administrative privileges, similar to a UNIX 
superuser. By default, the admin username password is admin . You cannot delete or modify this username, but you can and should 
change the default password. 

User groups pool together users who have common roles, or privileges, on the Viptela device. As part of configuring the login account 
information, you specify which user group or groups that user is a member of. You do not need to specify a group for the admin user, 
because this user is automatically in the user group netadmin  and is permitted to perform all operations on the Viptela device. 
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The user group itself is where you configure the privileges associated with that group. These privileges correspond to the specific 
commands that the user is permitted to execute, effectively defining the role-based access to the Viptela software elements. 

 

The Viptela software provides three standard user groups. The two groups basic and operator are configurable. While you can use these 
two groups for any users and privilege levels, the basic group is designed to include users who have permission to both view and modify 
information on the device, while the operator group is designed to include users who have permission only to view information. The third 
group is net admin , which is non-configurable. By default, it includes the admin user. You can add other users to this group. Users in this 
group are permitted to perform all operations on the device. 

  

Privileges for Role-Based Access 
Role-based access privileges are arranged into five categories, which are called tasks: 

• Interface—Privileges for controlling the interfaces on the Viptela device. 

• Policy—Privileges for controlling control plane policy, OMP, and data plane policy. 

• Routing—Privileges for controlling the routing protocols, including BFD, BGP, OMP, and OSPF. 

• Security—Privileges for controlling the security of the device, including installing software and certificates. Only users belonging to the 
netadmin group can install software on the system. 
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• System—General systemwide privileges. 

The tables in the following sections detail the AAA authorization rules for users and user groups. These authorization rules apply to 
commands issued from the CLI and to those issued from Netconf. 

  

User Authorization Rules for Operational Commands 
The user authorization rules for operational commands are based simply on the username. Any user who is allowed to log in to the Viptela 
device can execute most operational commands. However, only the admin user can issue commands that affect the fundamental 
operation of the device, such as installing and upgrading the software and shutting down the device. 

Note that any user can issue the config command to enter configuration mode, and once in configuration mode, they are allowed to issue 
any general configuration command. Also, any user is allowed to configure their password by issuing the system aaa user self password 
password command and then committing that configuration change. For the actual commands that configure device operation, 
authorization is defined according to user group membership. See User Group Authorization Rules for Configuration Commands . 

The following tables lists the AAA authorization rules for general CLI commands. All the commands are operational commands except as 
noted. Also, some commands available to the "admin" user are available only if that user is in the "netadmin" user group. 

CLI Command Any User Admin User 

clear history X X 

commit confirm X X 

complete-on-space X X 

config X X 

exit X X 

file X X 

help X X 

[no] history X X 

idle-timeout X X 

job X X 

logout — X 
(users in netadmin group only) 

monitor X X 

nslookup X X 

paginate X X 

ping X X 

poweroff —  X  
 (users in netadmin group only)  

prompt1 X X 

prompt2 X X 

quit X X 
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reboot —  X  
 (users in  netadmin  group only)  

request aaa 
request admin-tech 
request firmware 
request interface-reset 
request nms 
request reset 
request software 

— X 
(users in netadmin group only) 

request execute 
request download 
request upload 

X X 

*request (everything else)  —  X 

rollback (configuration mode command) — X 
(users in netadmin group only) 

screen-length X X 

screen-width X X 

show cli X X 

show configuration commit list X X 

show history X X 

show jobs X X 

show parser dump X X 

show running-config X X 

show users X X 

system aaa user self password password (configuration mode command) 
(Note: A user cannot delete themselves) 

  

tcpdump X X 

timestamp X X 

tools ip-route X X 

tools netstat X X 

tools nping X X 

traceroute X X 

vshell X X 
(users in netadmin group only) 

  

User Group Authorization Rules for Operational Commands 
The following table lists the user group authorization roles for operational commands. 
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Operational Command Interface Policy Routing Security System 

clear app  X    

clear app-route  X    

clear arp X     

clear bfd   X  X 

clear bgp   X  X 

clear bridge X     

clear cellular X     

clear control    X  

clear crash     X 

clear dhcp     X 

clear dns     X 

clear igmp   X   

clear installed-certificates    X  

clear interface X     

clear ip   X   

clear notification     X 

clear omp   X   

clear orchestrator    X  

clear ospf   X   

clear pim   X   

clear policy  X    

clear pppoe X     

clear system     X 

clear tunnel    X  

clear wlan X     

clear ztp    X X 

clock     X 

debug bgp   X   

debug cellular X     

debug cflowd  X    

debug chmgr     X 



 
Cisco SD-WAN (Viptela) Configuration Guide, Release 18.2 

System and Interfaces 
 

28 

debug config-mgr     X 

debug dhcp-client     X 

debug dhcp-helper     X 

debug dhcp-server     X 

debug fpm  X    

debug ftm     X 

debug igmp   X   

debug netconf     X 

debug omp   X   

debug ospf   X   

debug pim   X   

debug resolver   X   

debug snmp     X 

debug sysmgr     X 

debug transport     X 

debug ttm     X 

debug vdaemon    X X 

debug vrrp    X  

debug wlan X     

request certificate    X  

request control-tunnel    X  

request controller    X  

request controller-upload    X  

request csr    X  

request device    X  

request device-upload    X  

request on-vbond-controller    X  

request port-hop    X  

request root-cert-chain    X  

request security    X  

request vedge    X  
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request vedge-upload    X  

request vsmart-upload    X  

show aaa     X 

show app  X    

show app-route  X    

show arp X     

show bfd   X  X 

show bgp   X   

show boot-partition     X 

show bridge X     

show cellular X     

show certificate    X  

show clock     X 

show control    X X 

show crash     X 

show debugs—same as debug commands      

show dhcp     X 

show external-nat    X X 

show hardware     X 

show igmp   X   

show interface X     

show ip   X  X 

show ipsec    X  

show licenses     X 

show logging     X 

show multicast   X   

show nms-server     X 

show notification     X 

show ntp     X 

show omp  X X  X 

show orchestrator    X  
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show ospf   X   

show pim   X   

show policer  X    

show policy  X    

show ppp X     

show pppoe X     

show reboot     X 

show security-info    X  

show software     X 

show system     X 

show transport     X 

show tunnel    X  

show uptime     X 

show users     X 

show version     X 

show vrrp X     

show wlan X     

show ztp    X  

  

User Group Authorization Rules for Configuration Commands 
The following table lists the user group authorization rules for configuration commands. 

Configuration Command Interface Policy Routing Security System 

apply-policy  X    

banner     X 

bfd   X  X 

bridge X     

omp  X X  X 

policy  X    

security    X X 

snmp     X 

system     X 
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Creating Users 

The Viptela software provides one standard username, admin . Only a user who is logged is as the admin user is permitted to create 
additional users. 

To create a user account, configure the username and password, and place the user into a group: 

Viptela(config)# system aaa  
Vipteal(config)# user username password password  
Viptela(config - aaa)# group group - name 

username can be 1 to 128 characters long, and it must start with a letter. The name can contain only lowercase letters, the digits 0 through 
9, hyphens (-), underscores (_), and periods (.). The name cannot contain any uppercase letters. Some usernames are reserved, so you 
cannot configure them. For a list of them, see the aaa configuration command. 

password is the password for the user. Each username must have a password, and each user is allowed to change their own password. The 
CLI immediately encrypts the string and never displays a readable version of the password. When a user is logging in to the Viptela device, 
they have five chances to enter the correct password. After the fifth incorrect attempt, the user is locked out of the device, and they must 
wait 15 minutes before attempting to log in again. 

group-name is the name of one of the standard Viptela groups ( basic , netadmin , or operator ) or of a group configured with the 
usergroup command (discussed below). If an admin user changes the permission of a user by changing their group, and if that user is 
currently logged in to the device, the user is logged out and must log back in again. 

The factory-default password for the admin username is admin . It is strongly recommended that you modify this password the first time 
you configure a Viptela device. 

Viptela(config)# system aaa admin password password  

Configure the password as an ASCII string. The CLI immediately encrypts the string and never displays a readable version of the password. 
For example: 

vEdge(config - user - admin)# show config  
system  
 aaa  
  user admin  
   password $1$xULc8yYH$k71cTjvKESmeIGgImNDaC.  
  !  
  user eve  
   password $1$8z 3q4qoU$F6DMBr9vPBF0s/sl45ax5.  
   group    basic  
  !  
 !  
!  

If you are using RADIUS to perform AAA authentication, you can configure a specific RADIUS server to use to verify the password: 

Viptela(config)# system aaa radius - servers tag  

tag is a string that you defined with the radius server tag command, as described below. 

  

Creating Groups 

The Viptela software provides three fixed group names: basic , netadmin , and operator . The username admin is automatically placed in 
the netadmin usergroup. 

To create a custom group with specific authorization, configure the group name and privileges: 

Viptela(config)# system aaa usergroup group - name task privilege  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2203473707
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group-name can be 1 to 128 characters long, and it must start with a letter. The name can contain only lowercase letters, the digits 0 
through 9, hyphens (-), underscores (_), and periods (.). The name cannot contain any uppercase letters Some group names are reserved, 
so you cannot configure them. For a list of them, see the aaa configuration command. 

If a remote RADIUS or TACACS+ server validates authentication but does not specify a user group, the user is placed into the user group 
basic . If a remote server validates authentication and specifies a user group (say, X) using VSA Viptela-Group-Name, the user is placed into 
that user group only. However, if that user is also configured locally and belongs to a user group (say, Y), the user is placed into both the 
groups (X and Y). 

In the task option, list the privilege roles that the group members have. The role can be one or more of the following: interface , policy , 
routing , security , and system . 

In the following example, the basic user group has full access to the system and interface portions of the configuration and operational 
commands, and the operator user group can use all operational commands but can make no modifications to the configuration: 

vEdge# show running - confi g system aaa  
system  
 aaa  
  usergroup basic  
   task system read write  
   task interface read write  
  !  
  usergroup operator  
   task system read  
   task interface read  
   task policy read  
   task routing read  
   task security read  
  !  
  user admin  
   passwor d $1$tokPB7tf$vchR2JI9Sw1/dqgkqup9S.  
  !  
 !  
!  

  

Configuring RADIUS Authentication 
To have a Viptela device use RADIUS servers for user authentication, configure one or up to 8 servers: 

Viptela(config)#  system radius  
Viptela(config - radius)# server ip - addr ess  
Viptela(config - server)# secret - key password  
Viptela(config - server)# priority number  
Viptela(config - server)# auth - port port - number  
Viptela(config - server#) acct - port port - number  
Viptela(config - server)# source - interface interface - name 
Viptela(config - serv er)# tag tag  
Viptela(config - server)# vpn vpn - id  

For each RADIUS server, you must configure, at a minimum, its IP address and a password, or key. You can specify the key as a clear text 
string up to 32 characters long or as an AES 128-bit encrypted key. The local device passes the key to the RADIUS server. The password 
must match the one used on the server. To configure more than one RADIUS server, include the server and secret-key commands for each 
server. 

The remaining RADIUS configuration parameters are optional. 

To set the priority of a RADIUS server, as a means of choosing or load balancing among multiple RADIUS servers, set a priority value for the 
server. The priority can be a value from 0 through 7. A server with a lower priority number is given priority over one with a higher number. 

By default, the Viptela device uses port 1812 for authentication connections to the RADIUS server and port 1813 for accounting 
connections. To change these port numbers, use the auth-port and acct-port commands. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2203473707
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If the RADIUS server is reachable via a specific interface, configure that interface with the source-interface command. 

You can tag RADIUS servers so that a specific server or servers can be used for AAA, IEEE 802.1X, and IEEE 802.11i authentication and 
accounting. Define the tag here, with a string from 4 to 16 characters long. Then associate the tag with the radius-servers command when 
you configure AAA, and when you configure interfaces for 802.1X and 802.11i. 

If the RADIUS server is located in a different VPN from the Viptela device, configure the server's VPN number so that the Viptela device can 
locate it. If you configure multiple RADIUS servers, they must all be in the same VPN. 

When a Viptela device is trying to locate a RADIUS server, it goes through the list of servers three times. To change this, use the retransmit 
command, setting the number to a value from 1 to 1000: 

Viptela(config - radius)# retransmit number  

When waiting for a reply from the RADIUS server, a Viptela device waits 3 seconds before retransmitting its request. To change this time 
interval, use the timeout command, setting a value from 1 to 1000 seconds: 

Viptela(config - radius)# timeout seconds  

  

Configuring TACACS+ Authentication 
To have a Viptela device use TACACS+ servers for user authentication, configure one or up to 8 servers: 

Viptela(config)# system tacacs  
Viptela(config)# server ip - address  
Viptela(config - server)# secret - key password  
Viptela(config - server)# p riority number  
Viptela(config - server)# auth - port port - number  
Viptela(config - server)# source - interface interface - name 
Viptela(config - server)# vpn vpn - id  

For each TACACS+ server, you must configure, at a minimum, its IP address and and a password, or key. You can specify the key as a clear-
text string up to 32 characters long or as an AES 128-bit encrypted key. The local device passes the key to the TACACS+ server. The 
password must match the one used on the server. To configure more than one TACACS+ server, include the server and secret-key 
commands for each server. 

The remaining TACACS+ configuration parameters are optional. 

To set the priority of a RADIUS server, as a means of choosing or load balancing among multiple RADIUS servers, set a priority value for the 
server. The priority can be a value from 0 through 7. A server with a lower priority number is given priority over one with a higher number. 

By default, the Viptela device uses port 49 to connect to the TACACS+ server. To change this, use the auth-port command. 

If the TACACS+ server is reachable via a specific interface, configure that interface with the source-interface command. 

If the TACACS+ server is located in a different VPN from the Viptela device, configure the server's VPN number so that the Viptela device 
can locate it. If you configure multiple TACACS+ servers, they must all be in the same VPN. 

By default, PAP is used as the authentication type for the password for all TACACS+ servers. You can change the authentication type to 
ASCII: 

Viptela (config - tacacs)# authentication ascii  

When waiting for a reply from the TACACS+ server, a Viptela device waits 5 seconds before retransmitting its request. To change this time 
interval, use the timeout command, setting a value from 1 to 1000 seconds: 

Vipte la(config - tacacs)# timeout seconds  

  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1373183938


 
Cisco SD-WAN (Viptela) Configuration Guide, Release 18.2 

System and Interfaces 
 

37 

Configuring the Authentication Order 
The authentication order dictates the order in which authentication methods are tried when verifying user access to a Viptela device 
through an SSH session or a console port. The default authentication order is local , then radius , and then tacacs . With the default 
authentication order, the authentication process occurs in the following sequence: 

• The authentication process first checks whether a username and matching password are present in the running configuration on the 
local device. 

• If local authentication fails, and if you have not configured authentication fallback (with the auth-fallback command), the authentication 
process stops. However, if you have configured authentication fallback, the authentication process next checks the RADIUS server. For 
this method to work, you must configure one or more RADIUS servers with the system radius server command. If a RADIUS server is 
reachable, the user is authenticated or denied access based on that server's RADIUS database. If a RADIUS server is unreachable and if 
you have configured multiple RADIUS servers, the authentication process checks each server sequentially, stopping when it is able to 
reach one of them. The user is then authenticated or denied access based on that server's RADIUS database. 

• If the RADIUS server is unreachable (or all the servers are unreachable), the authentication process checks the TACACS+ server. For this 
method to work, you must configure one or more TACACS+ servers with the system tacacs server command. If a TACACS+ server is 
reachable, the user is authenticated or denied access based on that server's TACACS+ database. If a TACACS+ server is unreachable and if 
you have configured multiple TACACS+ servers, the authentication process checks each server sequentially, stopping when it is able to 
reach one of them. The user is then authenticated or denied access based on that server's TACACS+ database. 

• If the TACACS+ server is unreachable (or all TACACS+ servers are unreachable), user access to the local Viptela device is denied. 

To modify the default order, use the auth-order command: 

Viptela (config - system - aaa)# auth - order (local | radius | tacacs)  

Specify one, two, or three authentication methods in the preferred order, starting with the one to be tried first. If you configure only one 
authentication method, it must be local . 

To have the "admin" user use the authentication order configured in the auth-order command, use the following command: 

Viptela(config - system - aaa)# admin - auth - order  

If you do not include this command, the "admin" user is always authenticated locally. 

You can configure authentication to fall back to a secondary or tertiary authentication mechanism when the higher-priority authentication 
method fails to authenticate a user, either because the user has entered invalid credentials or because the authentication server is 
unreachable (or all the servers are unreachable): 

Viptela(config - system - aaa)# auth - fallback  

Fallback to a secondary or tertiary authentication mechanism happens when the higher-priority authentication server fails to authenticate 
a user, either because the credentials provided by the user are invalid or becasue the server is unreachable. 

The following examples illustrate the default authentication behavior and the behavior when authentication fallback is enabled: 

• If the authentication order is configured as radius local : 

– With the default authentication, local authentication is used only when all RADIUS servers are unreachable. If an 
authentication attempt via a RADIUS server fails, the user is not allowed to log in even if they have provided the correct 
credentials for local authentication. 

– With authentication fallback enabled, local authentication is used when all RADIUS servers are unreachable or when a RADIUS 
server denies access to a user. 

• If the authentication order is configured as local radius : 

– With the default authentication, RADIUS authentication is tried when a username and matching password are not present in 
the running configuration on the local device. 

– With authentication fallback enabled, RADIUS authentication is tried when a username and matching password are not present 
in the running configuration on the local device. In this case, the behavior of two authentication methods is identical. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3892282730
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3768728808
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3255091076
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• If the authentication order is configured as radius tacacs local : 

– With the default authentication, TACACS+ is tried only when all RADIUS servers are unreachable, and local authentication is 
tried only when all TACACS+ servers are unreachable. If an authentication attempt via a RADIUS server fails, the user is not 
allowed to log in even if they have provided the correct credentials for the TACACS+ server. Similarly, if a TACACS+ server 
denies access, the user cannot log via local authentication. 

– With authentication fallback enabled, TACACS+ authentication is used when all RADIUS servers are unreachable or when a 
RADIUS server denies access a user. Local authentication is used next, when all TACACS+ servers are unreachable or when a 
TACACS+ server denies access to a user. 

If a remote server validates authentication but does not specify a user group, the user is placed into the user group basic . 

If a remote server validates authentication and specifies a user group (say, X), the user is placed into that user group only. However, if that 
user is also configured locally and belongs to a user group (say, Y), the user is placed into both the groups (X and Y). 

If a remote server validates authentication and that user is not configured locally, the user is logged in to the vshell as the user basic , with 
a home directory of /home/basic. 

If a remote server validates authentication and that user is configured locally, the user is logged in to the vshell under their local username 
(say, eve) with a home direction of /home/ username (so, /home/eve). 

  

Configuring NAS Attributes 
For RADIUS and TACACS+, you can configure Network Access Server (NAS) attributes for user authentication and authorization. To do this, 
you create a vendor-specific attributes (VSA) file, also called a RADIUS dictionary or a TACACS+ dictionary, on the RADIUS or TACACS+ 
server that contains the desired permit and deny commands for each user. The Viptela device retrieves this information from the RADIUS 
or TACACS+ server. 

The VSA file must be named dictionary.viptela, and it must contain text in the following format: 

localhost$ more dictionary.viptela  
 # - * -  text - * -  
# 
#  dictionary.viptela  
# 
# 
# Version:      $Id$  
# 
  
VENDOR          Viptela                         41916  
  
BEGIN- VENDOR    Viptela  
  
ATTRIBUTE       Viptela - Group - Name              1    string  

The Viptela software has three predefined user groups, as described above: basic , netadmin , and operator . These groups have the 
following permissions: 

Viptela# show aaa usergroup  
GROUP     USERS  TASK       PERMISSION   
----------------------------------------  
basic     -       system     read   
                 interf ace  read   
netadmin  admin  system     read write   
                 interface  read write   
                 policy     read write   
                 routing    read write   
                 security   read write   
operator  -       system     read         
                 interface  read         
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                 policy     read         
                 routing    read         
                 security   read         

To create new user groups, use this command: 

Viptela(config)# system aaa usergroup group - name task privilege  

Here is a sample user configuration on a RADIUS server, which for FreeRADIUS would be in the file "users": 

user1   Cleartext - password := "user123"  
        Service - Type = NAS - Prompt - User,  
        Viptela - Group - Name = operator,  

Then in the dictionary on the RADIUS server, add a pointer to the VSA file: 

$INCLUDE    /usr/share/freeradius/dictionary.viptela  

 
For TACACS+, here is a sample configuration, which would be in the file tac_plus.conf: 

group = test_group {  
        default service = pe rmit  
        service = ppp protocol = ip {  
              Viptela - Group - Name = operator  
        }  
}  
user = user1 {  
       pap = cleartext "user123"  
       member = test_group  
}  

  

Additional Information 
Configuring IEEE 802.1X and IEEE 802.11i Authentication 
Role-Based Access with AAA 
show aaa usergroup 
show users 

Configuring Time and Location 
This article describes how to configure time and location services on Viptela devices. 

  

Configure Network-Wide Time with NTP 
To coordinate and synchronize time across all devices in the Viptela overlay network, configure the IP address or DNS server address of an 
NTP server on each device. The IP address must be an IPv4 address; it cannot be an IPv6 address. If necessary, specify the VPN through 
which the server is reachable. 

Viptela(config)# system ntp server (dns - server - address | ipv4 - address)  
Viptela(config - system)# ntp server (dns - server - address | i pv4 - address) vpn vpn - id  

You can configure up to four NTP servers, and they must all be located or reachable in the same VPN. The software uses the server at the 
highest stratum level. If more than one server is at the same stratum level, you can configure the preference to use a specific server: 

Viptela(config - ntp)# ntp server (dns - server - address | ipv4 - address) prefer  

You can configure an MD5 authentication key to use as a password to access an NTP server: 

Viptela(config - system)# ntp keys  
Viptela(config - ke ys)# authentication key - id md5 md5 - key  

key-id is a number that identifies the MD5 authentication key. It can be a number from 1 through 65535. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1680631761
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4036495796
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md5-key is the MD5 authentication key. You can enter it as cleartext or as an AES-encrypted key. 

To use an MD5 authentication key for an NTP server, the key must be configured to be trusted: 

Viptela(config - system)# ntp keys trusted key - id  

Finally, associate the MD5 authentication key with the NTP time server: 

Viptela(config - system)# ntp server (dns - server - address |ipv4 - address) key key - id  

You can configure NTP packets to exit from a specific interface on the router. The interface must be located in the same VPN as the NTP 
server. If it is not, the configuration is ignored. 

Viptela(config - system) # ntp server (dns - server - address | ipv4 - address) source - interface interface - name 

The following example configures three NTP servers. One of the NTP servers is at the NTP pool project at the Network Time Foundation 
and uses no authentication. The other two are internal servers and are configured with MD5 authentication: 

Viptela# show running - config system ntp  
system  
 ntp  
  keys  
   authentication 1001 md5 $4$KXLzYT9k6M8zj4BgLEFXKw==  
   authentication 1002 md5 $4$KXLzYTxk6M8zj4BgLEFXKw==  
   authentication 1003  md5 $4$KXLzYT1k6M8zj4BgLEFXKw==  
   trusted 1001 1002  
  !  
  server 192.168.15.243  
   key     1001  
   vpn     512  
   version 4  
  exit  
  server 192.168.15.242  
   key     1002  
   vpn     512  
   version 4  
  exit  
  server us.pool.ntp.org  
   vpn     512  
   versi on 4  
  exit  
 !  
!  

Configuring NTP on a Viptela device allows that device to contact NTP servers to synchronize time. Other devices are allowed to ask a 
Viptela device for the time, but no devices are allowed to use the Viptela device as an NTP server. 

  

Configure the Timezone 
The default timezone on all Viptela devices is UTC.If your devices are located in multiple timezones (and even if they are not), we 
recommend that you use the default timezone, which is UTC, on all device so that the times in all logging and archive files are consistent. 

To change the timezone on a device: 

Viptela(config - system)# clock timezone timezone  

  

Set the Time Locally 
For Viptela devices that are part of a test or local network, you can set the time locally without using NTP because you do not need to 
ensure that time is synchronized across an entire network of devices. You can also set the time locally on any device as it is joining the 
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network, in addition to configuring an NTP server, and this time will be overwritten by the official NTP time once the device contacts the 
NTP server. 

To set the local time and date, issue the following operational commands: 

Viptela# clock set time hh:mm:ss[.sss]  
Viptela# clock set date ccyy - mm- dd 

You can also issue these commands as a single command: 

Viptela# clock set date ccyy - mm- dd time hh:mm:ss[.sss]  

or 

Viptela# clock set time hh:mm:ss[.sss] date ccyy - mm- dd 

To set the timezone, specify it in the configuration: 

Viptela(config)# system clock timezone timezone  

  

Configure a Device's Geographic Location 
Configuring a device's geographic location by setting its latitude and longitude allows the device to be placed properly on the vManage 
NMS's network map. 

To set a device's latitude and longitude: 

Viptela(config - system)# gps - location latitude degre es.minutes - and - seconds longitude degrees.minutes - and-
seconds  

You can also set these values using two separate commands: 

Viptela(config - system)# gps - location latitude degrees. minutes - and- seconds  
Viptela(config - system)# gps - location longitude degrees. minutes - and- seconds  

For example: 

vEdge(config - system)# gps - location latitude 37.0000 longitude 122.0600  
 
OR 
 
vEdge(config - system)# gps - location latitude 37.000  
vEdge(config - system)# gps - location longitude 122.0600  
 
vEdge(config - system)# show fu ll - configuration  
system  
 host - name         vEdge  
 gps - location latitude 36.972  
 gps - location longitude 122.0263  
...  

You can also configure a text description of the device's location: 

Viptela(config - system)# location "description of location"  

For example: 

vEdge(config - system)# location "UCSC in Santa Cruz, California"  
vEdge(config - system)# show full - configuration  
system  
 host - name         vEdge  
 location          "UCSC in Santa Cruz, California"  
 gps - location latitude 37.0000  
 gps - location longitude 122. 0600  
...  
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Additional Information 
show clock 
show ntp associations 
show ntp peer 
show uptime 

Configuring SNMP 
This article describes how to enable SNMP on a Viptela device. 

  

Enabling SNMP 
By default, SNMP is disabled on Viptela devices. To enable it and provide support for SNMP Versions 1, 2, and 3: 

Viptela(config)# snmp  
Viptela(config - snmp)# no shutdown  

Enabling SNMP allows the device to use MIBs, generate traps, and respond to requests from an SNMP walk application. 

  

Configuring an SNMP View 
To create an SNMP view, along with an OID, so that SNMP information is available to the SNMP server, configure an SNMP view and its 
corresponding OID subtree: 

Viptela(config - snmp)# view string  
Viptela(config - snmp)# oid oid - subtree  

In the OID subtree, you can use the wildcard * (asterisk) in any position to match any value at that position. 

The following example creates a view of the Internet portion of the SNMP MIB: 

Viptela(config)# snmp view v2 oid 1.3.6.1  

The following example creates a view of the private portion of the VIptela MIB: 

Viptela(config)# snmp view viptela - private oid 1.3.6.1.4.1.41916  

  

Configuring Access to an SNMP View 
To require authentication privileges to access an SNMP view, configure SNMPv3. To do this, you configure authentication credentials for 
SNMPv3 users, and you configure groups of SNMP views and the authentication credentials required to access the views. 

To configure authentication credentials for an SNMPv3 user, create a user and assign them an authentication level and a privacy level, 
depending on the authentication type you configure for the SNMP group (with the snmp group command, described below): 

Viptela(config)# snmp user username  
Viptela(config - user)# auth authentication  
Viptela(config - user)# auth - passw ord password  
Viptela(config - user)# priv privacy  
Viptela(config - user)# priv - password password  

The username can be a string from 1 to 32 characters. 

The authentication commands enable authentication privileges for the user. authentication can be either message digest 5 ( md5 ) or SHA-
2 message digest ( sha ). You can enter the password as a cleartext string or as an AES-encrypted key. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3278348486
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4266807740
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1947549143
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp2612638300
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The privacy commands enable a privacy mechanism for the user. privacy can be either the Advanced Encryption Standard cipher algorithm 
used in cipher feedback mode, with a 128-bit key ( aes-cfb-128 ). You can enter the password as a cleartext string or as an AES-encrypted 
key. 

Then associate the SNMPv3 user with an SNMP group: 

Viptela(config - user)# group group - name 

group-name is the name of a group of views that you configure with the snmp group command. 

To configure a group of views: 

Viptela(config)# snmp group group - name authentication  
Viptela(config - group)# view view - name 

The group name can be a string from 1 to 32 characters. 

The authentication to use to for the group can be one of the following: 

• auth-no-priv —Authenticate using the HMAC-MD5 or HMAC-SHA algorithm. When you configure this authentication, users in this group 
must be configured with an authentication and an authentication password (with the snmp user auth and auth-password commands). 

• auth-priv —Authenticate using the HMAC-MD5 or HMAC-SHA algorithm, and provide CBC DES 56-bit encryption. When you configure 
this authentication, users in this group must be configured with an authentication and an authentication password (with the snmp user 
auth and auth-password commands) and a privacy and privacy password (with the snmp user priv and priv-password commands). 

• no-auth-no-priv —Authenticate based on a username. When you configure this authentication, you do not need to configure 
authentication or privacy credentials. 

The view name is the name of a SNMP view that you configure with the snmp view command. 

Here is an example configuration for SNMP users and groups: 

vEdge(config - snmp)# show full - configuration  
snmp 
 no shutdown  
 view v2  
  oid 1.3.6.1  
 !  
 community private  
  view          v2  
  authorization read - only  
 !  
 group private - community auth - priv  
  view v2  
 !  
 user noc - staff  
  auth          md5  
  auth - password $4$aCGzJjtS3/czj4BgLEFXKw==  
  group         private - community  
 !  
!  

  

Configuring Contact Parameters 
For each Viptela device, you can configure its SNMP node name, physical location, and contact information for the person or entity 
responsible for the device: 

Viptela(config)# snmp  
Viptela(config - snmp)# name string  
Viptela(config - snmp)# location string  
Viptela(config - snmp)# contact string  
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If any of the strings include spaces, enclose the entire string in quotation marks (" "). 

  

Configuring an SNMP Community 
The SNMP community string defines the relationship between an SNMP server system and the client systems. This string acts like a 
password to control the clients' access to the server. To configure a community string, use the community command: 

Viptela(conf ig - snmp)# community name  
Viptela(config - community - name)# authorization read - only  
Viptela(config - community - name)# view string  

The community name can be 1 through 32 characters long. It can include angle brackets (< and >). If the name includes spaces, enclose the 
entire name in quotation marks (" "). 

Use the view command to specify the portion of the MIB tree to view. string is the name of a view record configured with the snmp view 
command, as described below. 

The Viptela software supports the standard interfaces MIB, IF-MIB, and the system MIB (SNMPv2-MIB), which are automatically loaded 
onto the Viptela device when you install the Viptela software. For a list of enterprise MIBs, see the System and SNMP Overview . The MIBs 
supported by the Viptela software do not allow write operations, so you can configure only read-only authorization (which is the default 
authorization). 

  

Configuring View Records 
To configure a portion of an SNMP MIB to view, use the view command: 

Viptela(conf ig - snmp)# view string  
Viptela(config - view)# oid oid - subtree [exclude]  

For example, to view the Internet portion of the SNMP MIB configure the OID 1.3.6.1: 

Viptela(config - snmp)# view v2 oid 1.3.6.1  

To view the private portion of the Viptela MIB, configure the OID 1.3.6.1.4.1.41916. 

  

Configuring SNMP Traps 
SNMP traps are asynchronous notifications that a Viptela device sends to an SNMP management server. Traps notify the management 
server of events, whether normal or significant, that occur on the Viptela device. By default, SNMP traps are not sent to an SNMP server. 
Note that for SNMPv3, the PDU type for notifications ie either SNMPv2c inform (InformRequest-PDU) or trap (Trapv2-PDU). 

To configure SNMP traps, you define the traps themselves and you configure the SNMP server that is to receive the traps. 

To configure groups of traps to be collected on a Viptela device, use the trap group command: 

Viptela(config - snmp)# trap group group - name 
Viptela(config - group)# trap - type level severity  

The group-name is a name of your choosing. 

The trap-type can be one of those listed in the table below. 

The severity level can be one or more of critical , major , and minor . 

Severity Level 

Trap Type 
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Critical 

Major 

Minor 

all 

All critical traps listed below. 

All major traps listed below. 

All minor traps listed below. 

app-route 

SLA_Change 

bfd 

BFD_State_Change 

bridge 

Bridge_Creation 
Bridge_Deletion 
Max_MAC_Reached 

control 

No_Active_vBond 
No_Active_vSmart 

Connection_Auth_Fail 
Connection_State_Change 
Connection_TLOC_IP_Change 
vBond_State_Change 

dhcp 

Server_State_Change 

Address_Assigned 
Address_Released 
Address_Renewed 
Request_Rejected 
Server_State_Change 

hardware 

EMMC_Fault 
Fan_Fault 
FanTray_Fault 
Flash_Fault 
PEM_Fault 
PEM_State_Change 
PIM_Fault 
PIM_State_Change 
SDCard_Fault 
SFP_State_Change 
TempSensor_Fault 
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TempSensor_State 
USB_State_Change 

omp 

Data_Policy 
Number_of_vSmarts_Change 
Peer_State_Change 
State_Change 
TLOC_State_Change 

policy 

Access_List_Association_Status 
Data_Policy_Association_Status 
SLA_Violation_Pkt_Drop 

SLA_Violation 

routing 

BGP_Peer_State_Change 
OSPF_Interface_State_Change 
OSPF_Neighbor_State_Change 
PIM_Interface_State_Change 
PIM_Neighbor_State_Change 
PIM_Tunnel_State_Change 

security 

Clear_Installed_Certificate 
Root_Cert_Chain_Uninstalled 
vEdge_Entry_Added 
vEdge_Entry_Removed 
vEdge_Serial_File_Uploaded 
vSmart_Entry_Added 
vSmart_Entry_Removed 
vSmart_Serial_File_Uploaded 

Certificate_Installed 
New_CSR_Generated 
Root_Cert_Chain_Installed 
Tunnel_IPSec_Manual_Rekey 
Tunnel_IPSec_Rekey 

system 

AAA_Admin_Pwd_Change 
Disk_Usage 
Memory_Usage 
Process_Restart 
System_AAA_Login_Fail 
System_Pseudo_Commit_Status 
System_Reboot_Complete 

Domain_ID_Change 
Org_Name_Change 
Reboot_Issued 
Site_ID_Change 
Software_Install_Status 
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System_Commit 
System_IP_Change 
System_Login_Change 
System_Logout_Change 

vpn 

Interface_State_Change 
VRRP_Group_State_Change 

Route_Install_Fail 
Tunnel_Install_Fail 

wwan 

Bearer_Change 
Domain_State_Change 
Reg_State_Change 
SIM_State_Change 

A single trap group can contain multiple trap types. In the configuration, specify one trap type per line, and each trap type can have one, 
two, or three severity levels. See the configuration example below for an illustration of the configuration process. 

To configure the SNMP server to receive the traps, use the trap target command: 

Viptela(config - snmp)# trap target vpn vpn - id ipv4 - address udp - port  
Viptela(config - target)# group - name name  
Viptela(config - target)# community - name community - name 
Viptela(config - target)# source - interface interface - name 

For each SNMP server, specify the identifier of VPN where the server is located, the server's IPv4 address, and the UDP port on the server 
to connect to. When configuring the trap server's address, you must use an IPv4 address. You cannot use an IPv6 address. 

In the group-name command, associate a previously configured trap group with the server. The traps in that group are sent to the SNMP 
server. 

In the community-name command, associate a previously configure SNMP community with the SNMP server. 

In the source-interface command, configure the interface to use to send traps to the SNMP server that is receiving the trap information. 
This interface cannot be a subinterface. 

The following configuration example sends all traps to one SNMP server and only critical traps to another SNMP server. We configure two 
SNMP trap groups and the two target SNMP servers: 

vEdge# config  
Entering configuration mode terminal  
vEdge(config)# snmp  
vEdge(config - snmp)# view community - view  
vEdge(config - view - community - view)# exit  
vEdge(config - snmp)# community public  
vEdge(config - community - public)# authorization read - only  
vEdge(config - community - public)# view community - view  
vEdge(config - community - public)# exit  
vEdge(config - snmp)# trap group all - traps  
vEdge(config - group - all - traps)# all level critical major minor  
vEdge(c onfig - group - all)# exit  
vEdge(config - group - all - traps)# exit  
vEdge(config - snmp)# trap group critical - traps  
vEdge(config - group - critical - traps)# control level critical  
vEdge(config - group - control)# exit  
vEdge(config - group - critical - traps)# exit  
vEdge(config - snmp)# trap target vpn 0 10.0.0.1 162  
vEdge(config - target - 0/10.0.0.1/162)# group - name all - traps  
vEdge(config - target - 0/10.0.0.1/162)# community - name public  
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vEdge(config - target - 0/10.0.0.1/162)# exit  
vEdge(config - snmp)# trap target vpn 0 10.0.0.2 162  
vEdge(confi g- target - 0/10.0.0.2/162)# group - name critical - traps  
vEdge(config - target - 0/10.0.0.2/162)# community - name public  
vEdge(config - target - 0/10.0.0.2/162)# exit  
vEdge(config - snmp)# show full - configuration  
snmp 
 view community - view  
 !  
 community public  
  view          community - view  
  authorization read - only  
 !  
 trap target vpn 0 10.0.0.1 162  
  group - name     all - traps  
  community - name public  
 !  
 trap target vpn 0 10.0.0.2 162  
  group - name     critical - traps  
  community - name public  
 !  
 trap group all - traps  
  all  
   level critical major minor  
  !  
 !  
 trap group critical - traps  
  bfd  
   level critical  
  !  
  control  
   level critical  
  !  
  hardware  
   level critical  
  !  
  omp 
   level critical  
  !  
 !  
!  
vEdge(config - snmp)#  

For each trap generated by a Viptela device, the device also generates a notification message. Use the show notification stream viptela 
command to display these messages. Here is an example of the command output. The first line of the output shows the time when the 
message was generated (the SNMP eventTime). The time is shown in UTC format. not in the device's local time. The second line of the 
notification contains a description of the event, and the third line indicates the severity level. 

vEdge# show notification stream viptela  
notification  
 eventTime 2015 - 04- 17T14:39:41.687272+00:00  
 bfd - state - change  
  severity - level major  
  host - name vEdge  
  system - ip 1.1.4.2  
  src - ip  192.168.1.4  
  dst - ip 108.200.52.250  
  proto ipsec  
  src - port 12346  
  dst - port 12406  
  local - system - ip 1.1.4.2  
  local - color default  
  remote - system - ip 1.1.9.1  
  remote - color default  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4144497873
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  new- state down  
 !  
!  
notification  
 eventTime 2015 - 04- 17T15:12:20.435831 +00:00  
 tunnel - ipsec - rekey  
  severity - level minor  
  host - name vEdge  
  system - ip 1.1.4.2  
  color default  
 !  
!  
notification  
 eventTime 2015 - 04- 17T16:56:50.314986+00:00  
 system - login - change  
  severity - level minor  
  host - name vEdge  
  system - ip 1.1.4.2  
  use r - name admin  
  user - id 9890  
 !  

  

Additional Information 
OID Repository 
System, Interface, and SNMP CLI Reference 
System and SNMP Overview 
For Viptela enterprise MIBs, see the YANG Files for Netconf and Enterprise MIB Files section in the release notes for your software release. 

Configuring Network Interfaces 
In the Viptela overlay network design, interfaces are associated with VPNs. The interfaces that participate in a VPN are configured and 
enabled in that VPN. Each interface can be present only in a single VPN. 

At a high level, for an interface to be operational, you must configure an IP address for the interface and mark it as operational ( no 
shutdown ). In practice, you always configure additional parameters for each interface. 

You can configure up to 512 interfaces on a Viptela device. This number includes physical interfaces, loopback interfaces, and 
subinterfaces. 

This article describes how to configure the general properties of WAN transport and service-side network interfaces. For information 
about how to configure specific interface types and properties—including cellular interfaces, DHCP, PPPoE, VRRP, and WLAN interfaces—
see the links in the Additional Information section at the end of this article. 

  

Configure Interfaces in the WAN Transport VPN (VPN 0) 
VPN 0 is the WAN transport VPN. This VPN handles all control plane traffic, which is carried over OMP sessions, in the overlay network. For 
a Viptela device to participate in the overlay network, at least one interface must be configured in VPN 0, and at least one interface must 
connect to a WAN transport network, such as the Internet or an MPLS or a metro Ethernet network. This WAN transport interface is 
referred to as a tunnel interface. At a minimum, for this interface, you must configure an IP address, enable the interface, and set it to be a 
tunnel interface. 

To configure a tunnel interface on a vSmart controller or a vManage NMS, you create an interface in VPN 0, assign an IP address or 
configure the interface to receive an IP address from DHCP, and mark it as a tunnel interface. The IP address can be either an IPv4 or IPv6 
address. To enable dual stack, configure both address types. You can optionally associate a color with the tunnel. 

Note: You can configure IPv6 addresses only on transport interfaces, that is, only in VPN 0. 

vSmart/vManage(config)# vpn 0  
vSmart/vManage(config - vpn - 0)# interface interface - name 

http://oid-info.com/
https://www.cisco.com/c/en/us/support/routers/sd-wan/products-release-notes-list.html
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vSmart/vManage(config - interface)# [ip address prefix/length | ip dhcp - client [dhcp - distance number]  
vSmart/vManage(config - interface)# [ipv6 address prefix/length | ipv6  dhcp - client [dhcp - distance number] 
[dhcp - rapid - commit]  
vSmart/vManage(config - interface)# no shutdown  
vSmart/vManage(config - interface)# tunnel - interface  
vSmart/vManage(config - tunnel - interface)# color color  
vSmart/vManage(config - tunnel - interface)# [no] allo w- service service  

Tunnel interfaces on vEdge routers must have an IP address, a color, and an encapsulation type. The IP address can be either an IPv4 or 
IPv6 address. To enable dual stack, configure both address types. 

vEdge(config)# vpn 0  
vEdge(config - vpn- 0)# interface interface - name 
vEdge(config - interface)# [ip address prefix/length | ip dhcp - client [dhcp - distance number]  
vEdge(config - interface)# [ipv6 address prefix/length | ipv6 dhcp - client [dhcp - distance number] [dhcp -
rapid - commit]  
vEdge(config - interf ace)# no shutdown  
vEdge(config - interface)# tunnel - interface  
vEdge(config - tunnel - interface)# color color [restrict]  
vEdge(config - tunnel - interface)# encapsulation (gre | ipsec)  
vEdge(config - tunnel - interface)# [no] allow - service service  

On vSmart controllers and vManage NMSs, interface-name can be either eth number or loopback number . Because vSmart controllers 
and vManage NMSs participate only in the overlay network's control plane, the only VPN that you can configure on these devices is VPN 0, 
and hence all interfaces are present only in this VPN. 

On vEdge routers, interface-name can be ge slot / port , gre number , ipsec number , loopback string , natpool number , or ppp number . 

To enable the interface, include the no shutdown command. 

For the tunnel interface, you can configure a static IPv4 or IPv6 address, or you can configure the interface to receive its address from a 
DHCP server. To enable dual stack, configure both an IPv4 and an IPv6 address on the tunnel interface. 

Color is a Viptela software construct that identifies the transport tunnel. It can be 3g , biz-internet , blue , bronze , custom1 , custom2 , 
custom3 , default , gold , green , lte , metro-ethernet , mpls , private1 through private6 , public-internet , red , and silver . The colors 
metro-ethernet , mpls , and private1 through private6 are referred to as private colors , because they use private addresses to connect to 
the remote side vEdge router in a private network. You can use these colors in a public network provided that there is no NAT device 
between the local and remote vEdge routers. 

To limit the remote TLOCs that the local TLOC can establish BFD sessions with, mark the TLOC with the restrict option. When a TLOC is 
marked as restricted, a TLOC on the local router establishes tunnel connections with a remote TLOC only if the remote TLOC has the same 
color. 

On a vSmart controller or vManage NMS, you can configure one tunnel interface. On a vEdge router, you can configure up to eight tunnel 
interfaces. This means that each vEdge router can have up to eight TLOCs. 

On vEdge routers, you must configure the tunnel encapsulation. The encapsulation can be either IPsec or GRE. For IPsec encapsulation, the 
default MTU is 1442 bytes, and for GRE it is 1468 bytes, These values are a function of overhead required for BFD path MTU discovery, 
which is enabled by default on all TLOCs. (For more information, see Configuring Control Plane and Data Plane High Availability Parameters 
.) You can configure both IPsec and GRE encapsulation by including two encapsulation commands under the same tunnel-interface 
command. On the remote vEdge router, you must configure the same tunnel encapsulation type or types so that the two routers can 
exchange data traffic. Data transmitted out an IPsec tunnel can be received only by an IPsec tunnel, and data sent on a GRE tunnel can be 
received only by a GRE tunnel. The Viptela software automatically selects the correct tunnel on the destination vEdge router. 

A tunnel interface allows only DTLS, TLS, and, for vEdge routers, IPsec traffic to pass through the tunnel. To allow additional traffic to pass 
without having to create explicit policies or access lists, enable them by including one allow-service command for each service. You can 
also explicitly disallow services by including the no allow-service command. Note that services affect only physical interfaces. You can 
allow or disallow these services on a tunnel interface: 

Service vEdge Router vManage NMS vSmart Controller 

all (Overrides any commands that allow or disallow individual services) X X X 
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bgp X — — 

dhcp (for DHCPv4 and DHCPv6) X — — 

dns X — — 

https — X — 

icmp X X X 

netconf — X — 

ntp X — — 

ospf X — — 

sshd X X X 

stun X X X 

The allow-service stun command pertains to allowing or disallowing a Viptela device to generate requests to a generic STUN server so that 
the device can determine whether it is behind a NAT and, if so, what kind of NAT it is and what the device's public IP address and public 
port number are. On a vEdge router that is behind a NAT, you can also have tunnel interface to discover its public IP address and port 
number from the vBond controller: 

vEdge(config - tunnel - interface)# vbond - as - stun - server  

With this configuration, the vEdge router uses the vBond orchestrator as a STUN server, so the router can determine its public IP address 
and public port number. (With this configuration, the router cannot learn the type of NAT that it is behind.) No overlay network control 
traffic is sent and no keys are exchanged over tunnel interface configured to the the vBond orchestrator as a STUN server. However, BFD 
does come up on the tunnel, and data traffic can be sent on it. Because no control traffic is sent over a tunnel interface that is configured 
to use the vBond orchestrator as a STUN server, you must configure at least one other tunnel interface on the vEdge router so that it can 
exchange control traffic with the vSmart controller and the vManage NMS. 

You can log the headers of all packets that are dropped because they do not match a service configured with an allow-service command. 
You can use these logs for security purposes, for example, to monitor the flows that are being directed to a WAN interface and to 
determine, in the case of a DDoS attack, which IP addresses to block. 

vEdge(config)# policy implicit - acl - logging  

When you enable implicit ACL logging, by default, the headers of all dropped packets are logged. It is recommended that you configure a 
limit to the number of packets logged with the policy log-frequency configuration command. 

On a vEdge router, services that you configure on a tunnel interface act as implicit access lists (ACLs). If you apply a localized data policy on 
a tunnel interface by configuring an ACL with the policy access-list command, this ACL is an explicit ACL. For information about how 
packets packets matching both implicit and explict ACLs are handled, see Configuring Localized Data Policy for IPv4 or Configuring 
Localized Data Policy for IPv6 . 

For each transport tunnel on a vEdge router and for each encapsulation type on a single transport tunnel, the Viptela software creates a 
TLOC, which consists of the router' system IP address, the color, and the encapsulation. The OMP session running on the tunnel sends the 
TLOC, as a TLOC route, to the vSmart controller, which uses it to determine the overlay network topology and to determine the best paths 
for data traffic across the overlay network. 

To display information about interfaces in the WAN transport VPN that are configured with IPv4 addresses, use the show interface 
command. For example: 

vEdge# show interface vpn 0   
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2188403339
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3324892784
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--------------------------------------------------------------------- ------------------------------------
-----------------------------------------  
0    ge0/1      10.0.5.21/24      Up      Up      null   transport  1500  00:0c:29:6c:30:c1  10     full    
0       0:04:03:41  260025   260145    
0    ge0/2      -                  Down    Up      null   service    1500  00:0c:29:6c:30:cb  10     full    
0       0:04:03:41  3506     1         
0    ge0/3      -                  Down    Up      null   service    1500  00:0c:29:6c:30:d5  10     full    
0       0:04:03:41  260      1         
0    ge0/4      -                  Down    Up      null   service    1500  00:0c:29:6c:30:df  10     full    
0       0:04:03:41  260      1         
0    ge0/5      -                  Down    Up      null   service    1500  00:0c:29:6c:30:e9  10     fu ll    
0       0:04:03:41  260      1         
0    ge0/6      10.0.7.21/24      Up      Up      null   service    1500  00:0c:29:6c:30:f3  10     full    
0       0:04:03:41  265      2         
0    ge0/7      10.0.100.21/24    Up      Up      null   service     1500  00:0c:29:6c:30:fd  10     full    
0       0:04:03:41  278      2         
0    system     172.16.255.21/32  Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
0       0:04:03:37  0        0  

To display information for interfaces configured with IPv6 addresses, use the show ipv6 interface command. For example: 

vEdge# show ipv6 interface vpn 0  
 
                                         IF      IF                                                               
TCP                                                                 
                AF                       ADMIN   OPER    ENCAP                                     SPEED          
MSS                 RX       TX                                     
VPN  INTERFACE  TYPE  IPV6 ADDRESS       STATUS  STATUS  TYPE   PORT TYPE  MTU  HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS  LINK LOCAL ADDRESS            
---------------------------------------------------------------------------------------------------------
--------------------------------------------------------------------------  
0    ge0/1      ipv6  2001::a00:1a0b/120 Up      Up      null   service    1500 00:0c:29:ab:b7:62  1000   
full    1420    0:01:30:00  2        6        fe80::20c:29ff:feab:b762/64   
0    ge0/2      ipv6  2001::a00:50b/120  Up      Up      null   service    1500 00:0c:29:ab:b7:6c  1000   
full    1420    0:01:30:00  21       5        fe80::20c:29ff:feab:b76c/64   
0    ge0/3      ipv6  fd00:1234::/16     Up      Up      null   service    1500 00:0c:29:ab:b7:76  1000   
full    1420    0:01:08:33  0        8        fe80::20c:29ff:feab:b776/64   
0    ge0/4      ipv6  -                   Up      Up      null   service    1500 00:0c:29:ab:b7:80  1000   
full    1420    0:01:30:00  18       5        fe80::20c:29ff:feab:b780/64   
0    ge0/5      ipv6  -                   Down    Up      null   service    1500 00:0c: 29:ab:b7:8a  1000   
full    1420    0:01:44:19  1        1        fe80::20c:29ff:feab:b78a/64   
0    ge0/6      ipv6  -                   Down    Up      null   service    1500 00:0c:29:ab:b7:94  1000   
full    1420    0:01:44:19  0        1        fe80::20 c:29ff:feab:b794/64   
0    ge0/7      ipv6  -                   Up      Up      null   service    1500 00:0c:29:ab:b7:9e  1000   
full    1420    0:01:43:02  55       5        fe80::20c:29ff:feab:b79e/64   
0    system     ipv6  -                   Up      Up      null   loopback   1500 00:00:00:00:00:00  10     
full    1420    0:01:29:31  0        0        -  
0    loopback1  ipv6  2001::a00:6501/128 Up      Up      null   transport  1500 00:00:00:00:00:00  10     
full    1420    0:03:49:09  0        0        -  
0    loopback2  ipv6  2001::a00:6502/128 Up      Up      null   transport  1500 00:00:00:00:00:00  10     
full    1420    0:03:49:05  0        0        -  
0    loopback3  ipv6  2001::a00:6503/128 Up      Up      null   transport  1500 00:00:00:00:00:00  10     
full    1420    0:03:49:01  0        0        -  
0    loopback4  ipv6  2001::a00:6504/128 Up      Up      null   transport  1500 00:00:00:00:00:00  10     
full    1420    0:03:48:54  0        0        -       

In the command output, a port type of "transport" indicates that the interface is configured as a tunnel interface, and a port type of 
"service" indicates that the interface is not configured as a tunnel interface and can be used for data plane traffic. The port type for the 
system IP address interface is "loopback". 

  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1923279807
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Associate a Carrier Name with a Tunnel Interface 

To associate a carrier name or private network identifier with a tunnel interface, use the carrier command. carrier-name can be default 
and carrier1 through carrier8: 

Viptela(config)# vpn 0  
Viptela(config - vpn - 0)# interface interface - name 
Viptela(config - interface)# tunnel - interface  
Viptela(config - tunnel - interface)# carrier carrier - name 

  

Limit Keepalive Traffic on a Tunnel Interface 

By default, Viptela devices send a Hello packet once per second to determine whether the tunnel interface between two devices is still 
operational and to keep the tunnel alive. The combination of a hello interval and a hello tolerance determines how long to wait before 
declaring a DTLS or TLS tunnel to be down. The default hello interval is 1 second, and the default tolerance is 12 seconds. With these 
default values, if no Hello packet is received within 11 seconds, the tunnel is declared down at 12 seconds. 

If the hello interval or the hello tolerance, or both, are different at the two ends of a DTLS or TLS tunnel, the tunnel chooses the interval 
and tolerance as follows: 

• For a tunnel connection between two controller devices, the tunnel uses the lower hello interval and the higher tolerance interval for the 
connection between the two devices. (Controller devices are vBond controllers, vManage NMSs, and vSmart controllers.) This choice is 
made in case one of the controllers has a slower WAN connection. The hello interval and tolerance times are chosen separately for each 
pair of controller devices. 

• For a tunnel connection between a vEdge router and any controller device, the tunnel uses the hello interval and tolerance times 
configured on the router. This choice is made to minimize the amount traffic sent over the tunnel, to allow for situations where the cost 
of a link is a function of the amount of traffic traversing the link. The hello interval and tolerance times are chosen separately for each 
tunnel between a vEdge router and a controller device. 

To minimize the amount of keepalive traffic on a tunnel interface, increase the Hello packet interval and tolerance on the tunnel interface: 

vEdge(config - tunnel - interface)# hello - interval milliseconds  
vEdge(config - tunnel - interface)# hello - tolerance se conds  

The default hello interval is 1000 milliseconds, and it can be a time in the range 100 through 600000 milliseconds (10 minutes). The default 
hello tolerance is 12 seconds, and it can be a time in the range 12 through 600 seconds (10 minutes). The hello tolerance interval must be 
at most one-half the OMP hold time. The default OMP hold time is 60 seconds, and you configure it with the omp timers holdtime 
command. 

  

Limit the HTTPS Connections to a vManage Server 

By default, a vManage application server accepts a maximum of 50 HTTPS connections from users in the overlay network. To modify the 
maximum number of HTTPS connections that can be established: 

vManage(config)# vpn 0 interface interface - name tunnel - interface control - connections number  

The number can be from 1 through 512. 

  

Configure Multiple Tunnel Interfaces on a vEdge Router 

On a vEdge router, you can configure up to eight tunnel interfaces in the transport interface (VPN 0). This means that each vEdge router 
can have up to eight TLOCs. 

When a vEdge router has multiple TLOCs, each TLOC is preferred equally and traffic to each TLOC is weighted equally, resulting in ECMP 
routing. ECMP routing is performed regardless of the encapsulation used on the transport tunnel, so if, for example, a router has one IPsec 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1791968225
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and one GRE tunnel, with ECMP traffic is forwarded equally between the two tunnels. You can change the traffic distribution by modifying 
the preference or the weight, or both, associated with a TLOC. (Note that you can also affect or change the traffic distribution by applying 
a policy on the interface that affects traffic flow.) 

vEdge(config)# vpn 0  
vEdge(config - vpn - 0)#  interface interface - name 
vEdge(config - tunnel - interface) encapsulation (gre | ipsec)  
vEdge(config - encapsulation)# preference number  
vEdge(config - encapsulation)# weight number  

The preference command controls the preference for directing traffic to a tunnel. The preference can be a value from 0 through 
4294967295 (2 32 – 1), and the default value is 0. A higher value is preferred over a lower value. 

When a vEdge router has two or more tunnels, if all the TLOCs have the same preference and no policy is applied that affects traffic flow, 
all the TLOCs are advertised into OMP. When the router transmits or receives traffic, it distributes traffic flows evenly among the tunnels, 
using ECMP. 

When a vEdge router has two or more tunnels, if the TLOCs all have different preferences and no policy is applied that affects traffic flow, 
only the TLOC with the highest preference is advertised into OMP. When the router transmits or receives traffic, it sends the traffic only to 
the TLOC with the highest preference. When there are three or more tunnels and two of them have the same preference, traffic flows are 
distributed evenly between these two tunnels. 

A remote vEdge router trying to reach one of these prefixes selects which TLOC to use from the set of TLOCs that have been advertised. 
So, for example, if a remote router selects a GRE TLOC on the local router, the remote router must have its own GRE TLOC to be able to 
reach the prefix. If the remote router has no GRE TLOC, it is unable to reach the prefix. If the remote router has a single GRE TLOC, it 
selects that tunnel even if there is an IPsec TLOC with a higher preference. If the remote router has multiple GRE TLOCs, it selects from 
among them, choosing the one with the highest preference or using ECMP among GRE TLOCs with equal preference, regardless of 
whether there is an IPsec TLOC with a higher preference. 

The weight command controls how traffic is balanced across multiple TLOCs that have equal preferences values. The weight can be a value 
from 1 through 255, and the default is 1. When the weight value is higher, the router sends more traffic to the TLOC. You typically set the 
weight based on the bandwidth of the TLOC. When a router has two or more TLOCs, all with the highest equal preference value, traffic 
distribution is weighted according to the configured weight value. For example, if TLOC A has weight 10, and TLOC B has weight 1, and 
both TLOCs have the same preference value, then roughly 10 flows are sent out TLOC A for every 1 flow sent out TLOC B. 

  

Configure Control Plane High Availability 

 A highly available Viptela network contains two or more vSmart controllers in each domain. A Viptela domain can have up to eight vSmart 
controllers, and each vEdge router, by default, connects to two of them. You change this value on a per-tunnel basis:  

vEdge(config - tunnel - interface)# max - controllers number  

When the number of vSmart controllers in a domain is greater than the maximum number of controllers that a domain's vEdge routers are 
allowed to connect to, the Viptela software load-balances the connections among the available vSmart controllers. 

Tip : To maximize the efficiency of the load-balancing among vSmart controllers, use sequential numbers when assigning system IP 
addresses to the vEdge routers in the domain. One example of a sequential numbering schemes is 172.1.1.1, 172.1.1.2, 172.1.1.3, and so 
forth. Another is 172.1.1.1, 172.1.2.1, 172.1.3.1, and so forth. 

  

Configure Other WAN Interface Properties 

You can modify the distribution of data traffic across transport tunnels by applying a data policy in which the action sets TLOC attributes 
(IP address, color, and encapsulation) to apply to matching data packets. For more information, see Configuring Centralized Data Policy . 
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Configure the System Interface 
For each Viptela device, you configure a system interface with the system system-ip command. The system interface's IP address is a 
persistent address that identifies the Viptela device. It is similar to a router ID on a regular router, which is the address used to identify the 
router from which packets originated. 

Viptel a(config)# system system - ip ipv4 - address  

Specify the system IP address as an IPv4 address in decimal four-part dotted notation. Specify just the address; the prefix length (/32) is 
implicit. 

The system IP address can be any IPv4 address except for 0.0.0.0/8, 127.0.0.0/8, and 224.0.0.0/4, and 240.0.0.0/4 and later. Each device in 
the overlay network must have a unique system IP address. You cannot use this same address for another interface in VPN 0. 

The system interface is placed in VPN 0, as a loopback interface named system . Note that this is not the same as a loopback address that 
you configure for an interface. 

To display information about the system interface, use the show interface command. For example: 

vEdge# show running - config system system - ip  
system  
 system - ip 172.16.255.11  
!  
vEdge# show interface vpn 0  
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
-------------------------------- ---------  
0    ge0/1      10.0.26.11/24     Up      Up      null   service    1500  00:0c:29:ab:b7:62  1000   full    
1420    0:10:32:16  1606     8         
0    ge0/2      10.0.5.11/24      Up      Up      null   transport  1500  00:0c:29:ab:b7:6c  1000   full    
1420    0:10:32:16  307113   303457    
0    ge0/3      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:76  1000   full    
1420    0:10:47:49  1608     0         
0    ge0/4      10.0.7.11/24      Up      Up      null   serv ice    1500  00:0c:29:ab:b7:80  1000   full    
1420    0:10:32:16  1612     8         
0    ge0/5      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:8a  1000   full    
1420    0:10:47:49  1621     0         
0    ge0/6      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:94  1000   full    
1420    0:10:47:49  1600     0         
0    ge0/7      10.0.100.11/24    Up      Up      null   service    1500  00:0c:29:ab:b7:9e  1000   full    
1420    0:10:47:31  3128      1165      
0    system     172.16.255.11/32  Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
1420    0:10:31:58  0        0  

The system IP address is used as one of the attributes of the OMP TLOC. Each TLOC is uniquely identified by a 3-tuple comprising the 
system IP address, a color, and an encapsulation. To display TLOC information, use the show omp tlocs command. 

For device management purposes, it is recommended as a best practice that you also configure the same system IP address on a loopback 
interface that is located in a service-side VPN that is an appropriate VPN for management purposes. You use a loopback interface because 
it is always reachable when the router is operational and when the overlay network is up. If you were to configure the system IP address 
on a physical interface, both the router and the interface would have to be up for the router to be reachable. You use a service-side VPN 
because it is reachable from the data center. Service-side VPNs are VPNs other than VPN 0 (the WAN transport VPN) and VPN 512 (the 
management VPN), and they are used to route data traffic. 

Here is an example of configuring the system IP address on a loopback interface in VPN 1: 

vEdge# config  
Entering configuration mode terminal  
vEdge(config)# vpn 1  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1306041515
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3324892784
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1675287742
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vEdge(config - vpn - 1)# interface loopback0 ip address 172.16.255.11/32  
vEdge(config - vpn - 1)# no shutdown  
vEdge( config - interface - loopback0)# commit and - quit  
Commit complete.  
vEdge# show interface  
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACK ETS  PACKETS   
---------------------------------------------------------------------------------------------------------
-----------------------------------------  
0    ge0/1      10.0.26.11/24     Up      Up      null   service    1500  00:0c:29:ab:b7:62  1 000   full    
1420    0:10:27:33  1597     8         
0    ge0/2      10.0.5.11/24      Up      Up      null   transport  1500  00:0c:29:ab:b7:6c  1000   full    
1420    0:10:27:33  304819   301173    
0    ge0/3      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:76  1000   full    
1420    0:10:43:07  1599     0         
0    ge0/4      10.0.7.11/24      Up      Up      null   service    1500  00:0c:29:ab:b7:80  1000   full    
1420    0:10:27:33  1603     8         
0    ge0/5      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:8a  1000   full    
1420    0:10:43:07  1612     0         
0    ge0/6      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:94  1000   full    
1420    0:10:43:07  1591     0         
0    ge0/7      10.0.100.11/24    Up      Up      null   service    1500  00:0c:29:ab:b7:9e  1000   full    
1420    0:10:42:48  3118     1164      
0    system     172.16.255.11/32  Up      Up      null   loopback   1500  00:00:00:00:00: 00  10     full    
1420    0:10:27:15  0        0         
1    ge0/0      10.2.2.11/24      Up      Up      null   service    1500  00:0c:29:ab:b7:58  1000   full    
1420    0:10:27:30  5734     4204      
1    loopback0  172.16.255.11/32  Up      Up      n ull   service    1500  00:00:00:00:00:00  10     full    
1420    0:00:00:28  0        0         
512  eth0       10.0.1.11/24      Up      Up      null   service    1500  00:50:56:00:01:0b  1000   full    
0       0:10:43:03  20801    14368    

  

Extend the WAN Transport VPN 
When two vEdge routers are collocated at a physical site that has only one WAN circuit, you can configure the vEdge router that is not 
connected to the circuit to be able to establish WAN transport tunnels through the other router's TLOCs. In this way, you extend the WAN 
transport VPN so that both routers can establish tunnel interfaces, and hence can establish independent TLOCs, in the overlay network. 
(Note that you can configure the two routers themselves with different site identifiers.) 

The following figure illustrates a site with two vEdge routers. vEdge-2 has two WAN circuits, one to the Internet and a second to a private 
MPLS network, and so has two TLOCs. By itself, vEdge1 has no TLOCs. You can configure vEdge-2 to extend its WAN transport VPN to 
vEdge1 so that vEdge-1 can participate independently in the overlay network. 

 

When you extend the WAN transport VPN, no BFD sessions are established between the two collocated vEdge routers. 
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You cannot configure TLOC extensions on cellular (LTE) interfaces. 

To extend the WAN transport VPN, you configure the interface between the two routers: 

• For the router that is not connected to the circuit, you configure a standard tunnel interface in VPN 0. 

• For the router that is physically connected to the WAN or private transport, you associate the physical interface that connects to the 
circuit, configuring this in VPN 0 but not in a tunnel interface. 

To configure the non-connected router (vEdge-1 in the figure above), create a tunnel interface in VPN 0 on the physical interface to the 
connected router. 

vEdge - 1(config - vpn - 0)# interface geslot/port  
vEdge - 1(config - interface)# ip address prefix/length  
vEdge - 1(config - interface)# no shutdown  
vEdge - 1(config - interface)# mtu number  
vEdge - 1(config - i nterface)# tunnel - interface  
vEdge - 1(config - tunnel - interface)# color color  

For the router connected to the WAN or private transport (vEdge-2 in the figure above), configure the interface that connects to the non-
connected router, again in VPN 0: 

vEdge - 2(con fig - vpn - 0)# interface geslot/port  
vEdge - 2(config - interface)# ip address prefix/length  
vEdge - 2(config - interface)# tloc - extension geslot/port  
vEdge - 2(config - interface)# no shutdown  
vEdge - 2(config - interface)# mtu number  

The physical interface in the interface command is the one that connects to the other router. 

The tloc-extension command creates the binding between the non-connected router and the WAN or private network. In this command, 
you specify the physical interface that connects to the WAN or private network circuit. 

If the circuit connects to a public network: 

• Configure a NAT on the public-network-facing interface on the vEdge router. The NAT configuration is required because the two vEdge 
routers are sharing the same transport tunnel. 

• Configure a static route on the non-connected router to the TLOC-extended interface on the router connected to the public network. 

If the circuit connects to a private network, such as an MPLS network: 

• Enable routing on the non-connected router so that the interface on the non-connected router is advertised into the private network. 

• Depending on the routing protocol you are using, enable either OSPF or BGP service on the non-connected router interface so that 
routing between the non-connected and the connected routers comes up. To do this, use the allow-service command. 

You cannot extend a TLOC configured on a loopback interface, that is, when you use a loopback interface to connect to the public or 
private network. You can extend a TLOConly on a physical interface. 

If one of the routers is connected to two WAN transports (such as the Internet and an MPLS network), create subinterfaces between the 
two routers, creating the tunnel on the subinterface. The subinterfaces on the two routers must be in the same subnet. Because you are 
using a subinterface, the interface's MTU must be at least 4 bytes less than the physical MTU. 

By default, routers at one site form BFD tunnels only with routers at remote sites. If you want the routers at the same site to form BFD 
tunnels between them, enable the formation of these tunnels: 

vEdge(config)# system allow - same- site - tunnels  

Here is a sample configuration that corresponds to the figure shown above. Because the router vEdge-2 connects to two transports, we 
create subinterfaces between the vEdge-1 and vEdge-2 routers. One subinterface binds to the Internet circuit, and the second one binds 
to the MPLS connection. 

vEdge- 1# show running - config vpn 0  
interface ge0/2.101  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3800317946
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  ip address 101.1.19.15/24  
  mtu 1496  
  tunnel - interface  
    color lte  
  ...  
  !  
  no shutdown  
!  
interface ge0/2.102  
  ip address 102.1.19.15/24  
  mtu 1496  
  tunnel - interface  
    color mpls  
  ...  
  !  
  no shutdown  
!  
ip route 0.0.0.0/0 101.1.19.16  
vEdge - 2# show running - config vpn 0  
interface ge0/0  
  ip address 172.16.255.2  
  tunnel - interface  
    color lte  
  ...  
  !  
  no shutdown  
!  
interface ge0/3  
  ip address 172.16.255.16  
  tunnel - interface  
    color mpls  
  ...  
  !  
  no shutdown  
!  
interface ge0/2.101  
  ip address 101.1.19.16/24  
  mtu 1496  
  tloc - extension ge0/0  
  no shutdown  
!  
interface ge0/2.102  
  ip address 102.1.19.16/24  
  mtu 1496  
  tloc - extension ge0/3  
  no shutdown  
!  

For this example configuration, vEdge-1 establishes two control connections to each vSmart controller in the overlay network—one 
connection for the LTE tunnel and the second for the MPLS tunnel. These control connections are separate and independent from those 
established on vEdge-2. The following output shows the control connections on vEdge-1 in a network with two vSmart controllers: 

vEdge - 1# show control connections  
                                                                            PEER                      
PEER                                                CONTROLLER 
PEER     PEER     PEER             SITE        DOMAIN      PEER             PRIVATE  PEER             
PUBLIC                                              GROUP  
TYPE     PROTOCOL SYSTEM IP        ID          ID          PRIVATE IP       PORT     PUBLIC IP        
PORT    LOCAL COLOR      STATE      UPTIME          NAME  
---------------------------------------------------------------------------------------------------------
--------------------------------------------- --------------------  
vsmart   dtls     172.16.255.19    100         1           10.0.5.19        12346    10.0.5.19        
12346   lte              up              0:00:18:43 default  
vsmart   dtls     172.16.255.19    100         1           10.0.5.19        12346    10.0.5.19        
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12346   mpls             up              0:00:18:32 default  
vsmart   dtls     172.16.255.20    200         1           10.0.12.20       12346    10.0.12.20       
12346   lte              up              0:00:18:38 default  
vsmar t   dtls     172.16.255.20    200         1           10.0.12.20       12346    10.0.12.20       
12346   mpls             up              0:00:18:27 default  

You can verify that the two vEdge routers have established no BFD sessions between them. On vEdge-1, we see no BFD sessions to vEdge-
2 (system IP address 172.16.255.16): 

vEdge - 1# show bfd sessions  
                                  SOURCE TLOC   REMOTE TLOC                       DST PUBLIC       DST 
PUBLIC         DETECT      TX                         T RANSI-  
SYSTEM IP        SITE ID  STATE   COLOR         COLOR            SOURCE IP        IP               PORT        
ENCAP  MULTIPLIER  INTERVAL(msec)  UPTIME     TIONS  
-------------------------------------------------------------------------------------- -------------------
------------------------------------------------------------------  
172.16.255.11    100      up      lte           lte              101.1.19.15      10.0.101.1       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255 .11    100      up      lte           3g               101.1.19.15      10.0.101.2       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      lte           gold             101.1.19.15      10.0.101.3       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      lte           red              101.1.19.15      10.0.101.4       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      mpls          lte              102.1.19.15      10.0.101.1       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      mpls          3g               102.1.19.15      10.0.101.2       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      mpls          gold             102.1.19.15      10.0.101.3       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.11    100      up      mpls          red              102.1.19. 15      10.0.101.4       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.14    400      up      lte           lte              101.1.19.15      10.1.14.14       12360       
ipsec  20          1000           0:00:20:26   0  
172.16.255 .14    400      up      mpls          lte              102.1.19.15      10.1.14.14       12360       
ipsec  20          1000           0:00:20:26   0  
172.16.255.21    100      up      lte           lte              101.1.19.15      10.0.111.1       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.21    100      up      lte           3g               101.1.19.15      10.0.111.2       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.21    100      up      mpls          lte              102.1.19.15      10.0.111.1       12346       
ipsec  20          1000           0:00:20:26   0  
172.16.255.21    100      up      mpls          3g               102.1.19.15      10.0.111.2       12346       
ipsec  20          1000           0:00:20:26   0  

  

Configure Interfaces in the Management VPN (VPN 512) 
On all Viptela devices, VPN 512 is used, by default, for out-of-band management, and its configuration is part of the factory-default 
configuration. The interface type for management interfaces is mgmt , and the initial address for the interface is 192.168.1.1. 

Viptela# show running - config vpn 512  
vpn 512  
 interface mgmt0  
  ip dhcp - client  
  no shutdown  
 !  
!  

To display information about the configured management interfaces, use the show interface command. For example: 

vEdge# show interface vpn 512  
 
                               IF      IF                                                              
TCP                                    
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                               ADMIN   OPER    ENCAP  PORT                              SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS     STATUS  STATUS  TYPE   TYPE     MTU   HWADDR             MBPS   DUPLEX  
ADJUST  UPTIME      PACKETS  PACKETS   
--------------------------------------------------------------------------------------------- ------------
-----------------------------------  
512  mgmt0      192.168.1.1/24  Up      Up      null   service  1500  00:50:56:00:01:1f  1000   full    0       
0:04:08:01  1131     608  

Note that VPN 512 is not a routable VPN. If you need a routable management VPN, create a VPN with a number other than 512. 

  

Configure Service-Side Interfaces for Carrying Data Traffic 
On vEdge routers, the VPNs other than 0 and 512 are service-side VPNs, and the interfaces in these VPNs connect the router to service-
side LANs and WLANs. These interfaces are the interfaces that carry data traffic between vEdge routers and sites across the overlay 
network. At a minimum, for these interfaces, you must configure an IPv4 address, and you must enable the interface: 

vEdge(config)# v pn vpn - id  
vEdge(config - vpn)# interface geslot/port  
vEdge(config - interface)# ip address prefix/length  
vEdge(config - interface)# no shutdown  

For service-side interfaces, you can configure up to four secondary IP addresses: 

vEdge(config)# vpn vpn - id  
vEdge(conf ig - vpn)# interface geslot/port  
vEdge(config - interface)# ip secondary - address ipv4 - address  

To display information about the configured data traffic interfaces, use the show interface command. For example: 

vEdge# show interface vpn 1  
 
                               IF      IF                                                              
TCP                                    
                               ADMIN   OPER    ENCAP  PORT                              SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS     STATUS  STATUS  TYPE   TYPE     MTU   HWADDR             MBPS   DUPLEX  
ADJUST  UPTIME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
--- ---------------------------------  
1    ge0/1      10.192.1.1/28  Up      Up      null   service  1500  00:0c:bd:05:f0:84  100    full    0       
1:05:44:07  399      331       
1    loopback1  1.1.1.1/32     Up      Up      null   service  1500  00:00:00:00 :00:00  10     full    0       
1:05:44:07  0        0  

For some protocols, you specify an interface as part of the protocol's configuration. In these cases, the interface used by the protocol must 
be the same as one of the interfaces configured in the VPN. As example is OSPF, where you place interfaces in OSPF areas. In this example, 
the interface ge0/0 is configured in VPN 1, and this interface is configured to be in the OSPF backbone area: 

vEdge# show running - config vpn 1  
vpn 1  
 router  
  ospf  
   router - id  172.16.255.21  
   timers spf 200 1000 10000  
   redistribute static  
   redistribute omp  
   area 0  
    interface ge0/0  
    exit  
   exit  
  !  
 !  
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 interface ge0/0  
  ip address 10.2.3.21/24  
  no shutdown  
 !  
!  

  

Configure Subinterfaces and VLANs 
You can configure IEEE 802.1Q VLANs on vEdge routers. In such VLANs, physical interfaces are divided into subinterfaces. When you 
configure a subinterface, the interface name has the format ge  slot / port . vlan-number. The VLAN number, vlan-number , can be in the 
range 1 through 4094. 

As with all interfaces, the subinterface must be activated, by configuring it with the no shutdown command. 

To accommodate the 32-bit field added to packets by the 802.1Q protocol, you must also configure the MTU for VLAN subinterfaces to be 
at least 4 bytes smaller than the MTU of the physical interface. You do this using the mtu command. The default MTU on a physical 
interface is 1500 bytes by default, so the subinterface's MTU here can be no larger than 1496 bytes. 

For subinterfaces to work, you must configure the physical interface in VPN 0 and activate it with a no shutdown command. If the physical 
interface goes down for any reason, all its subinterfaces also go down. If you shut down the subinterface with a shutdown command, the 
operational status remains up as long as the physical interface is up. 

You can place the VLANs associated with a single physical interface into multiple VPNs. Each individual subinterface can be present only in 
a single VPN. 

Here is an example of a minimal VLAN configuration. The VLANs are configured on subinterfaces ge0/6.2 and ge0/6.3 in VPN 1, and they 
are associated with the physical interface ge0/6 in VPN 0. 

vEdge# show running - config vpn 1  
vpn 1  
 interface ge0/6.2  
  mtu      1496  
  no shutdown  
 !  
interface ge0/6.3  
  mtu      1496  
  no shutdown  
 !  
!  
vEdge# show running - config vpn 0  
vpn 0  
 interface ge0/0  
  ip dhcp - client  
  tunnel - interface  
   encapsulation ipsec  
   no allow - service all  
   no allow - service bgp  
   allow - service dhcp  
   allow - service d ns  
   allow - service icmp  
   no allow - serivce ospf  
   no allow - service sshd  
   no allow - service ntp  
   no allow - service stun  
  !  
  no shutdown  
 !  
 interface ge0/6  
  ip address 57.0.1.15/24  
  no shutdown  
 !  
!  
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The output of the show interface command shows the physical interface and the subinterfaces. The Encap Type column shows that the 
subinterfaces are VLAN interfaces, and the MTU column shows that the physical interface has an MTU size of 1500 bytes, while the MTU 
of the subinterfaces is 1496 bytes, so 4 bytes less. 

vEdge# show interface  
 
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   
------------------------------------ ---------------------------------------------------------------------
-----------------------------------------  
0    ge0/0      10.1.15.15/24     Up      Up      null   transport  1500  00:0c:29:7d:1e:fe  10     full    
0       0:04:32:28  289584   289589    
0    ge0/1      10.1.17.15/24     Up      Up      null   service    1500  00:0c:29:7d:1e:08  10     full    
0       0:04:32:28  290      2         
0    ge0/2      -                  Down    Up      null   service    1500  00:0c:29:7d:1e:12  10     full    
0       0:04:32:28  290      1         
0    ge0/3      10.0.20.15/24     Up      Up      null   service    1500  00:0c:29:7d:1e:1c  10     full    
0       0:04:32:28  290      2         
0    ge0/6      57.0.1.15/24      Up      Up      null   service    1 500  00:0c:29:7d:1e:3a  10     full    
0       0:04:32:28  290      2         
0    ge0/7      10.0.100.15/24    Up      Up      null   service    1500  00:0c:29:7d:1e:44  10     full    
0       0:04:32:28  300      2         
0    system     172.16.255.15/3 2  Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
0       0:04:32:27  0        0         
1    ge0/4      10.20.24.15/24    Up      Up      null   service    1500  00:0c:29:7d:1e:26  10     full    
0       0:04:32:18  2015     173 1      
1    ge0/5      56.0.1.15/24      Up      Up      null   service    1500  00:0c:29:7d:1e:30  10     full    
0       0:04:32:18  290      3         
1    ge0/6.2    10.2.2.3/24       Up      Up      vlan   service    1490  00:0c:29:7d:1e:3a  10     fu ll    
0       0:04:32:18  0        16335     
1    ge0/6.3    10.2.3.5/24       Up      Up      vlan   service    1496  00:0c:29:7d:1e:3a  10     full    
0       0:04:32:18  0        16335     
512  eth0       10.0.1.15/24      Up      Up      null   service     1500  00:50:56:00:01:0f  1000   full    
0       0:04:32:21  3224     1950  

  

Configure Loopback Interfaces 
You can configure loopback interfaces in any VPN. Use the interface name format loopback string , where string can be any alphanumeric 
value and can include underscores (_) and hyphens (–). The total interface name, including the string "loopback", can be a maximum of 16 
characters long. (Note that because of the flexibility of interface naming in the CLI, the interfaces lo0 and loopback0 are parsed as 
different strings and as such are not interchangeable. For the CLI to recognize as interface as a loopback interface, its name must start with 
the full string loopback .) 

One special use of loopback interfaces is to configure data traffic exchange across private WANs, such as MPLS or metro Ethernet 
networks. To allow a vEdge router that is behind a private network to communicate directly over the private WAN with other vEdge 
routers, you direct data traffic to a loopback interface that is configured as a tunnel interface rather than to an actual physical WAN 
interface. For more information, see Configure Data Traffic Exchange across Private WANs in the Configuring Segmentation (VPNs) article. 

  

Configure GRE Interfaces and Advertise Services to Them 
When a service, such as a firewall, is available on a device that supports only GRE tunnels, you can configure a GRE tunnel on the vEdge 
router to connect to the remote device. You then advertise that the service is available via a GRE tunnel, and you direct the appropriate 
traffic to the tunnel either by creating centralized data policy or by configuring GRE-specific static routes. 
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You create a GRE tunnel by configuring a GRE interface. GRE interfaces are logical interfaces, and you configure them just like any other 
physical interface. Because a GRE interface is a logical interface, you must bind it to a physical interface, as described below. 

To configure a GRE tunnel interface to a remote device that is reachable through a transport network, configure the tunnel in VPN 0: 

vEdge(config)# vpn 0 interface grenumber  
vEdge(config - interface - gre)# (tunnel - source ip - address | tunnel - source - interface interface - name)  
vEdge(config - interface - gre)# tunnel - destination ip - address  
vEdge(config - interface - gre)# no shutdown  

The GRE interface has a name in the format gre number , where number can be from 1 through 255. 

To configure the source of the GRE tunnel on the local device, you can specify either the IP address of the physical interface (in the tunnel-
source command) or the name of the physical interface (in the tunnel-source-interface command). Ensure that the physical interface is 
configured in the same VPN in which the GRE interface is located. 

To configure the destination of the GRE tunnel, specify the IP address of the remote device in the tunnel-destination command. 

The combination of a source address (or source interface name) and a destination address defines a single GRE tunnel. Only one GRE 
tunnel can exist that uses a specific source address (or interface name) and destination address pair. 

You can optionally configure an IP address for the GRE tunnel itself: 

vEdge(config - interface - gre)# ip address ip - address  

Because GRE tunnels are stateless, the only way for the local router to determine whether the remote end of the tunnel is up, is to 
periodically send keepalive messages over the tunnel. The keepalive packets are looped back to the sender, and receipt of these packets 
by the local router indicates that the remote GRE device is up. By default, the GRE interface sends keepalive packets every 10 seconds, and 
if it receives no response, retries 3 times before declaring the remote device to be down. You can modify these default values with the 
keepalive command: 

vEdge(config - interface - gre)# keepalive seconds retries  

The keepalive interval can be from 0 through 65535 seconds, and the number of retries can be from 0 through 255. If you configure an IP 
address for the GRE interface, that IP address generates the keepalive messages. 

If the vEdge router sits behind a NAT and you have configured GRE encapsulation, you must disable keepalives, with a keepalive 0 0 
command. (Note that you cannot disable keepalives by issuing a no keepalive command. This command returns the keepalive to its 
default settings of sending a keepalive packet every 10 seconds and retrying 3 times before declaring the remote device down.) 

For GRE interfaces, you can configure only the following additional interface properties: 

vEdge(config - interface - gre)# access - list acl - name 
vEdge(config - interface - gre)# block - non- source - ip  
vEdge(config - interface - gre)# clear - dont - fragment  
vEdge(config - interface - gre)# description text  
vEdge(config - interface - gre)# mtu bytes  
vEdge(config - interface - gre)# policer policer - name 
vEdge(config - interface - gre)# rewrite - rule rule - name 
vEdge(config - interface - gre)# tcp - mss- adjust  

GRE interfaces do not support cFlowd traffic monitoring. 

You can configure one or two GRE interfaces per service. When you configure two, the first interface is the primary GRE tunnel, and the 
second is the backup tunnel. All packets are sent only to the primary tunnel. If that tunnel fails, all packets are then sent to the secondary 
tunnel. If the primary tunnel comes back up, all traffic is moved back to the primary GRE tunnel. 

You direct data traffic from the service VPN to the GRE tunnel in one of two ways: either with a GRE-specific static route or with a 
centralized data policy. 

To create a GRE-specific static route in the service VPN (a VPN other than VPN 0 or VPN 512), use the ip gre-route command: 

vEdge(config - vpn)# ip gre - route prefix vpn 0 interface grenum ber [grenumber2]  
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This GRE-specific static route directs traffic from the specified prefix to the primary GRE interface, and optionally to the secondary GRE 
interface, in VPN 0. The OMP administrative distance of a GRE-specific static route is 5, and that for a regular static route (configured with 
the ip route command) is 0. For more information, see Unicast Overlay Routing Overview . 

To direct the data traffic to the GRE tunnel using a centralized data policy is a two-part process: you advertise the service in the service 
VPN, and then you create a centralized data policy on the vSmart controller to forward matching traffic to that service. 

To advertise the service, include the service command in the service VPN (a VPN other than VPN 0 or VPN 512): 

vEdge(config - vpn)# service service - name interface grenumber [grenumber2]  

The service name can be FW , IDP , IDS , or TE , or a custom service name netsvc1 through netsvc4 . The interface is the GRE interface in 
VPN 0 that is used to reach the service. If you have configured a primary and a backup GRE tunnel, list the two GRE interfaces ( gre 
number1 gre number2 ) in the service command. Once you have configured a service as reachable a the GRE interface, you cannot delete 
the GRE interface from the configuration. To delete the GRE interface, you must first delete the service. You can, however, reconfigure the 
service itself, by modifying the service command. 

Then, create a data policy on the vSmart controller that applies to the service VPN. In the action portion of the data policy, you must 
explicitly configure the policy to service the packets destined for the GRE tunnel. To do this, include the local option in the set service 
command: 

vSmart(config - policy - data - policy - vpn - list - vpn - sequence)# action accept  
vSmart(config - action - accept)# set service service - name local  

If the GRE tunnel used to reach the service is down, packet routing falls back to using standard routing. To drop packets when a GRE 
tunnel to the service is unreachable, add the restrict option: 

vSmart(config - policy - data - policy - vpn - list - vpn - sequence)# act ion accept  
vSmart(config - action - accept)# set service service - name local restrict  

To track GRE tunnels and their traffic, use the following commands: 

• show interface —List data traffic transmitted and received on GRE tunnels. 

• show tunnel gre-keepalives —List GRE keepalive traffic transmitted and received on GRE tunnels. 

• show tunnel statistics —List both data and keepalive traffic transmitted and received on GRE tunnels. 

The following figure illustrates an example of configuring a GRE tunnel in VPN 0, to allow traffic to be redirected to a service that is not 
located at the same site as the vEdge router. In this example, local traffic is directed to the GRE tunnel using a centralized data policy, 
which is configured on the vSmart controller. 

 

The configuration looks like this: 

vEdge# show running - config vpn 0  
vpn 0  
  interf ace gre1  
    ip address 172.16.111.11/24  
    keepalive 60 10  
    tunnel - source 172.16.255.11  
    tunnel - destination 10.1.2.27  
    no shutdown  

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3581901820
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp6650823070
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  !  
!  
vEdge# show running - config vpn 1 service  
vpn 1  
  service FW interface gre1  
 
vSmart# show running - config poli cy  
policy  
  lists  
    prefix - list for - firewall  
      ip - prefix 58.0.1.0/24  
    site - list my - site  
      site - id 100  
    vpn - list for - vpn - 1 
      vpn 1     
  data - policy to - gre - tunnel  
    vpn - list for - vpn - 1 
      sequence 10  
        match  
          source - data - prefix - list for - firewall  
        action accept  
          set service FW local  
apply - policy site - list my - site  
  data - policy to - gre - tunnel from - service  

Here is an example of the same configuring using a GRE-specific static route to direct data traffic from VPN 1 into the GRE tunnels: 

vEdge# show running - config  
vpn 0  
  interface gre1  
    ip address 172.16.111.11/24  
    keepalive 60 10  
    tunnel - source 172.16.255.11  
    tunnel - destination 10.1.2.27  
    no shutdown  
  !  
!  
vpn 1  
  ip gre - route 58.0.1.0/24 vpn  0 interface gre1  

The show interface command displays the GRE interface in VPN 0: 

vEdge# show interface vpn 0  
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
-----------------------------------------  
0    gre1       172.16.111.11/24  Up      Down    null   service    15 00  0a:00:05:0b:00:00  -       -        
1420    -            0        0            
0    ge0/1      10.0.26.11/24     Up      Up      null   service    1500  00:0c:29:ab:b7:62  10     full    
1420    0:03:35:14  89       5         
0    ge0/2      10.0.5.11/24      Up      Up      null   transport  1500  00:0c:29:ab:b7:6c  10     full    
1420    0:03:35:14  9353     18563     
0    ge0/3      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:76  10     full    
1420    0:03:57:52  99       0          
0    ge0/4      10.0.7.11/24      Up      Up      null   service    1500  00:0c:29:ab:b7:80  10     full    
1420    0:03:35:14  89       5         
0    ge0/5      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:8a  10     full    
1420    0:03:57:52  97       0         
0    ge0/6      -                  Down    Up      null   service    1500  00:0c:29:ab:b7:94  10     full    
1420    0:03:57:52  85       0         
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0    ge0/7      10.0.100.11/24    Up      Up      null   servi ce    1500  00:0c:29:ab:b7:9e  10     full    
1420    0:03:56:30  3146     2402      
0    system     172.16.255.11/32  Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
1420    0:03:34:15  0        0  

You can also view the GRE tunnel information: 

vEdge# show tunnel gre - keepalives  
                                                             REMOTE   REMOTE                                      
     IF                               ADMIN  OPER   KA       TX       RX       TX       RX       TX      
RX       
VPN  NAME  SOURCE IP  DEST IP         STATE  STATE  ENABLED  PACKETS  PACKETS  PACKETS  PACKETS  ERRORS  
ERRORS  TRANSITIONS 
---------------------------------------------------------------------------------------------------------
---- --------------  
0    gre1  10.0.5.11  10.1.2.27       up     down   true     0        0        442      0        0       
0       0  
 
vEdge# show tunnel statistics  
tunnel statistics gre 10.0.5.11 10.1.2.27 0 0  
 tunnel - mtu     1460  
 tx_pkts        451  
 tx_oct ets      54120  
 rx_pkts        0  
 rx_octets      0  
 tcp - mss- adjust 1380  

  

Set the Interface Speed 
When a vEdge router comes up, the Viptela software autodetects the SFPs present in the router and sets the interface speed accordingly. 
The software then negotiates the interface speed with the device at the remote end of the connection to establish the actual speed of the 
interface. To display the hardware present in the router, use the show hardware inventory command: 

vEdge# show hardware inventory  
 
             HW                                                                                                         
             DEV                                                                                                        
HW TYPE      INDEX  VERS ION  PART NUMBER       SERIAL NUMBER     DESCRIPTION                                            
---------------------------------------------------------------------------------------------------------
--------------  
Chassis      0      3.1      vEdge - 1000        11OD145130001     vEdge - 1000                                             
CPU          0      None     None              None              Quad - Core Octeon - II                                    
DRAM         0      None     None              None              2048 MB DDR3                                           
Flash        0      None     None              None              nor Flash -  16.00 MB                                   
eMMC         0      None     None              None              eMMC -  7.31 GB                                         
PIM          0      None     ge - fixed - 8        None              8x 1GE Fixed Module                                    
Transceiver  0      A        FCLF - 8521 - 3       PQD3FHL           Port 0/0, Type 0x8 (Cop per), Vendor 
FINISAR CORP.      
Transceiver  1      PB       1GBT - SFP05        0000000687        Port 0/1, Type 0x8 (Copper), Vendor BEL -
FUSE           
FanTray      0      None     None              None              Fixed Fan Tray -  2 Fans  

To display the actual speed of each interface, use the show interface command. Here, interface ge0/0 , which connects to the WAN cloud, 
is running at 1000 Mbps (1Gbps; it is the 1GE PIM highlighted in the output above), and interface ge0/1 , which connects to a device at the 
local site, has negotiated a speed of 100 Mbps. 

vEdge# show interface  
 
                                IF      IF                                                                
TCP                                    
                                ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS      STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   DUPLEX  
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ADJUST  UPTIME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
---------------------------------------  
0    ge0/0      192.168.1.4/24  Up      Up      null   transport  1500  00:0c:bd:05:f0:83  1000   full    
1300    0:06:10:59  2176305  2168760   
0    ge0/2      -                Down    Down    null   service    1500  00:0c:bd:05:f0:81  -       -        
0       -            0        0         
0    ge0/3      -                Down    Down    null   service    1500  00:0c :bd:05:f0:82  -       -        
0       -            0        0         
0    ge0/4      -                Down    Down    null   service    1500  00:0c:bd:05:f0:87  -       -        
0       -            0        0         
0    ge0/5      -                Down    Dow n    null   service    1500  00:0c:bd:05:f0:88  -       -        
0       -            0        0         
0    ge0/6      -                Down    Down    null   service    1500  00:0c:bd:05:f0:85  -       -        
0       -            0        0         
0    ge0/ 7      -                Down    Down    null   service    1500  00:0c:bd:05:f0:86  -       -        
0       -            0        0         
0    system     1.1.1.1/32      Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
0       0:06:1 1:15  0        0         
1    ge0/1      10.192.1.1/28   Up      Up      null   service    1500  00:0c:bd:05:f0:84  100    full    
0       0:06:10:59  87       67        
1    loopback1  1.1.1.1/32      Up      Up      null   service    1500  00:00:00:00:00 :00  10     full    
0       0:06:10:59  0        0         
2    loopback0  10.192.1.2/32   Up      Up      null   service    1500  00:00:00:00:00:00  10     full    
0       0:06:10:59  0        0         
512  mgmt0      -                Up      Down    null    mgmt       1500  00:0c:bd:05:f0:80  -       -        
0       -            0        0  

For non-physical interfaces, such as those for the system IP address and loopback interfaces, the interface speed is set by default to 10 
Mbps. 

To override the speed negotiated by the two devices on the interface, disable autonegotiation and configure the desired speed: 

vEdge(config - vpn)# interface interface - name no autonegotiate  
vEdge(config - vpn)# interface interface - name speed (10 | 100)  

For vSmart controllers and vManage NMS systems, the initial interface speeds are 1000 Mbps, and the operating speed is negotiated with 
the device at the remote end of the interface. 

  

Set the Interface MTU 
By default, all interfaces have an MTU of 1500 bytes. You can modify this on an interface: 

Viptela(config - vpn)# interface interface - name mtu bytes  

The MTU can range from 576 through 2000 bytes. 

To display an interface's MTU, use the show interface command. 

For vBond, vManage, and vSmart devices, you can configure interfaces to use ICMP to perform path MTU (PMTU) discovery. When PMTU 
discovery is enabled, the device to automatically negotiates the largest MTU size that the interface supports in an attempt to minimize or 
eliminate packet fragmentation: 

Viptela(config - vpn)# interface in terface - name pmtu  

On vEdge routers, the Viptela BFD software automatically performs PMTU discovery on each transport connection (that is, for each TLOC, 
or color). BFD PMTU discovery is enabled by default, and it is recommended that you use it and not disable it. To explicitly configure BFD 
to perform PMTU discovery, use the bfd color pmtu-discovery configuration command. However, you can choose to instead use ICMP to 
perform PMTU discovery: 

vEdge(config - vpn)# interface interface - name pmtu  

BFD is a data plane protocol and so does not run on vBond, vManage, and vSmart devices. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp4295656550
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Configure Static ARP Table Entries 
By default, vEdge routers respond to ARP requests only if the destination address of the request is on the local network. You can configure 
static ARP entries on a Gigabit Ethernet interface in any VPN to allow the router to respond to ARP requests even if the destination 
address of the request is not local to the incoming interface. The ARP entry maps an IP address to a MAC address. 

Viptela(config - vpn)# interface interface - name arp ip ip - address mac mac - address  

  

Monitoring Bandwidth on a Transport Circuit 
You can monitor the bandwidth usage on a transport circuit, to determine how the bandwidth usage is trending. If the bandwidth usage 
starts approaching a maximum value, you can configure the software to send a notification. Notifications are sent as Netconf notifications, 
which are sent to the vManage NMS, SNMP traps, and syslog messages. You might want to enable this feature for bandwidth monitoring, 
such as when you are doing capacity planning for a circuit or when you are gathering trending information about bandwidth utilization. 
You might also enable this feature to receive alerts regarding bandwidth usage, such as if you need to determine when a transport 
interface is becoming so saturated with traffic that a customer's traffic is impacted, or when customers have a pay-per-use plan, as might 
be the case with LTE transport. 

To monitor interface bandwidth, you configure the maximum bandwidth for traffic received and transmitted on a transport circuit. The 
maximum bandwidth is typically the bandwidth that has been negotiated with the circuit provider. When bandwidth usage exceeds 85 
percent of the configured value for either received or transmitted traffic, a notification, in the form of an SNMP trap, is generated. 
Specifically, interface traffic is sampled every 10 seconds. If the received or transmitted bandwidth exceeds 85 percent of the configured 
value in 85 percent of the sampled intervals in a continuous 5-minute period, an SNMP trap is generated. After the first trap is generated, 
sampling continues at the same frequency, but notifications are rate-limited to once per hour. A second trap is sent (and subsequent traps 
are sent) if the bandwidth exceeds 85 percent of the value in 85 percent of the 10-second sampling intervals over the next 1-hour period. 
If, after 1 hour, another trap is not sent, the notification interval reverts to 5 minutes. 

You can monitor transport circuit bandwidth on vEdge routers and on vManage NMSs. 

To generate notifications when the bandwidth of traffic received on a physical interface exceeds 85 percent of a specific bandwidth, 
configure the downstream bandwidth: 

vEdge/vManage(config)# vpn vpn - id interface interface - name bandwidth - downstream kbps  

To generate notifications when the bandwidth of traffic transmitted on a physical interface exceeds 85 percent of a specific bandwidth, 
configure the upstream bandwidth: 

vEdge/vManage(config)# vpn vpn - id interface interface - name bandwidth - upstream kbps  

In both configuration commands, the bandwidth can be from 1 through 2147483647 (2 32 / 2) – 1 kbps. 

To display the configured bandwidths, look at the bandwidth-downstream and bandwidth-upstream fields in the output of the show 
interface detail command. The rx-kbps and tx-kbps fields in this command shows the current bandwidth usage on the interface. 

  

Additional Information 
Configuring Cellular Interfaces 
Configuring DHCP 
Configuring IKE-Enabled IPsec Tunnels 
Configuring PPPoE 
Configuring Segmentation (VPNs) 
Configuring VRRP 
Configuring WLAN Interfaces 
interface 
Network Interface Configuration Examples 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3324892784
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3324892784
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1856492124


 
Cisco SD-WAN (Viptela) Configuration Guide, Release 18.2 

System and Interfaces 
 

69 

show interface 
show ipv6 interface 

Configuring Cellular Interfaces 
To enable LTE connectivity, you configure cellular interfaces on vEdge routers that have a cellular module. The cellular module provides 
wireless connectivity over a service provider's cellular network. One use case is to provide wireless connectivity for branch offices. 

A cellular network is commonly used as a backup WAN link, to provide network connectivity if all the wired WAN tunnel interfaces on the 
router become unavailable. You can also use a cellular network as the primary WAN link for a branch office, depending on usage patterns 
within the branch office and the data rates supported by the core of the service provider's cellular network. 

When you configure a cellular interface on a vEdge router, you can connect the router to the Internet or other WAN simply by plugging in 
the router's power cable. The vEdge router then automatically begins the process of joining the overlay network, by contacting and 
authenticating with vBond orchestrators, vSmart controllers, and vManage NMSs. 

vEdge routers support LTE and CDMA radio access technology (RAT) types. 

  

Configure a Cellular Interface 
To use the CLI to configure a cellular interface on a vEdge router that has a cellular module: 

1. Create a cellular profile: 
 vEdge(config)# cellular cellular number 
vEdge(config-cellular)# profile profile-id  
Each router has only one LTE module, so number must be 0. The profile identifier can be a value from 1 through 15. 

2. If your ISP requires that you configure profile properties, configure one or more of the following: 
 vEdge(config-profile)# apn name 
vEdge(config-profile)# auth auth-method 
vEdge(config-profile)# ip-addr ip-address 
vEdge(config-profile)# name name 
vEdge(config-profile)# pdn-type type 
vEdge(config-profile)# primary-dns ip-address 
vEdge(config-profile)# secondary-dns ip-address 
vEdge(config-profile)# user-name username 
vEdge(config-profile)# user-pass password  

Note: If you want to remove a property from the cellular profile, delete the profile entirely from the configuration, and create it again with 
only the required parameters. 

3. Create the cellular interface: 
 vEdge(config)# vpn 0 interface cellular0  

4. Enable the cellular interface: 
 vEdge(confg-interface)# no shutdown  

5. For cellular interfaces, you must use a DHCP client to dynamically configure the IP address. This is the default option. To explicitly 
configure this: 
 vEdge(config-interface)# ip dhcp-client [ dhcp-distance number ]  
number is the administrative distance of routes learned from a DHCP server. You can configure it to a value from 1 through 255. 

6. Associate the cellular profile with the cellular interface: 
 vEdge(config-interface)# profile profile-id  
The profile identifier is the number you configured in Step 1. 

7. Set the interface MTU: 
 vEdge(config-interface)# mtu bytes  
The MTU can be 1428 bytes or smaller. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3324892784
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1923279807
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2246717239
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2496486595
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3836903079
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8. By default, the radio access technology (RAT) type is LTE. For 2G/3G networks, change it to CDMA: 
 vEdge(config-interface)# technology cdma  
If you are using the interface for ZTP, change the technology to auto : 
 vEdge(config-interface)# technology auto  

9. Configure any other desired interface properties. 

10. Create a tunnel interface on the cellular interface: 
 vEdge(config-interface)# tunnel-interface 
vEdge(config-tunnel-interface)# color color 
vEdge(config-tunnel-interface)# encapsulation ( gre | ipsec )  

11. By default, the tunnel interface associated with a cellular interface is not considered to be the circuit of last resort. To allow the tunnel to 
be the circuit of last resort: 
 vEdge(config-tunnel-interface)# last-resort-circuit  
When the interface is configured as a circuit of last resort, the cellular modem becomes dormant and no traffic is sent over the circuit. 
However, the cellular modem is kept in online mode so that the modem radio can be monitored at all times and to allow for faster 
switchover in the case the tunnel interface needs to be used as the last resort. 
By default, there is a delay of 7 seconds before switching back to the primary tunnel interface from a circuit of last resort. This delay is to 
ensure that the primary interface is once again fully operational and is not still flapping. 

12. To minimize the amount of control plane keepalive traffic on the cellular interface, increase the Hello packet interval and tolerance on 
the tunnel interface: 
 vEdge(config-tunnel-interface)# hello-interval milliseconds 
vEdge(config-tunnel-interface)# hello-tolerance seconds  
The default hello interval is 1000 milliseconds, and it can be a time in the range 100 through 600000 milliseconds (10 minutes). The 
default hello tolerance is 12 seconds, and it can be a time in the range 12 through 600 seconds (10 minutes). To reduce outgoing control 
packets on a TLOC, it is recommended that on the tunnel interface you set the hello interface to 60000 milliseconds (10 minutes) and the 
hello tolerance to 600 seconds (10 minutes) and include the no track-transport disable regular checking of the DTLS connection between 
the router and the vBond orchestrator. 
For a tunnel connection between a vEdge router and any controller device, the tunnel uses the hello interval and tolerance times 
configured on the router. This choice is made to minimize the amount traffic sent over the tunnel, to allow for situations where the cost 
of a link is a function of the amount of traffic traversing the link. The hello interval and tolerance times are chosen separately for each 
tunnel between a vEdge router and a controller device. 
Another step taken to minimize the amount of control plane traffic is to not send or receive OMP control traffic over a cellular interface 
when other interfaces are available. This behavior is inherent in the software and is not configurable. 

13. If the router has two or more cellular interfaces, you can minimize the amount of traffic between the vManage NMS and the cellular 
interfaces by setting one of the interfaces to be the preferred one to use when sending updates to the vManage NMS and receiving 
configurations from the vManage NMS: 
 vEdge(config-tunnel-interface)# vmanage-connection-preference number  
The preference can be a value from 0 through 8. The default preference is 5. To have a tunnel interface never connect to the vManage 
NMS, set the number to 0. At least one tunnel interface on the router must have a nonzero vManage connection preference. 

14. Configure any other desired tunnel interface properties. 

15. To minimize the amount of data plane keepalive traffic on the cellular interface, increate the BFD Hello packet interval:  
 vEdge(bfd-color-lte)# hello-interval milliseconds  
The default hello interval is 1000 milliseconds (1 second), and it can be a time in the range 100 through 300000 milliseconds (5 minutes). 

To determine the status of the cellular hardware, use the show cellular status command. 

To determine whether a vEdge has a cellular module, use the show hardware inventory command. 

To determine whether a cellular interface is configured as a last-resort circuit, use the show control affinity config and show control local-
properties commands. 

Note: When you activate the configuration on a router with cellular interfaces, the primary interfaces (that is, those interfaces not 
configured as circuits of last resort) and the circuit of last resort come up. In this process, all the interfaces begin the process of 
establishing control and BFD connections. When one or more of the primary interfaces establishes a TLOC connection, the circuit of last 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3425513074
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2959356360
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2241830502
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2061837430
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1308068320
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2572632640
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3884226199
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp4295656550
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp4429325600
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1659426622
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1454521871
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp2835720000
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp2835720000
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resort shuts itself down because it is not needed. During this shutdown process, the circuit of last resort triggers a BFD TLOC Down alarm 
and a Control TLOC Down alarm on the vEdge router. These two alarms are cleared only when all the primary interfaces lose their BFD 
connections to remote nodes and the circuit of last resort activates itself. This generation and clearing of alarms is expected behavior. 

  

Best Practices for Configuring Cellular Interfaces 
Cellular technology on Viptela devices can be used in a number of ways: 

• Circuit of last resort—You can use a cellular interface as a backup circuit on a vEdge router. Such a circuit is activated only if all transport 
links on the router fail. In this mode the radio interface is turned off, and no control or data connections exist over the cellular interface. 
To configure an cellular interface to be a circuit of last resort, include the last-resort-circuit command when you configure the cellular 
interface's tunnel interface. 

• Active circuit—You can choose to use a cellular interface as an active circuit, perhaps because it is the only last-mile circuit or to always 
keep the cellular interface active so that you can measure the performance of the circuit. In this scenario the amount of bandwidth 
utilized to maintain control and data connections over the cellular interface can become a concern. Here are some best practices to 
minimize bandwidth usage over a cellular interface: 

– When the vEdge router with cellular interface is deployed as a spoke and data tunnels are established in a hub-and-spoke 
manner, you can configure the cellular interface as a low-bandwidth interface. To do this, include the low-bandwidth-link 
command when you configure the cellular interface's tunnel interface. When the cellular interface is operating as a low-
bandwidth interface, the vEdge router spoke site is able to synchronize all outgoing control packets. The spoke site can also 
proactively ensure that no control traffic, except for routing updates, is generated from one of the remote hub nodes. Routing 
updates continue to be sent, because they are considered to be critical updates. 

– Increase control packet timers—To minimize control traffic on a cellular interface, you can decrease how often protocol update 
messages are sent on the interface. OMP sends Update packets every second, by default. You can increase this interval to a 
maximum of 65535 seconds (about 18 hours) by including the omp timers advertisement-interval configuration command. 
BFD sends Hello packets every second, by default. You can increase this interval to a maximum of 5 minutes (300000 
milliseconds) by including the bfd color hello-interval configuration command. (Note that you specify the OMP Update packet 
interval in seconds and the BFD Hello packet interval in milliseconds.) 

– Prioritize vManage control traffic over a non-cellular interface—When a vEdge router has both cellular and non-celluar 
transport interfaces, by default, the router chooses one of the interfaces to use to exchange control traffic with the vManage 
NMS. You can configure the router to never use the cellular interface to exchange traffic with the NMS, or you can configure a 
lower preference for using the cellular interface for this traffic. You configure the preference by including the vmanage-
connection-preference command when configuring the tunnel interface. By default, all tunnel interface have a vManage 
connection preference value of 5. The value can range from 0 through 8, where a higher value is more preferred. A tunnel with 
a preference value of 0 can never exchange control traffic with the vManage NMS. 

Note: At least one tunnel interface on the vEdge router must have a non-0 vManage connection preference value. Otherwise, the router 
has no control connections. 

  

Additional Information 
Configuring DHCP 
Configuring Network Interfaces 
Configuring PPPoE 
Configuring VRRP 
Configuring WLAN Interfaces 
Software Caveats in Release 18.1 Release Notes 
Troubleshoot Cellular Interfaces 

Configuring DHCP 
When you configure a tunnel interface on a vEdge router, a number of services are enabled by default on that interface, including DHCP. 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2241830502
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1452319825
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1791968225
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp4295656550
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3884226199
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp3884226199
https://www.cisco.com/c/en/us/support/routers/sd-wan/products-release-notes-list.html
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf
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A vEdge router can act as a DHCP server for the service-side network to which it is connected, and it can also act as a DHCP helper, 
forwarding requests for IP addresses from devices in the service-side network to a DHCP server that is in a different subnet on the service 
side of the vEdge router. 

  

Enable DHCP on the WAN Interface 
On a vEdge router's WAN interface—the interface configured as a tunnel interface in VPN 0, the transport VPN—DHCP is enabled by 
default. You can see this by using the details filter with the show running-config command. This command also shows that the DNS and 
ICMP services are enabled by default. 

vm1# show running - config vpn 0 interface ge0/2 tunnel - interface | details  
vpn 0  
 interface ge0/2  
  tunnel - interface  
   encapsulation ipsec weight 1  
   color lt e 
   control - connections  
   carrier             default  
   no allow - service all  
   no allow - service bgp  
   allow - service dhcp  
   allow - service dns  
   allow - service icmp  
   no allow - service ospf  
   no allow - service sshd  
   no allow - service ntp  
   no allow - service stun  
  !  
 !  
!  

Enabling DHCP on the router's WAN interface allows the device that actually connects the router to the transport network (such as a DSL 
router) to dynamically assign a DHCP address to the vEdge router. The DHCP service in VPN 0 affects the transport-side network. 

  

Have a vEdge Router Be a DHCP Server 
One or more service-side interfaces on vEdge router can act as a DHCP server, assigning IP addresses to hosts in the service-side network. 
To do this, configure this function on the interface that connects the vEdge router to the local site's network. At a minimum, you must 
configure the pool of IP addresses available for assigning to hosts: 

vEdge(config - vpn)# interface geslot/port dhcp - server address - pool ip - address/prefix  
vEdge(conf ig - dhcp - server)#  

You can exclude IP addresses that fall within the range of the DHCP address pool: 

vEdge(config - dhcp - server)# exclude ip - address  

To specify multiple individual addresses, list them in a single exclude command, separated by a space (for example, exclude 1.1.1.1 2.2.2.2 
3.3.3.3 ). To specify a range of addresses, separate them with a hyphen (for example, exclude 1.1.1.1-1.1.1.10 ). 

You can also statically assign IP addresses to a host: 

vEdge(config - dhcp - server)# static - lease mac - address ip ip - address  

By default, the DHCP server on a single interface can assign 254 DHCP leases, and each lease is valid for 24 hours. The offer of an IP 
address is valid indefinitely, until that DHCP server runs out of addresses to offer. You can modify these values: 

vEdge(config - dhcp - server)# max - leases number  
vEdge(config - dhcp - server)# lease - time seconds  
vEdge(config - dhcp - server)# offer - time seconds  



 
Cisco SD-WAN (Viptela) Configuration Guide, Release 18.2 

System and Interfaces 
 

73 

These values can range from 0 through (2 32 – 1). 

The Viptela software supports DHCP server options that allow you to configure the IP addresses of a default gateway, DNS server, and 
TFTP server in the service-side network and the network mask of the service-side network: 

vEdge(config - dhcp - server)# options default - gateway ip - address  
vEdge(config - dhcp - server)# options dn s- servers ip - address  
vEdge(config - dhcp - server)# options domain - name domain - name 
vEdge(config - dhcp - server)# options interface - mtu mtu  
vEdge(config - dhcp - server)# options tftp - servers ip - address  

  

Have a vEdge Router Be a DHCP Helper 
One or more service-side interfaces on a vEdge router can be a DHCP helper. With this configuration, the interface forwards any broadcast 
BOOTP DHCP requests that it receives from hosts on the service-side network to the DHCP server or servers specified by the configured IP 
helper address (or addresses) and returns the assigned IP address to the requester. 

When the DHCP server at the vEdge router's local site is on a different segment than the devices connected to the vEdge router or than 
the vEdge router itself. When configured as a DHCP helper, the vEdge interface forwards any broadcast BOOTP DHCP requests that it 
receives to the DHCP server specified by the configured IP helper address. 

To configure an interface as a DHCP helper, configure the IP address of the DHCP server on the interface that connects to the local site's 
network: 

vEdge(config - vpn)# interface geslot/port dhcp - helper ip - address  

You can configure up to four IP addresses, and you must enter the addresses in a single dhcp-helper command. 

In Releases 17.2.2 and later, you can configure up to eight IP address. You must enter all the addresses in a single dhcp-helper command. 

  

Additional Information 
Configuring Cellular Interfaces 
Configuring Network Interfaces 
Configuring PPPoE 
Configuring VRRP 
Configuring WLAN Interfaces 

Configuring PPPoE 
The Point-to-Point Protocol over Ethernet (PPPoE) connects multiple users over an Ethernet local area network to a remote site through 
common customer premises equipment. PPPoE is commonly used in a broadband aggregation, such as by digital subscriber line (DSL). 
PPPoE provides authentication with the CHAP or PAP protocol. In the Viptela overlay network, vEdge routers can run the PPPoE client. The 
PPPoE server component is not supported. 

To configure PPPoE client on a vEdge router, you create a PPP logical interface and link it to a physical interface. The PPPoE connection 
comes up when the physical interface comes up. You can link a PPP interface to only one physical interface on a vEdge router, and you can 
link a physical interface to only one PPP interface. To enable more than one PPPoE interface on a vEdge router, configure multiple PPP 
interfaces. 

You configure quality of service (QoS) and shaping rate on a PPPoE-enabled physical interface, rather than on the PPP interface. 

PPPoE-enabled physical interfaces do not support: 

• 802.1Q 

• Subinterfaces 

• NAT, PMTU, and tunnel interfaces. These are configured on the PPP interface and therefore not available on PPPoE-enabled interfaces. 







https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1980726228
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp1291925000
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6. Optionally, configure the name of the access concentrator used by PPPoE to route connections to the internet: 
 vEdge(config-interface-ppp)# ac-name name  

7. Link a physical Gigabit Ethernet interface in VPN 0 to the PPP interface: 
 vEdge(config-interface-ge)# pppoe-client ppp-interface ppp number  

8. Enable the physical Gigabit Ethernet interface to be operationally up: 
 viptela(config-vpn-interface-ge)# no shutdown  

Here is an example of a PPPoE configuration: 

vEdge# show running - config vpn 0  
vpn 0  
 int erface ge0/1  
  pppoe - client ppp - interface ppp10  
  no shutdown  
 !  
 interface ppp10  
  ppp authentication chap  
   hostname branch100@corp.bank.myisp.net  
   password $4$OHHjdmsC6M8zj4BgLEFXKw==  
  !  
  tunnel - interface  
   encapsulation ipsec  
   color gold  
   no allow - service all  
   no allow - service bgp  
   allow - service dhcp  
   allow - service dns  
   allow - service icmp  
   no allow - service ospf  
   no allow - service sshd  
   no allow - service ntp  
   no allow - service stun  
  !  
  mtu      1492  
  no shutdown  
 !  
!  

To view existing PPP interfaces, use the show ppp interface command. For example: 

vEdge# show ppp interface  
 
             PPPOE      INTERFACE               PRIMARY  SECONDARY         
VPN  IFNAME  INTERFACE  IP         GATEWAY IP   DNS      DNS        MTU    
-------- ------------------------------------------------------------------  
0    ppp10   ge0/1      11.1.1.1   115.0.1.100  8.8.8.8  8.8.4.4    1150   

To view PPPoE session information, use the show pppoe session command. For example: 

vEdge# show pppoe session  
  
             SESSION                                        PPP                    SERVICE   
VPN  IFNAME  ID       SERVER MAC         LOCAL MAC          INTERFACE  AC NAME     NAME      
------------------------------------------------------------------------ --------------------  
0    ge0/1   1        00:0c:29:2e:20:1a  00:0c:29:be:27:f5  ppp1       branch100  -          
0    ge0/3   1        00:0c:29:2e:20:24  00:0c:29:be:27:13  ppp2       branch100  -          

  

Additional Information 
Configuring Cellular Interfaces 
Configuring DHCP 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/config-cmd.html#wp2991286377
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Configuring Network Interfaces 
Configuring VRRP 
Configuring WLAN Interfaces 

Configuring VRRP 
The Virtual Router Redundancy Protocol (VRRP) provides redundant gateway service for switches and other IP end stations. In the Viptela 
software, you configure VRRP on an interface, and typically on a subinterface, within a VPN. 

For a VRRP interface to operate, its physical interface must be configured in VPN 0: 

vEdge(config - vpn - 0)# interface ge - slot/port  
vEdge(config - interface - ge)# no shutdown  

For each VRRP interface (or subinterface), you assign an IP address and you place that interface in a VRRP group. 

vEdge(config - vpn)# interface ge - slot/port.subinterface  
vEdge(config - interface - ge)# ip address prefix/length  
vEdge(config - interface - ge)# vrrp group - number  

The group number identifies the virtual router. In a typical VRRP topology, two physical routers are configured to act as a single virtual 
router, so you configure the same group number on interfaces on both these routers. 

For each virtual router ID, you must configure an IP address: 

vEdge(config - vrrp)# ipv4 ip - address  

Within each VRRP group, the vEdge router with the higher priority value is elected as primary. By default, each virtual router IP address 
has a default primary election priority of 100, so the router with the higher IP address is elected primary. You can modify the priority 
value, setting it to a value from 1 through 254: 

vEdge(config - vrrp)# prior ity number  

The VRRP primary periodically sends advertisement messages, indicating that it is still operating. If backup routers miss three consecutive 
VRRP advertisements, they assume that the primary is down and elect a new primary. By default, these messages are sent every second. 
You can change the VRRP advertisement time to be a value from 1 through 3600 seconds: 

vEdge(config - vrrp)# timer seconds  

By default, VRRP uses of the state of the interface on which it is running to determine which vEdge router is the primary virtual router. 
This interface is on the service (LAN) side of the vEdge router. When the interface for the primary goes down, a new VRRP primary virtual 
router is elected based on the VRRP priority value. Because VRRP runs on a LAN interface, if a vEdge router loses all its WAN control 
connections, the LAN interface still indicates that it is up even though the router is functionally unable to participate in VRRP. To take WAN 
side connectivity into account for VRRP, you can configure one of the following: 

• Track the Overlay Management Protocol (OMP) session running on the WAN connection when determining the VRRP primary virtual 
router: 

vEdge(config - vrrp)# track - omp 

If all OMP sessions are lost on the primary VRRP router, VRRP elects a new default gateway from among all the gateways that have one or 
more active OMP sessions even if the gateway chosen has a lower VRRP priority than the current primary. With this option, VRRP failover 
occurs once the OMP state changes from up to down, which occurs when the OMP hold timer expires. (The default OMP hold timer 
interval is 60 seconds.) Until the hold timer expires and a new VRRP primary is elected, all overlay traffic is dropped. When the OMP 
session recovers, the local VRRP interface claims itself as primary even before it learns and installs OMP routes from the vSmart 
controllers. Until the routers are learned, traffic is also dropped. 

• Track both the OMP session and a list of remote prefixes. list-name is the name of a prefix list configured with the policy lists prefix-list 
command on the vEdge router: 

vEdge(config - vrrp)# track - prefix - list list - name 
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If all OMP sessions are lost, VRRP failover occurs as described for the track-omp option. In addition, if reachability to all the prefixes in the 
list is lost, VRRP failover occurs immediately, without waiting for the OMP hold timer to expire, thus minimizing the amount of overlay 
traffic is dropped while the vEdge routers determine the VRRP primary. 

As discussed above, the IEEE 802.1Q protocol adds 4 bytes to each packet's length. Hence, for packets to be transmitted, either increase 
the MTU size on the physical interface in VPN 0 (the default MTU is 1500 bytes) or decrease the MTU size on the VRRP interface. See the 
example configuration output below. 

Here is an example of configuring VRRP on redundant physical interfaces. For subinterface 2, vEdge1 is configured to act as the primary, 
and for subinterface 3, vEdge2 acts as the primary. 

vEdge1# show running - config vpn 1  
vpn 1  
 interface ge0/6.2  
  ip address  10.2.2.3/24  
  mtu      1496  
  no shutdown  
  vrrp 2  
   ipv4 10.2.2.1  
   track - prefix - list vrrp - prefix - list1  
  !  
 !  
 interface ge0/6.3  
  ip address 10.2.3.5/24  
  mtu      1496  
  shutdown  
  vrrp 3  
   ipv4 10.2.3.11  
   track - prefix - list vrrp - prefix - list1  
  !  
 !  
!  
 
vEdge2# show running - config vpn 1  
vpn 1  
 interface ge0/1.2  
  ip address 10.2.2.4/24  
  mtu      1496  
  no shutdown  
  vrrp 2  
   ipv4 10.2.2.2  
   track - prefix - list vrrp - prefix - list2  
  !  
 !  
 interface ge0/1.3  
  ip address 10.2.3.6/24  
  mtu      1496  
  no shutdown  
  vrrp 3  
   ipv4 10.2.3.12  
   track - prefix - list vrrp - prefix - list2  
  !  
 !  
!  
 
vEdge1# show interface vpn 1  
  
                             IF      IF                                                              TCP                                    
                             ADMIN   OPER    ENCAP  PORT                              SPEED          MSS                 
RX       TX        
VPN  INTERFACE  IP ADDRESS   STATUS  STATUS  TYPE   TYPE     MTU   HWADDR             MBPS   DUPLEX  
ADJUST  UPTI ME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
----------------------------------  
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1    ge0/6.2    10.2.2.3/24  Up      Up      vlan   service  1496  00:0c:29:ab:b7:94  10     full    0       
0:00:05:52  0        357       
1    ge0/6.3    10.2.3.5/24  Down    Down    vlan   service  1496  00:0c:29:ab:b7:94  -       -        0       
-            0        0  
 
vEdge1# show vrrp interfaces        
 
                                                                                           MASTER                             
TRACK   PREFIX   
              GROUP  VIRTUAL                                 VRRP    OMP    ADVERTISEMENT  DOWN                               
PREFIX  LIST     
VPN  IF NAME  ID     IP         VIRTUAL MAC        PRIORITY  STATE   STATE  TIMER          TIMER   LAST 
STATE CHANGE TIME     LIST    STATE    
---------------------------------------------------------------------------------------------------------
------------ -------------------------  
1    ge0/6.2  2      10.2.2.1   00:0c:29:ab:b7:94  100       master  down   1              3       2015 -
05- 01T20:09:37+00:00  -        -         
     ge0/6.3  3      10.2.3.11  00:00:00:00:00:00  100       init    down   1              3       0000 -
00- 00T00:00:00+00:00  -        -       

In the following example, Router-1 is the VRRP primary, because it has a higher priority value than Router 2: 

Router - 1# show running - config vpn 1  
vpn 1  
!  
 interface ge0/1.15  
  ip address 10.10.1.2/24  
  mtu         1496  
  no shutdown  
  vrrp 15  
   priority  110  
   track - omp 
   ipv4 10.20.23.1  
  !  
 !  
!  
 
Router - 1# show vrrp vpn 1  
                                                                                                MASTER                             
TRACK   PREFIX   
               GROUP                                              VRRP    OMP    ADVERTISEMENT  DOWN                               
PREFIX  LIST     
VPN  IF NAME   ID     VIRTUAL IP     VIRTUAL MAC        PRIORITY  STATE   STATE  TIMER          TIMER   
LAST STATE CHANGE TIME     LIST    STATE    
---------------------------------------------------------------------------------------------------------
------------------------------------------  
1    ge0/1.1   1      10.20.22.1     00:0c:bd:08:7 9:a4  100       backup  up     1              3       
2016 - 01- 13T03:10:55+00:00  -        -         
     ge0/1.5   5      10.20.22.193   00:0c:bd:08:79:a4  100       backup  up     1              3       
2016 - 01- 13T03:10:55+00:00  -        -         
     ge0/1 .10  10     10.20.22.225   00:0c:bd:08:79:a4  100       backup  up     1              3       
2016 - 01- 13T03:10:55+00:00  -        -         
     ge0/1.15  15     10.20.23.1     00:0c:bd:08:79:a4  110       master  up     1              3       
2016 - 01- 13T03: 10:56+00:00  -        -         
     ge0/1.20  20     10.20.24.1     00:0c:bd:08:79:a4  100       backup  up     1              3       
2016 - 01- 13T03:10:56+00:00  -        -         
     ge0/1.25  25     10.20.25.1     00:0c:bd:08:79:a4  110       master  up     1              3       
2016 - 01- 13T03:10:56+00:00  -        -         
     ge0/1.30  30     10.20.25.129   00:0c:bd:08:79:a4  100       backup  up     1              3       
2016 - 01- 13T03:10:56+00:00  -        -     
 
 
Router - 1# show vrrp vpn 1 interfaces ge0 /1.15 groups 15  
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                                                                               MASTER                             
TRACK   PREFIX   
GROUP                                            VRRP    OMP    ADVERTISEMENT  DOWN                               
PREFIX  LIST     
ID     VIRTUAL IP   VIRTUAL MAC        PRIORITY  STATE   STATE  TIMER          TIMER   LAST STATE CHANGE 
TIME     LIST    STATE    
------------------------------------------------------------------------------------------------------ ---
-------------------------  
1      10.20.33.1  00:0c:bd:08:79:a4  110       master  up     1              3       2016 - 01-
13T03:10:56+00:00  -        -         
 
Router - 2# show running - config vpn 1  
vpn 1  
!  
 interface ge0/1.15  
  ip address 10.10.1.3/24  
  mtu         1496  
  no shutdown  
  vrrp 15  
   track - omp 
   ipv4 10.20.23.1  
  !  
 !  
!  
 
Router - 2# show vrrp vpn 1 interfaces groups  
 
                                                                                           MASTER                             
TRACK   PREFIX   
          GROUP                                              VRRP    OMP    ADVERTISEMENT  DOWN                               
PREFIX  LIST     
IF NAME   ID     VIRTUAL IP     VIRTUAL MAC        PRIORITY  STATE   STATE  TIMER          TIMER   LAS T 
STATE CHANGE TIME     LIST    STATE    
---------------------------------------------------------------------------------------------------------
-------------------------------------  
ge0/1.1   1      10.20.32.1     00:0c:bd:08:2b:a5  110       master  up     1              3       2016 -
01- 13T00:22:15+00:00  -        -         
ge0/1.5   5      10.20.32.193   00:0c:bd:08:2b:a5  110       master  up     1              3       2016 -
01- 13T00:22:15+00:00  -        -         
ge0/1.10  10     10.20.32.225   00:0c:bd:0 8:2b:a5  110       master  up     1              3       2016 -
01- 13T00:22:15+00:00  -        -         
ge0/1.15  15     10.20.33.1     00:0c:bd:08:2b:a5  100       backup  up     1              3       2016 -
01- 13T03:10:56+00:00  -        -         
ge0/1.20  20      10.20.34.1     00:0c:bd:08:2b:a5  110       master  up     1              3       2016 -
01- 13T00:22:16+00:00  -        -         
ge0/1.25  25     10.20.35.1     00:0c:bd:08:2b:a5  100       backup  up     1              3       2016 -
01- 13T03:10:56+00:00  -        -         
ge0/1.30  30     10.20.35.129   00:0c:bd:08:2b:a5  100       master  up     1              3       2016 -
01- 13T00:22:16+00:00  -        -      
 
Router - 2# show vrrp vpn 100 interfaces groups 15  
 
                                                                                         MASTER                             
TRACK   PREFIX   
          GROUP                                            VRRP    OMP    ADVERTISEMENT  DOWN                               
PREFIX  LIST     
IF NAME   ID     VIRT UAL IP   VIRTUAL MAC        PRIORITY  STATE   STATE  TIMER          TIMER   LAST 
STATE CHANGE TIME     LIST    STATE    
---------------------------------------------------------------------------------------------------------
------------------------------- ----  
ge0/0.15  15     10.20.33.1   00:0c:bd:08:2b:a5  100       backup  up     1              3       2016 - 01-
13T03:10:56+00:00  -        -  
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Additional Information 
Configuring Cellular Interfaces 
Configuring DHCP 
Configuring Network Interfaces 
Configuring PPPoE 
Configuring WLAN Interfaces 

Configuring WLAN Interfaces 
vEdge 100wm routers include a wireless LAN (WLAN) radio for providing access point (AP) functionality for teleworkers, small offices, 
stores, and branch offices. You can configure the radio to operate at either 2.4 GHz or 5 GHz. In 2.4-GHz mode, the radio can support IEEE 
802.11b, 802.11g and 802.11n clients, and in 5-GHz mode, the radio can support IEEE 802.11a, 802.11n and 802.11ac clients. vEdge100wm 
routers support 3x3 MIMO with three spatial streams, and they use an internal antenna. For WLAN security, you can use preshared key 
and RADIUS server–based methods. 

This article describes how to configure the WLAN interfaces. To configure IEEE 802.11i authentication for the VAPs, see Configuring IEEE 
802.1X and IEEE 802.11i Authentication . 

  

Configure SSIDs 
On a vEdge100wm router, you can configure up to four service set identifiers (SSIDs) on the WLAN radio. Each SSID is referred to by a 
virtual access point (VAP) interface. To a client, each VAP interface appears as a different access point (AP) with its own SSID. To provide 
access to different networks, you can assign each VAP to a different VLAN. 

To configure a VAP interface that autoselects its channel and uses no authentication and no encyrption, create a VAP, assign it a number 
and an SSID, and enable it: 

vEdge(config)# wlan radio - band  
vEdge(config - wlan)# country country  
vEdge(config - wlan)# interface vapnumber  
vEdge(config - vap)# no shutdown  
vEdge(config - vap)# ssid ssid  

For the radio band, specify one of the following: 

• 2.4GHz —Consists of fourteen 20-MHz channels with overlapping frequency space. The allowable channels and maximum allowed 
output power are country specific and restricted by regulatory agencies. In the United States and Canada, channels 1, 6 ,and 11 are the 
only non-overlapping channels. This radio band supports IEEE 802.11b, 802.11g, and 802.11n clients.. 

• 5GHz —Consists of four 20-MHz channels in UNII-1, four in UNII-2, twelve in UNII-2 Extended, four in UNII-3 and one in ISM band. The 
allowable channels, their indoor or outdoor usage, and the maximum allowed output power are country specific and are restricted by 
regulatory agencies. This radio band supports IEEE 802.11a, 802.11n, and 802.11ac clients. 

Configuring the country where the router is installed is mandatory, to ensure that the router complies to local regulatory requirements. 

For each SSID, configure one VAP interface. number can be from 0 through 3. To reduce RF congestion, it is recommended that you do not 
configure more than two VAP interfaces on the router. 

To activate (enable) the VAP interface, include the no shutdown command. 

Each VAP has an SSID. For ssid , enter the name of the SSID. It can be a string from 4 through 32 characters. The SSID must be unique. 

By default, a maximum of 25 clients can connect to a single VAP. You can change the maximum number of clients to a value from 1 
through 50: 

vEdge(config - vap)# max - clients number  

It is recommended that you do not configure more than 50 clients across all the VAPs. 
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Configure Radio-Specific Parameters 
For each radio band, you can configure radio-specific parameters. 

Specify the country where the router is installed. This configuration is mandatory and ensures that the router complies to local regulatory 
requirements, and it enforces country-specific allowable channels and maximum allowed output power. By default, the country is the 
United States. To set a different country, specify the country where the router is installed: 

vEdge(config - wlan)# country country  

You can use the Viptela wireless router software for the following countries: Australia, Austria, Belgium, Brazil, Bulgaria, Canada, China, 
Costa Rica, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hong Kong, Hungary, Iceland, India, 
Indonesia, Ireland, Italy, Japan, Latvia, Liechtenstein, Lithuania, Luxembourg, Malaysia, Malta, Mexico, Netherlands, New Zealand, Norway, 
Pakistan, Panama, Philippines, Poland, Portugal, Puerto Rico, Romania, Saudi Arabia, Singapore, Slovakia, Slovenia, South Africa, South 
Korea, Spain, Sri Lanka, Sweden, Switzerland, Taiwan, Thailand, Turkey, United Kingdom, United States, and Vietnam. 

Note: Check the release notes for your software release to determine the countries in which the vEdge 100wm router is certified. 

By default, the best radio channel is selected automatically. To explicitly configure automatic channel selection, use the following 
command: 

vEdge(config - wlan)# channel auto  

To configure automatic channel selection that excludes channels with dynamic frequency selection (DFS) capabilities, use the following 
command: 

vEdge(config - wlan)# channel auto - no- dfs  

To explicitly configure the radio channel to use: 

vEdge(config - wlan)# channel ch annel  

For 2.4-GHz WLANs, the channel can be 1 through 13, depending on the country configuration. 

For 5-GHz WLANs, the channel, including DFS channels, can be one of 36, 40, 44, 48, 52, 56, 60, 64, 100, 104, 108, 112, 116, 120, 124, 128, 
132, 136, 140, 144, 149, 153, 157, 161, and 165, depending on the country configuration. 

Note: Airport radar uses frequencies that overlap DFS channels. If you are using a 5-GHz radio band, and if your installation is near an 
airport, it is recommended that you configure channel auto-no-dfs , to remove DFS channels from the list of available channels. 

By default, 2.4-GHz radio bands are allocated a channel bandwidth of 20 MHz, and 5-GHz radio bands have a channel bandwidth of 80 
MHz. You can set the bandwidth to 20, 40, or 80 MHz: 

vEdge(config - wlan)# channel - bandwidth megahertz  

The guard interval is the time between symbol transmissions on the WLAN. For 2.4-GHz radio frequencies, the default guard interval is 800 
nanoseconds (which is the normal guard interval), and for 5-GHz frequencies it is 400 nanoseconds (which is the short guard interval). 
These are the only two guard intervals available. The short guard interval can increase throughput, but it can also increase the error rate 
because of increased sensitivity to RF reflections. You can choose to configure the guard interval explicitly: 

vEdge(config - wlan)# guard - interval nanoseconds  

  

Configure a Bridging Domain and IRB 
To provide the SSIDs access to different networks, you can assign each VAP to a different VLAN. To do this, create one bridge domain with 
an untagged VLAN for each SSID: 

vEdge(config)# bridge number  
vEdge(config - bridge)# interface vapnumber  
vEdge(config - vap)# no native - vlan  
vEdge(config - vap)# no shutdown  

To allow data traffic to be passed among different VLANs, you create an integrated routing and bridging (IRB) logical interface in a VPN 
domain that connects to the bridging domain: 
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vEdge(config)# vpn vpn - id  
vEdge(config - vpn)# interface irbnumber  
vEdge(config - irb)# ip address prefix/length  
vEdge(config - ir b)# no shutdown  

Configure a DHCP server on the IRB interface so that clients connecting to the VLAN can receive IP addresses in the VLAN: 

vEdge(config - irb)# dhcp - server  
vEdge(config - dhcp - server)# address - pool prefix/length  
vEdge(config - dhcp - server)# admin - state (down | up)  
vEdge(config - dhcp - server)# options  
vEdge(config - options)# default - gateway ip - address  

  

WLAN Interface Configuration Example 
The configuration example in this section shows how to configure two SSIDs on a WLAN router. One SSID is called CorporateNetwork, and 
the second is called GuestNetwork. 

First, configure the WLAN radio band, and within it, create two VAP interfaces, one for each SSID: 

wlan 5GHz  
 country "United States"  
 interface vap0  
  ssid             CorporateNetwork  
  data - securit y    wpa/wpa2 - enterprise  
  radius - server radius_server1  
  max- clients      30  
  no shutdown  
 !  
 interface vap1  
  ssid             GuestNetwork  
  data - security    wpa/wpa2 - personal  
  wpa- personal - key GuestPassword  
  max- clients      10  
  no shutdown  
 !  
!  

The CorporateNetwork SSID uses wpa/wpa2-enterprise data security, which works in conjunction with a RADIUS authentication server. 
Here is the configuration for the RADIUS server: 

system  
 radius  
  server 10.20.24.15  
   acct - port  0  
   tag        radius_server 1 
   vpn        1  
   secret - key radiusSecretKey  
  exit  
 !  
!  

Next, configuring two bridging domains, one for each VAP interface (that is, one for each SSID): 

bridge 1  
 interface vap0  
  no native - vlan  
  no shutdown  
 !  
!  
bridge 2  
 interface vap1  
  no native - vlan  
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  no shutdown  
 !  
!  

Finally, configure IRB interfaces and the DHCP server. Here, the SSID CorporateNetwork uses VPN 1, and the GuestNetwork uses VPN 100: 

vpn 1  
 name "Corporate Network"  
 interface irb1  
  ip address 10.30.30.1/24  
  no shutdown  
  dhcp - ser ver  
   address - pool 10.30.30.0/24  
   offer - time   600  
   lease - time   86400  
   admin - state  up  
   options  
    default - gateway 10.30.30.1  
    dns - servers     8.8.8.8  
   !  
  !  
 !  
!  
vpn 100  
 name "Guest Network"  
 interface irb2  
  ip address 192.168.30.1/24  
  no shutdown  
  dhcp - server  
   address - pool 192.168.30.0/24  
   offer - time   600  
   lease - time   86400  
   admin - state  up  
   options  
    default - gateway 192.168.30.1  
    dns - servers     8.8.8.8  
   !  
  !  
 !  
 ip route 0.0.0.0/0 vpn 0  
!  

  

Additional Information 
Configuring Cellular Interfaces 
Configuring DHCP 
Configuring IEEE 802.1X and IEEE 802.11i Authentication 
Configuring Network Interfaces 
Configuring PPPoE 
Configuring VRRP 

Network Interface Configuration Examples 
This article provides examples of configuring interfaces on vEdge routers to allow the flow of data traffic across both public and private 
WAN transport networks. 

  

Connect to a Public WAN 
This example shows a basic configuration for two vEdge routers connected to the same public WAN network (such as the Internet). The 
vSmart controller and vBond orchestrator are also connected to the public WAN network, and the vSmart controller is able to reach all 
destinations on the public WAN. 
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For vEdge-1, the interface ge0/1 connects to the public WAN, so it is the interface that is configured as a tunnel interface. The tunnel has a 
color of biz-internet, and the encapsulation used for data traffic is IPsec. The Viptela software creates a single TLOC for this interface, 
comprising the interface's IP address, color, and encapsulation, and the TLOC is sent to the vSmart controller over the OMP session 
running on the tunnel. The configuration also includes a default route to ensure that the router can reach the vBond orchestrator and 
vSmart controller. 

vpn 0  
  interface ge0/1  
    ip address 172.16.13.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color biz - internet  
      allow - service dhcp  
      allow - service dns  
      allow - service icmp  
      no allow - serv ice sshd  
      no allow - service ntp  
      no allow - service stun  
    !  
    no shutdown  
  !  
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  ip route 0.0.0.0/0 172.16.13.1  
!  

The configuration for vEdge-2 is similar to that for vEdge-1: 

vpn 0  
  interface ge0/1  
    ip address 172.16.15.5/24  
    tunnel - inte rface  
      encapsulation ipsec  
      color biz - internet  
      allow - service dhcp  
      allow - service dns  
      allow - service icmp  
      no allow - service sshd  
      no allow - service ntp  
      no allow - service stun  
    !  
    no shutdown  
  !  
  ip route 0.0.0 .0/0 172.16.15.1  
!  

On the vSmart controller and vBond orchestrator, you configure a tunnel interface and default IP route to reach the WAN transport. For 
the tunnel, color has no meaning because these devices have no TLOCs. 

vpn 0  
  interface eth1  
    ip ad dress 172.16.8.9/24  
      tunnel - interface  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.8.1  
!  
vpn 0  
  interface ge0/1  
    ip address 172.16.16.6/24  
      tunnel - interface  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.16.1  
!  

Use the show interface command to check that the interfaces are operational and that the tunnel connections have been established. In 
the Port Type column, tunnel connections are marked as "transport." 

vEdge - 1# show interface vpn 0  
 
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   
---------------------------------------------------------------------------------------------------------
---- -------------------------------------  
0    ge0/0      172.16.13.3/24    Up      Up      null   transport  1500  00:0c:29:7d:1e:fe  10     full    
0       0:02:26:20  88358    88202     
0    ge0/1      10.1.17.15/24     Up      Up      null   service    150 0  00:0c:29:7d:1e:08  10     full    
0       0:02:26:20  217      1         
0    ge0/2      -                  Down    Up      null   service    1500  00:0c:29:7d:1e:12  10     full    
0       0:02:26:20  217      0         
0    ge0/3      10.0.20.15/24     Up      Up      null   service    1500  00:0c:29:7d:1e:1c  10     full    
0       0:02:26:20  218      1         
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0    ge0/6      57.0.1.15/24      Up      Up      null   service    1500  00:0c:29:7d:1e:3a  10     full    
0       0:02:26:20  217      1         
0    ge0/7      10.0.100.15/24    Up      Up      null   service    1500  00:0c:29:7d:1e:44  10     full    
0       0:02:25:02  850      550       
0    system     172.16.255.3/32   Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full     
0       0:02:13:31  0        0  

Use the show control connections command to check that the vEdge router has a DTLS or TLS session established to the vSmart 
controller. 

vEdge - 1# show control connections  
                                                                            PEER                      
PEER                                                     
PEER     PEER     PEER             SITE        DOMAIN      PEER             PRIVATE  PEER             
PUBLIC                                                   
TYPE     PROTOCOL SYSTEM IP        ID          ID          PRIVATE IP       PORT     PUBLIC IP        
PORT    LOCAL COLOR      STATE           UPTIME          
------------------------------------------------------------------------------------- --------------------
-----------------------------------------------------  
vsmart   dtls     172.16.255.19    100         1           10.0.5.19        12346    10.0.5.19        
12346   biz - internet     up                   0:02:13:13  
vsmart   dtls     172.1 6.255.20    200         1           10.0.12.20       12346    10.0.12.20       
12346   biz - internet     up                   0:02:13:13  

Use the show bfd sessions command to display information about the BFD sessions that have been established between the local vEdge 
router and remote routers: 

vEdge - 1# show bfd sessions  
                                      SOURCE TLOC      REMOTE TLOC                       DST PUBLIC       
DST PUBLIC         DETECT      TX                               
SYSTEM IP        SIT E ID  STATE       COLOR            COLOR            SOURCE IP        IP               
PORT        ENCAP  MULTIPLIER  INTERVAL(msec)  UPTIME         TRANSITIONS  
----------------------------------------------------------------------------------------------- ----------
----------------------------------------------------------------------  
172.16.255.11    100      up          biz - internet     biz - internet     10.1.15.15       10.0.5.11        
12346       ipsec  20          1000           0:02:24:59      1            
172.16.255.14    400      up          biz - internet     biz - internet     10.1.15.15       10.1.14.14       
12360       ipsec  20          1000           0:02:24:59      1            
172.16.255.16    600      up          biz - internet     biz - internet     10.1.15.15       10.1.16.16       
12346       ipsec  20          1000           0:02:24:59      1            
172.16.255.21    100      up          biz - internet     biz - internet     10.1.15.15       10.0.5.21        
12346       ipsec  20          1000           0:02:24:59      1  

Use the show omp tlocs command to list the TLOCs that the local router has learned from the vSmart controller: 

vEdge - 1# show omp tlocs  
C   - > chosen  
I   - > installed  
Red - > redistributed  
Rej - > rejected  
L   - > looped  
R   - > resolv ed 
S   - > stale  
Ext - > extranet  
Inv - > invalid  
 
ADDRESS                                                                                       PUBLIC                   
PRIVATE  BFD      
FAMILY   TLOC IP          COLOR            ENCAP  FROM PEER        STAT US    PUBLIC IP        PORT    
PRIVATE IP       PORT     STATUS   
---------------------------------------------------------------------------------------------------------
-------------------------------  
ipv4     172.16.255.11    biz - internet     ipsec  172 .16.255.19    C,I,R     10.0.5.11        12346   
10.0.5.11        12346    up       
                                                  172.16.255.20    C,R       10.0.5.11        12346   
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10.0.5.11        12346    up       
         172.16.255.14    biz - inter net     ipsec  172.16.255.19    C,I,R     10.1.14.14       12360   
10.1.14.14       12360    up       
                                                  172.16.255.20    C,R       10.1.14.14       12360   
10.1.14.14       12360    up       
         172.16.2 55.16    biz - internet     ipsec  172.16.255.19    C,I,R     10.1.16.16       12346   
10.1.16.16       12346    up       
                                                  172.16.255.20    C,R       10.1.16.16       12346   
10.1.16.16       12346    up       
         172.16.255.21    biz - internet     ipsec  172.16.255.19    C,I,R     10.0.5.21        12346   
10.0.5.21        12346    up       
                                                  172.16.255.20    C,R       10.0.5.21        12346   
10.0.5.21        12346    up   <    

  

Connect to Two Public WANs 
In this example, two vEdge routers at two different sites connect to two public WANs, and hence each router has two tunnel connections. 
To direct traffic to the two different WANs, each tunnel interface is assigned a different color (here, silver and gold ). Because each router 
has two tunnels, each router has two TLOCs. 

A third router at a third site, vEdge-3, connects only to one of the public WANs. 

The vSmart controller and vBond orchestrator are connected to one of the public WAN networks. (In reality, it does not matter which of 
the two networks they are connected to, nor does it matter whether the two devices are connected to the same network.) The vSmart 
controller is able to reach all destinations on the public WAN. To ensure that the vBond orchestrator is accessible via each transport tunnel 
on the routers, a default route is configured for each interface. In our example, we configure a static default route, but you can also use 
DHCP. 

 

The configurations for vEdge-1 and vEdge-2 are similar. We configure two tunnel interfaces, one with color silver and the other with color 
gold , and we configure static default routes for both tunnel interfaces. Here is the configuration for vEdge-1: 

vpn 0  
  interface ge0/1  
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    ip address 172.16.13.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color silver  
    !  
    no shutdown  
  !  
  interface ge0/2  
    ip address 10.10.23.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color gold  
    !  
    no shut down 
  !  
  ip route 0.0.0.0/0 172.16.13.1  
  ip route 0.0.0.0/0 10.10.23.1  

The configuration for vEdge-2 is similar: 

vpn 0  
  interface ge0/1  
    ip address 172.16.15.5/24  
    tunnel - interface  
      encapsulation ipsec  
      color silver  
    !  
    no shutdown  
  !  
  interface ge0/2  
    ip address 10.10.25.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color gold  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.15.1  
  ip route 0.0.0.0/0 10.10.25.1   

The third router, vEdge-3, connects only to one of the public WAN networks, and its tunnel interface is assigned the color "gold": 

vpn 0  
  interface ge0/1  
    ip address 172.16.8.4/24  
    tunnel - interface  
      encapsulation ipsec  
      color gold  
    !  
    no shutdown  
  !  
  ip route 0.0 .0.0/0 172.16.8.1  

On the vSmart controller and vBond orchestrator, you configure a tunnel interface and default IP route to reach the WAN transport. For 
the tunnel, color has no meaning because these devices have no TLOCs. 

vpn 0  
  interface eth1  
    ip add ress 172.16.8.9/24  
      tunnel - interface  
    !  
    no shutdown  
  ip route 0.0.0.0/0 172.16.8.1  
vpn 0  
  interface ge0/1  
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    ip address 172.16.16.6/24  
      tunnel - interface  
    !  
    no shutdown  
  ip route 0.0.0.0/0 172.16.16.1  

  

Connect to Public and Private WANs, with Separation of Network Traffic 
In this example, two vEdge routers at two different sites each connect to the same public WAN (here, the Internet) and the same private 
WAN (here, an MPLS network). We want to separate the MPLS network completely so that it is not reachable by the Internet. The vSmart 
controller and vBond orchestrator are hosted in the provider's cloud, which is reachable only via the Internet. A third vEdge router at a 
third site connects only to the public WAN (Internet). 

 

In this example topology, we need to ensure the following: 

• Complete traffic separation exists between private-WAN (MPLS) traffic and public-WAN (Internet) traffic. 

• Each site (that is, each vEdge router) must have a connection to the Internet, because this is the only way that the overlay network can 
come up. 

To maintain complete separation between the public and private networks so that all MPLS traffic stays within the MPLS network, and so 
that only public traffic passes over the Internet, we create two overlays, one for the private MPLS WAN and the second for the public 
Internet. For the private overlay, we want to create data traffic tunnels (which run IPsec and BFD sessions) between private-WAN TLOCs, 
and for the public overlay we want to create these tunnel connections between Internet TLOCs. To make sure that no data traffic tunnels 
are established between private-WAN TLOCs and Internet TLOCs, or vice versa, we associate the restrict attribute with the color on the 
private-WAN TLOCs. When a TLOC is marked as restricted, a TLOC on the local router establishes tunnel connections with a remote TLOC 
only if the remote TLOC has the same color. Put another way, BFD sessions come up between two private-WAN TLOCs and they come up 
between two public-WAN TLOCs, but they do not come up between an MPLS TLOC and an Internet TLOC. 

Each site must have a connection to the public (Internet) WAN so that the overlay network can come up. In this topology, the vSmart 
controller and vBond orchestrator are reachable only via the Internet, but the MPLS network is completely isolated from the Internet. This 
means that if a vEdge router were to connect just to the MPLS network, it would never be able to discover the vSmart and vBond devices 
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and so would never be able to never establish control connections in the overlay network. In order for a vEdge router in the MPLS network 
to participate in overlay routing, it must have at least one tunnel connection, or more specifically, one TLOC, to the Internet WAN. (Up to 
seven TLOCs can be configured on each vEdge router.) The overlay network routes that the router router learns over the public-WAN 
tunnel connection populate the routing table on the vEdge router and allow the router and all its interfaces and TLOCs to participate in the 
overlay network. 

By default, all tunnel connections attempt to establish control connections in the overlay network. Because the MPLS tunnel connections 
are never going to be able to establish these connections to the vSmart or vBond devices, we include the max-control-connections 0 
command in the configuration. While there is no harm in having the MPLS tunnels attempt to establish control connections, these 
attempts will never succeed, so disabling them saves resources on the vEdge router. Note that nmax-control-connections 0 command 
works only when there is no NAT device between the vEdge router and the PE router in the private WAN. 

Connectivity to sites in the private MPLS WAN is possible only by enabling service-side routing. 

Here is the configuration for the tunnel interfaces on vEdge-1. This snippet does not include the service-side routing configuration. 

vpn 0  
  interface ge0/1  
    ip address 172.16.13.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color biz - internet  
    !  
    no shutdown  
  !  
  int erface ge0/2  
    ip address 10.10.23.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color mpls restrict  
      max- control - connections 0  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.13.1  

The configuration on vEdge-2 is quite similar: 

vpn  0 
  interface ge0/1  
    ip address 172.16.15.5/24  
    tunnel - interface  
      encapsulation ipsec  
      color biz - internet  
    !  
    no shutdown  
  !  
  interface ge0/2  
    ip address 10.10.25.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color m pls restrict  
      max- control - connections 0  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.15.1  
!  

The vEdge-3 router connects only to the public Internet WAN: 

vpn 0  
  interface ge0/1  
    ip address 172.16.8.4/24  
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    tunnel - interface  
      encapsul ation ipsec  
      color biz - internet  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.8.1  
!  

On the vSmart controller and vBond orchestrator, you configure a tunnel interface and default IP route to reach the WAN transport. For 
the tunnel, color has no meaning because these devices have no TLOCs. 

vpn 0  
  interface eth1  
    ip address 172.16.8.9/24  
      tunnel - interface  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.8.1  
!  
vpn 0  
  interface ge0/1  
    ip address 172.16.16.6/24  
      tunnel - interfac e 
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.16.1  
!  

  

Connect to Public and Private WANs, with Ubiquitous Connectivity to Both WANs 
This example is a variant of the previous example. We still have two vEdge routers at two different sites each connect to the same public 
WAN (here, the Internet) and the same private WAN (here, an MPLS network). However, now we want sites on the MPLS network and the 
Internet to be able to exchange data traffic. This topology requires a single overlay over both the public and private WANs. Control 
connections are present over both transports, and we want IPsec tunnel connections running BFD sessions to exist from private-WAN 
TLOCs to private-WAN TLOCs, from Internet TLOCs to Internet TLOCs, from private-WAN TLOCs to Internet TLOCs, and from Internet TLOCs 
to private-WAN TLOCs. This full possibility of TLOCs allows the establishment of a ubiquitous data plane in the overlay network. 
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For this configuration to work, the vBond orchestrator must be reachable over both WAN transports. Because it is on the public WAN (that 
is, on the Internet), there needs to be connectivity from the private WAN to the Internet. This could be provided via a DMZ, as shown in 
the figure above. The vSmart controller can be either on the public or the private LAN. If there are multiple controllers, some can be on 
public LAN and others on private LAN. 

On each vEdge router, you configure private-WAN TLOCs, assigning a private color ( metro-ethernet , mpls , or private1 through private6 ) 
to the tunnel interface. You also configure public TLOCs, assigning any other color (or you can leave the color as default ). Each vEdge 
router needs two routes to reach the vBond orchestrator, one via the private WAN and one via the public WAN. 

With such a configuration: 

• Control connections are established over each WAN transport. 

• BFD/IPsec comes up between all TLOCs (if no policy is configured to change this). 

• A given site can be dual-homed to both WAN transports or single-homed to either one. 

Here is an example of the configuration on one of the vEdge routers, vEdge-1: 

vpn 0  
  interface ge0/1  
    description "Connection to public WAN"  
    ip address 172.16.31.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color biz - internet  
    !  
    no shutdown  
  !  
  interface ge0/2  
    description "Connection to private WAN"  
    ip address 10.10.23.3/24  
    tunnel - interface  
      encapsulation ipsec  
      color mpls  
    !  
    no shutdown  
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  !  
  ip route 0.0.0.0/0 10.10.23.1  
  ip route 0.0.0.0/0 172.16.13.1  
!    

The show control connections command lists two DTLS sessions to the vSmart controller, one from the public tunnel (color of biz-internet 
) and one from the private tunnel (color of mpls ): 

vEdge - 1# show control connections  
                                                                            PEER                      
PEER                                                     
PEER     PEER     PEER             SITE        DOMAIN      PEER             PRIVATE  PEER             
PUBLIC                                                   
TYPE     PROTOCOL SYSTEM IP        ID          ID          PRIVATE IP       PORT     PUBLIC IP        
PORT    LOCAL COLOR      STATE           UPTIME          
---------------------------------------------------------------------- -----------------------------------
-----------------------------------------------------  
vsmart   dtls     1.1.1.9          900         1           172.16.8.2       12346    172.16.8.2       
12346   mpls             up                   0:01:41:17  
vsmart   dtls     1.1.1.9          900         1           172.16.8.2       12346    172.16.8.2       
12346   biz - internet     up                   0:01:41:33  

The show bfd sessions command output shows that vEdge-1 has separate tunnel connections that are running separate BFD sessions for 
each color: 

vEdge - 1# show bfd sessions  
                                      SOURCE TLOC      REMOTE TLOC                       DST PUBLIC       
DST PUBLIC         DETECT      TX                               
SYSTEM IP        SIT E ID  STATE       COLOR            COLOR            SOURCE IP        IP               
PORT        ENCAP  MULTIPLIER  INTERVAL(msec)  UPTIME         TRANSITIONS  
----------------------------------------------------------------------------------------------- ----------
----------------------------------------------------------------------  
1.1.1.5          500      up          mpls             biz - internet     10.10.23.3       172.16.51.5      
12346       ipsec  3           1000           0:06:07:19      1            
1.1.1.5          500      up          biz - internet     biz - internet     172.16.31.3      172.16.51.5      
12360       ipsec  3           1000           0:06:07:19      1            
1.1.1.6          600      up          mpls             biz - internet     10.10.23.3       172.16.16.6      
12346       ipsec  3           1000           0:06:07:19      1            
1.1.1.6          600      up          biz - internet     biz - internet     172.16.31.3      172.16.16.6      
12346       ipsec  3           1000           0:06:07:19      1  

  

Exchange Data Traffic within a Single Private WAN 
When the vEdge router is connected is a private WAN network, such as an MPLS or a metro Ethernet network, and when the carrier 
hosting the private network does not advertise the router's IP address, remote vEdge routers on the same private network but at different 
sites can never learn how to reach that router and hence are not able to exchange data traffic with it by going only through the private 
network. Instead, the remote routers must route data traffic through a local NAT and over the Internet to a vBond orchestrator, which 
then provides routing information to direct the traffic to its destination. This process can add significant overhead to data traffic exchange, 
because the vBond orchestrator may physically be located at a different site or a long distance from the two vEdge routers and because it 
may be situated behind a DMZ. 

To allow vEdge routers at different overlay network sites on the private network to exchange data traffic directly using their private IP 
addresses, you configure their WAN interfaces to have one of eight private colors, metro-ethernet , mpls , and private1 through private6 . 
Of these four colors, the WAN interfaces on the vEdge routers must be marked with the same color so that they can exchange data traffic. 

To illustrate the exchange of data traffic across private WANs, let's look at a simple topology in which two vEdge routers are both 
connected to the same private WAN. The following figure shows that these two vEdge routers are connected to the same private MPLS 
network. The vEdge-1 router is located at Site 1, and vEdge-2 is at Site 2. Both routers are directly connected to PE routers in the carrier's 
MPLS cloud, and you want both routers to be able to communicate using their private IP addresses. 
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This topology requires a special configuration to allow traffic exchange using private IP addresses because: 

• The vEdge routers are in different sites; that is, they are configured with different site IDs. 

• The vEdge routers are directly connected to the PE routers in the carrier's MPLS cloud. 

• The MPLS carrier does not advertise the link between the vEdge router and its PE router. 

To be clear, if the situation were one of the following, no special configuration would be required: 

• vEdge-1 and vEdge-2 are configured with the same site ID. 

• vEdge-1 and vEdge-2 are in different sites, and the vEdge router connects to a CE router that, in turn, connects to the MPLS cloud. 

• vEdge-1 and vEdge-2 are in different sites, the vEdge router connects to the PE router in the MPLS cloud, and the private network carrier 
advertises the link between the vEdge router and the PE router in the MPLS cloud. 

• vEdge-1 and vEdge-2 are in different sites, and you want them to communicate using their public IP addresses. 

In this topology, because the MPLS carrier does not advertise the link between the vEdge router and the PE router, you use a loopback 
interface on the each vEdge router to handle the data traffic instead of using the physical interface that connects to the WAN. Even 
though the loopback interface is a virtual interface, when you configure it on the vEdge router, it is treated like a physical interface: the 
loopback interface is a terminus for both a DTLS tunnel connection and an IPsec tunnel connection, and a TLOC is created for it. 

This loopback interface acts as a transport interface, so you must configure it in VPN 0. 

For the vEdge-1 and vEdge-2 routers to be able to communicate using their private IP addresses over the MPLS cloud, you set the color of 
their loopback interfaces to be the same and to one of eight special colors— metro-ethernet , mpls , and private1 through private6 . 

Here is the configuration on vEdge-1: 

vedge - 1(config)# vpn 0  
vedge - 1(config - vpn - 0)# interface loopback1  
vedge - 1(config - interface - loopback1)# ip address 172.16.255.25/32  
vedge - 1(config - interface - loopback1)# tunnel - interface  
vedge - 1(config - tunnel - interface)# color mpls  
vedge - 1(config - interface - tunnel - interface)# exit  
vedge - 1(confi g- tunnel - interface)# no shutdown  
vedge - 1(config - tunnel - interface)# commit and - quit  
vedge - 1# show running - config vpn 0  
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...  
 interface loopback1  
  ip - address 172.16.255.25/32  
  tunnel - interface  
   color mpls  
  !  
  no shutdown  
 !  
  

On vEdge-2, you configure a loopback interface with the same tunnel interface color that you used for vEdge-1: 

vedge - 2# show running - config vpn 0  
vpn 0  
 interface loopback2  
  ip address 172. 17.255.26/32  
  tunnel - interface  
   color mpls  
  no shutdown  
 !  
  

Use the show interface command to verify that the loopback interface is up and running. The output shows that the loopback interface is 
operating as a transport interface, so this is how you know that it is sending and receiving data traffic over the private network. 

vedge - 1# show interface  
                                  IF      IF                                                                
TCP                                    
                                  ADMIN   OPER    ENCAP                                      SPEED          
MSS                 RX       TX        
VPN  INTERFACE  IP ADDRESS        STATUS  STATUS  TYPE   PORT TYPE  MTU   HWADDR             MBPS   
DUPLEX  ADJUST  UPTIME      PACKETS  PACKETS   
------------------------------------------------------------- --------------------------------------------
-----------------------------------------  
0    ge0/0      10.1.15.15/24     Up      Up      null   transport  1500  00:0c:29:7d:1e:fe  10     full    
0       0:07:38:49  213199   243908    
0    ge0/1      10.1.17 .15/24     Up      Up      null   service    1500  00:0c:29:7d:1e:08  10     full    
0       0:07:38:49  197      3         
0    ge0/2      -                  Down    Down    null   service    1500  00:0c:29:7d:1e:12  -       -        
0       -            1        1         
0    ge0/3      10.0.20.15/24     Up      Up      null   service    1500  00:0c:29:7d:1e:1c  10     full    
0       0:07:38:49  221      27        
0    ge0/6      57.0.1.15/24      Up      Up      null   service    1500  00:0c:29:7d:1e:3a  1 0     full    
0       0:07:38:49  196      3         
0    ge0/7      10.0.100.15/24    Up      Up      null   service    1500  00:0c:29:7d:1e:44  10     full    
0       0:07:44:47  783      497       
0    loopback1  172.16.255.25/32  Up      Up      null   transport  1500  00:00:00:00:00:00  10     full    
0       0:00:00:20  0        0         
0    system     172.16.255.15/32  Up      Up      null   loopback   1500  00:00:00:00:00:00  10     full    
0       0:07:38:25  0        0         
1    ge0/4      10 .20.24.15/24    Up      Up      null   service    1500  00:0c:29:7d:1e:26  10     full    
0       0:07:38:46  27594    27405     
1    ge0/5      56.0.1.15/24      Up      Up      null   service    1500  00:0c:29:7d:1e:30  10     full    
0       0:07:38:46  196      2         
512  eth0       10.0.1.15/24      Up      Up      null   service    1500  00:50:56:00:01:05  1000   full    
0       0:07:45:55  15053    10333  

To allow vEdge routers at different overlay network sites on the private network to exchange data traffic directly, you use a loopback 
interface on the each vEdge router to handle the data traffic instead of using the physical interface that connects to the WAN. You 
associate the same tag, called a carrier tag, with each loopback interface so that all the routers learn that they are on the same private 
WAN. Because the loopback interfaces are advertised across the overlay network, the vEdge routers are able to learn reachability 
information, and they can exchange data traffic over the private network. To allow the data traffic to actually be transmitted out the WAN 
interface, you bind the loopback interface to a physical WAN interface, specifically to the interface that connects to the private network. 
Remember that this is the interface that the private network does not advertise. However, it is still capable of transmitting data traffic. 
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Exchange Data Traffic between Two Private WANs 
This example shows a topology with two different private networks, possibly the networks of two different network providers, and all the 
Viptela devices are located somewhere on one or both of the private networks. Two vEdge routers are located at two different sites, and 
they both connect to both private networks. A third vEdge router connects to only one of the private WANs. The vBond orchestrator and 
vSmart controller both sit in one of the private WANs, perhaps in a data center, and they are reachable over both private WANs. For the 
vEdge routers to be able to establish control connections, the subnetworks where the vBond and vSmart devices reside must be 
advertised into each private WAN. Each private WAN CPE router then advertises these subnets in its VRF, and each vEdge router learns 
those prefixes from each PE router that it is connected to. 

 

Because both WANs are private, we need only a single overlay. In this overlay network, without policy, IPsec tunnels running BFD sessions 
exist from any TLOC connected to either transport network to any TLOC in the other transport as well as to any TLOC in the same WAN 
transport network. 

As with the previous examples in this article, it is possible to configure the tunnel interfaces on the routers' physical interfaces. If you do 
this, you also need to configure a routing protocol between the vEdge router at its peer PE router, and you need to configure access lists 
on the vEdge router to advertise all the routes in both private networks. 

A simpler configuration option that avoids the need for access lists is to use loopback interfaces as the tunnel interfaces, and then bind 
each loopback interface to the physical interface that connects to the private network. Here, the loopback interfaces become the end 
points of the tunnel, and the TLOC connections in the overlay network run between loopback interfaces, not between physical interfaces. 
So in the figure shown above, on router vEdge-1, the tunnel connections originate at the Loopback1 and Loopback2 interfaces. This router 
has two TLOCs: {1.1.1.1, private2, ipsec} and {1.1.1.2, private1, ipsec}. 

The WAN interfaces on the vEdge routers must run a routing protocol with their peer PE routers. The routing protocol must advertise the 
vEdge router's loopback addresses to both PE routers so that all vEdge routers on the two private networks can learn routes to each other. 
A simple way to advertise the loopback addresses is to redistribute routes learned from other (connected) interfaces on the same router. 
(You do this instead of creating access lists.) If, for example, you are using OSPF, you can advertise the loopback addresses by including the 
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redistribute connected command in the OSPF configuration. Looking at the figure above, the ge0/2 interface on vEdge-1 needs to 
advertise both the Loopback1 and Loopback2 interfaces to the blue private WAN, and ge0/1 must advertise also advertise both these 
loopback interfaces to the green private WAN. 

With this configuration: 

• The vEdge routers learn the routes to the vBond orchestrator and vSmart controller over each private WAN transport. 

• The vEdge routers learn every other vEdge router's loopback address over each WAN transport network. 

• The end points of the tunnel connections between each pair of vEdge routers are the loopback interfaces, not the physical ( ge ) 
interfaces. 

• The overlay network has data plane connectivity between any TLOCs and has a control plane over both transport networks. 

Here is the interface configuration for VPN 0 on vEdge-1. Highlighted are the commands that bind the loopback interfaces to their physical 
interfaces. Notice that the tunnel interfaces, and the basic tunnel interface properties (encapsulation and color), are configured on the 
loopback interfaces, not on the Gigabit Ethernet interfaces. 

vpn 0  
  interface loopback1  
    ip address 1.1.1.2/32  
    tunnel - interface  
      encapsulation ipsec  
      color private1  
      bind ge0/1  
    !  
    no shutdown  
  !  
  interface loopback2  
    ip address 1.1.1.1/32  
    tunnel - interface  
      encapsulation ipsec  
      color private2  
      bind ge0/2  
    !  
    no shutdown  
  !  
  interface ge0/1  
    ip address 172.16.13.3/24  
    no s hutdown  
  !  
  interface ge0/2  
    ip address 10.10.23.3/24  
    no shutdown  
  !  
  ip route 0.0.0.0/0 10.10.23.1  
  ip route 0.0.0.0/0 172.16.13.1  
!  

The configuration for vEdge-2 is similar: 

vpn 0  
  interface loopback1  
    ip address 2.2.2.1/32  
    tunnel - int erface  
      encapsulation ipsec  
      color private1  
      bind ge0/1  
    !  
    no shutdown  
  !  
  interface loopback2  
    ip address 2.2.2.2/32  
    tunnel - interface  
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      encapsulation ipsec  
      color private2  
      bind ge0/2  
    !  
    no shutdown  
  !  
  interface ge0/1  
    ip address 172.16.15.5/24  
    no shutdown  
  !  
  interface ge0/2  
    ip address 10.10.25.3/24  
    no shutdown  
  !  
  ip route 0.0.0.0/0 10.10.25.1  
  ip route 0.0.0.0/0 172.16.15.1  
!  

The vEdge-3 router connects only to the green private WAN: 

vpn 0  
  interface loopback1  
    ip address 3.3.3.3/32  
    tunnel - interface  
      encapsulation ipsec  
      color private1  
      bind ge0/1  
    !  
    no shutdown  
  !  
  interface ge0/1  
    ip address 172.16.8.4/24  
    no shutdown  
  !  
  ip route 0.0.0.0/ 0 172.16.8.1  
!  

On the vSmart controller and vBond orchestrator, you configure a tunnel interface and default IP route to reach the WAN transport. For 
the tunnel, color has no meaning because these devices have no TLOCs. 

vpn 0  
  interface eth1  
    ip addres s 172.16.8.9/24  
      tunnel - interface  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.8.1  
!  
vpn 0  
  interface ge0/1  
    ip address 172.16.16.6/24  
      tunnel - interface  
    !  
    no shutdown  
  !  
  ip route 0.0.0.0/0 172.16.16.1  
!  

  

Connect to a WAN Using PPPoE 
This example shows a vEdge router with a TLOC tunnel interface and an interface enabled for Point-to-Point Protocol over Ethernet 
(PPPoE). The PPP interface defines the authentication method and credentials and is linked to the PPPoE-enabled interface. 
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Here is the interface configuration for VPN 0: 

vpn 0  
 interface ge0/1  
  no shutdown  
  !  
  tunnel - interface  
   encapsulation ipsec  
   color biz - internet  
   allow - service dhcp  
   allow - service dns  
   allow - service icmp  
   no allow - service sshd  
   no allow - service ntp  
   no allow - service stun  
  !  
  no shutdown  
 !  
 interface ge0/3  
  pppoe - client ppp - interface ppp10  
  no shutdown  
 !  
 interface ppp10  
  ppp authentication chap  
   hostname branch100@corp.bank.myisp.net  
   password $4$OHHjdmsC6M8zj4BgLEFX Kw== 
  !  
  tunnel - interface  
   encapsulation ipsec  
   color gold  
   allow - service dhcp  
   allow - service dns  
   allow - service icmp  
   no allow - service sshd  
   no allow - service ntp  
   no allow - service stun  
  !  
  no shutdown  
!  

Use the show ppp interface command to view existing PPP interfaces: 

vEdge# show ppp interface  
 
             PPPOE      INTERFACE               PRIMARY  SECONDARY         
VPN  IFNAME  INTERFACE  IP         GATEWAY IP   DNS      DNS        MTU    
------------------------------------------- -------------------------------  
0    ppp10   ge0/3      11.1.1.1   115.0.1.100  8.8.8.8  8.8.4.4    1150   

Use the show ppppoe session and show pppoe statistics commands to view information about PPPoE sessions: 
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vEdge# show pppoe session  
  
             SESSION                                        PPP                    SERVICE   
VPN  IFNAME  ID       SERVER MAC         LOCAL MAC          INTERFACE  AC NAME     NAME      
-------------------------------------------------------------------------------------- ------  
0    ge0/1   1        00:0c:29:2e:20:1a  00:0c:29:be:27:f5  ppp1       branch100  -          
0    ge0/3   1        00:0c:29:2e:20:24  00:0c:29:be:27:13  ppp2       branch100  -          
 
vEdge# show pppoe statistics  
 
      pppoe_tx_pkts             :      73  
      pppoe_rx_pkts             :      39  
      pppoe_tx_session_drops    :      0  
      pppoe_rx_session_drops    :      0  
      pppoe_inv_discovery_pkts  :      0  
      pppoe_ccp_pkts            :      12  
      pppoe_ipcp_pkts           :      16  
      pppoe_lcp_pkts            :      35  
      pppoe_padi_pkts           :      4  
      pppoe_pado_pkts           :      2  
      pppoe_padr_pkts           :      2  
      pppoe_pads_pkts           :      2  
      pppoe_padt_pkts           :      2  

  

Additional Information 
Configuring Interfaces 
Configuring Segmentation (VPNs) 

Configuring System Logging 
On Viptela devices, you can log event notification system log (syslog) messages to files on the local device, or you can log them to files on a 
remote host. 

  

Log Syslog Messages on the Local Device 
Logging to the local device's hard disk of syslog messages with a priority level of "information" is enabled by default. The log files are 
placed in the local /var/log directory. By default, log files are 10 MB in size, and up to 10 files are stored. After 10 files have been created, 
the oldest one is discarded to create a file for newer syslog messages. 

To modify the syslog default parameters on a Viptela device: 

Viptela(config)# system logging disk  
Viptela(config - logging - disk)# enable  
Viptela(config - logging - disk)# file rotate number size megabytes  
Viptela(config - logging - disk)# priority priority  

By default, 10 syslog files are created. In the rotate command, you can configure this to be a number from 1 through 10. 

By default, syslog files are 10 MB. You can configure this to be from 1 to 20 MB. 

The priority indicates the severity of syslog messages to save. The default priority value is "informational", so by default, all syslog 
messages are recorded. The priority level can be one of the following (in order of decreasing severity): 

• emergency —System is unusable (corresponds to syslog severity 0). 

• alert — Action must be taken immediately (corresponds to syslog severity 1). 

• critical —A serious condition (corresponds to syslog severity 2). 
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• error —An error condition that does not fully impair system usability (corresponds to syslog severity 3). 

• warn —A minor error condition (corresponds to syslog severity 4). 

• normal —A normal, but significant condition (corresponds to syslog severity 5). 

• information —Routine condition (the default) (corresponds to syslog severity 6). 

To disable the logging of syslog messages to the local disk, use the no system logging disk enable command. 

  

Log Syslog Messages to a Remote Device 
To log event notification syslog messages to a remote host, configure information about the server: 

Viptela(config)# system logging server (dns - name | hostname | i p- address)  
Viptela(config - logging - server)# vpn vpn - id  
Viptela(config - logging - server)# priority priority  
Viptela(config - logging - server)# source - interface interface - name 

Configure the server's name by DNS name, hostname, or IP address. You can configure up to four syslog servers. 

You can optionally specify the VPN in which the syslog server is located or through which it can be reached. 

You can optionally specify the outgoing interface to use to reach the syslog server. The interface name can be a physical interface or a 
subinterface (a VLAN-tagged interface). The interface must be located in the same VPN as the syslog server. Otherwise, the configuration 
is ignored. If you configure multiple syslog servers, the source interface must be the same for all of them. 

You configure the priority of the syslog messages to send to the server, as described above. 

Viptela devices send syslog messages to syslog servers using UDP. TCP is not supported. 

If the syslog server is unreachable, the Viptela device suspends the sending of syslog messages for 180 seconds (3 minutes). If the server is 
once again reachable, logging resumes. If not, the Viptela device waits another 180 seconds. 

By default, syslog messages are also always logged to the local hard disk. To disable local logging, use the no system logging disk enable 
command. 

  

Display Logging Information 
To display the configured system logging settings, use the show logging command. For example: 

vEdge# show logging  
 
System logging to  in vpn 0 is disabled  
Priority for host logging is s et to: info  
 
System logging to disk is enabled  
Priority for disk logging is set to:  info  
File name for disk logging is set to:  /var/log/vsyslog  
File size for disk logging is set to:  10 MB  
File recycle count for disk logging is set to:  10  
 
Syslog facili ty is set to: local7  

To display the contents of a syslog file, use the show log command. For example: 

vEdge# show log auth.l og tail 10  
==> /var/log/auth.log <==  
auth.info: Nov 14 14:33:35 vedge sshd[2570]: Accepted publickey for admin from 10.0.1.1 port 39966 ssh2: 
RSA SHA256:pkFQ5wE//DmiA0d0JU1rOt91CMTVGkscm9wLSYQrI1s  
auth.info: Nov 14 14:39:42 vedge sshd[2578]: Received disco nnect from 10.0.1.1 port 39966:11: 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1707231542
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3089263341
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Syslog messages related to AAA authentication and Netconf CLI access and usage are placed in the auth.log and messages files. Each time 
a vManage NMS logs in to a vEdge router to retrieve statistics and status information and to push files to the router, the router generates 
AAA and Netconf log messages. So, over time, these message can fill the log files. To prevent these messages from filling the log files, you 
can disable the logging of AAA and Netconf syslog messages: 

Viptela(config)# system aaa logs  
Viptela(config - logs)# audit - disable  
Viptela(config - logs)# netconf - disable  

Syslog message generated by the Viptela software have the following format: 

facility.source date -  source -  module -  level -  MessageID: text - of - syslog - message  

Here is an example of a syslog message. In the file, this message is on a single line. This message has the facility name of local7, which is 
the name used for all Viptela processes, and a priority of "info". 

local7.info: Apr  3 13:40:31 vsmart SYSMGR[221]:  
%Viptela - vsmart - sysmgrd - 6- INFO- 1400002:  
Notification : 4/3/2017 20:40:31 system - login - change severity - level:minor host - name:"vm1" system -
ip:172.16.255.11 user - name:"admin"  user - id:162  

  

Additional Information 
show log 
show logging 
Use Syslog Messages 

Configuring IEEE 802.1X and IEEE 802.11i Authentication 
IEEE 802.1X is a port-based network access control (PNAC) protocol that prevents unauthorized network devices from gaining access to 
wired networks (WANs), by providing authentication for devices that want to connect to a WAN. 

IEEE 802.11i prevents unauthorized network devices from gaining access to wireless networks (WLANs). 802.11i implements WiFi 
Protected Access II (WPA2) to provide authentication for devices that want to connect to a WLAN on a vEdge 100wm router. 

A RADIUS authentication server must authenticate each client connected to a port before that client can access any services offered by 
network. 

This article describes how to configure RADIUS servers to use for 802.1X and 802.11i authentication. It describes how to enable 802.1X on 
vEdge router interfaces to have the router act as an 802.1X authenticator, responsible for authorizing or denying access to network 
devices on a WAN. Finally, it describes how to enable 802.11i on vEdge 100wm routers to control access to WLANs. 

  

Configure RADIUS Authentication Servers 
Authentication services for IEEE 802.1X and IEEE 802.11i are provided by RADIUS authentication servers. You configure the RADIUS servers 
to use for 802.1X and 802.11i authentication on a system-wide basis: 

vEdge(config)# system radiu s  
vEdge(config - radius)# server ip - address  

Specify the IP address of the RADIUS server. You can configure one or two RADIUS servers to perform 802.1X and 802.11i authentication. 
(Note that for AAA authentication, you can configure up to eight RADIUS servers.) 

For each RADIUS server, you can configure a number of optional parameters. 

You can configure the VPN through which the RADIUS server is reachable and the router interface to use to reach the server: 

vEdge(config - server)# vpn vpn - id  
vEdge(config - server)#  source - interface interface - name 

https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp3089263341
https://www.cisco.com/c/en/us/td/docs/routers/sdwan/command/sdwan-cr-book/operational-cmd.html#wp1707231542
https://www.cisco.com/c/dam/en/us/td/docs/routers/sdwan/vManage_How-Tos/vmanage-how-tos-18-4.pdf















































































































































































































































































































































































































































































































































































































































































































































































































































































































