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New and Changed Information

The following table provides an overview of the significant changes up to the current release. The
table does not provide an exhaustive list of all changes or of the new features up to this release.

Table 1. New Features and Changed Behavior in the Cisco Network Insights for Resources application in
Cisco DCNM

Feature Description Release Where Documented
Flow Analytics Ul The Network Insights 2.2.2 Network Insights Setup
enhancements setup page provides

access to the
onboarded sites with
additional switch status
summary, which
displays the monitored
and managed sites,
health state of the
nodes, and software
telemetry and flow
telemetry
configurations.

Flow Ingest The flow statistics are 222 System Status
collected from flow
telemetry collector and
flow telemetry
correlator to determine
the health of the flow
when the flow
threshold is reached.
The system status page
lists the active system
anomalies and flow

thresholds.
Multicast protocols Support for PIM, IGMP,  2.2.2 Multicast Protocol
PIM, IGMP, and IGMP and IGMP Snoop IPv4 Statistics
Snoop multicast operational

and statistical data in
the Protocol Statistics
tab.



Feature

Software based Micro-
Burst support

Dashboard Topology
(Beta)

Dashboard Devices

Telemetry Manager
REST API

Endpoint Analytics

Description Release

The Interface Statistics  2.2.2
tab displays the

anomalies that are

raised based on the

number of micro-bursts

on the interface for

Cisco Nexus 9000 series
switches.

The topology view 2.2.2
represents the stitching
between the nodes
connected to the Cisco
DCNM site. The Early
Access Mode in the
Network Insights Setup
page lets you enable
beta Network Insights
features and
enhancements. Once
the beta features are
enabled they cannot be
disabled.

The detailed view of 2.2.2
the nodes with a

graphical

representation of top

nodes and top

resources.

REST based APIs to 2.2.2
configure software

telemetry and flow

telemetry on the

switches.

The Endpoint Analytics  2.2.2
provides detailed
analytics of endpoints
learnt in the fabric. The
anomalies detected as
part of endpoint
analytics include
duplicate IP address,
rapid endpoint moves
across nodes, interface,
and endpoint groups.

Where Documented

Micro-Burst Support
for Interface Statistics

Topology Dashboard

Browse Nodes

Cisco NIR DCNM REST
APl Examples

Endpoint Analytics



Feature

Hardware support

Description Release

Support for Cisco 2.2.2
Nexus 7000 series

switches, Cisco Nexus

3000 series switches,

Cisco Nexus 9504 and

9508 with -R and -RX

lines cards, and Cisco

Nexus 3600 platform

switches.

Where Documented

Release Notes

Note: See the Cisco NIR for Cisco DCNM Release Notes for Hardware Requirements,
Compatibility, and Verified Scalability information.


https://www.cisco.com/c/en/us/td/docs/data-center-analytics/nir/dcnm/2-2-2/release-notes/Cisco-NIR-DCNM-Release-Notes-222.html

Cisco Network Insights for Resources
Installation

About Cisco Network Insights for Resources

Cisco Network Insights for Resources ( Cisco NIR ) applications consist of monitoring utilities that
can be added to the Cisco Data Center Network Manager ( Cisco DCNM ).

Downloading Cisco NIR from the Cisco App Center

Before you begin

You must have administrative credentials to download applications in Cisco DCNM.

Procedure

Use this procedure to download Cisco NIR app in the Cisco DCNM in preparation for installation.
1. Log in to the Cisco DCNM GUI with admin privileges. If you donOt have admin privileges, you can
log in to the Cisco App Center to download the application.
Choose Applications
Click Browse App Center on the far-right side of the screen.

Search for Cisco Network Insights for Resources application on the search bar.

ag > w D

Select the Cisco Network Insights for Resources application you want to download and click
Download for that app to begin the process of downloading the app to your local machine.

6. Review the license agreement and, if OK, click  Agree and download . The Cisco NIR app is
downloaded to your local machine. Note the download location of the Cisco NIR app file on your
local machine.

7. Make sure the downloaded file can be accessed by the Cisco DCNM. If it cannot, move the file to
a device and/or location where it can be installed on the Cisco DCNM.

Installing Cisco NIR Application in Cisco DCNM

Use this procedure to install Cisco NIR app in the Cisco DCNM.

Before you begin

Before you begin installing a Cisco NIR app, make sure the following requirements are met:

Procedure

1. You must have administrator credentials to install Cisco NIR application.

2. You must have three compute servers installed and in the OJoinedO state. For more information


https://dcappcenter.cisco.com

regarding the installation, discovery, and addition of compute servers, refer to the following
sections:

I Compute Installation: For details on compute installation, refer to Installing a DCNM
Compute section.

I DVS Security Settings: For details on DVS security settings, refer to Networking Policies for
OVA Installation section.

! Subnet Requirements for OOB and IB pool: For details on subnet requirements for OOB and
IB pool, referto Subnet Requirements section.

I Creating a Compute Cluster: For details on creating a compute cluster, refer to Enabling the
Compute Cluster section.

! Adding Computers in Web Ul: For details on adding computers in web Ul, refer to Adding
Computers into the Cluster Mode  section.

3. When the installation is complete, the application opens to a Welcome dialog where initial setup
is performed. Continue with the setup of the Cisco NIR app. See Cisco NIR App Initial Setup .


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/classiclan/b_dcnm_classic_lan/applications.html#concept_byt_jdx_23b
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/classiclan/b_dcnm_classic_lan/applications.html#concept_byt_jdx_23b
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/classiclan/b_dcnm_classic_lan/applications.html?dtid=osscdc000283#concept_tt1_pdx_23b
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/classiclan/b_dcnm_classic_lan/applications.html?dtid=osscdc000283#concept_tt1_pdx_23b
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/classiclan/b_dcnm_classic_lan/applications.html?dtid=osscdc000283#concept_cjb_vcx_23b
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/lanfabric/b_dcnm_fabric_lan/applications.html#concept_kfn_psx_whb#concept_kfn_psx_whb
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/lanfabric/b_dcnm_fabric_lan/applications.html#concept_kfn_psx_whb#concept_kfn_psx_whb
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/lanfabric/b_dcnm_fabric_lan/applications.html#task_kl2_wml_sgb
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_3_1/config_guide/lanfabric/b_dcnm_fabric_lan/applications.html#task_kl2_wml_sgb

Cisco Network Insights for Resources Setup
and Settings

Cisco Network Insights for Resources Topology

The following figure describes the Leaf switch-Spine switch topology for 1-HOP or 2-HOP flow
telemetry correlation.

Spine 1.1 Spine 1.m Spine 2.1 Spine 2.m
FE——= i

Flow
Telemetry -- ia
HOP Leaf 1.1 Leaf 1.n Leaf 2.1 Leaf 2.n

502830

The following figure describes the Leaf switch-Spine switch topology for 3-HOP or 4-HOP flow
telemetry correlation.

Spine 1.1  Spine 1.m Spine 2.1 Spine 2.m

Flow
Telemetry ~------------
HOP

Flow

Telemetry -- L
HOP Leaf 1.1 Leaf 1.n Leaf 2.1 Leaf 2.n

502840

Supported Scenarios
The Cisco Network Insights for Resources topology supports the following scenarios.
VXLAN

¥ vPC on leaf switch

¥ vPC on spine (towards leaf) switch



¥ Double sided vPC on spine-leaf switch
¥ Border spine switch

¥ Border leaf switch

¥ IR or Multicast underlay

¥ EBGP or IBGP

¥ IPv4 underlay

¥ |Pv4 or IPv6 overlay
Legacy spine switch or leaf switch

¥ vPC on leaf switch
¥ vPC on spine (towards leaf) switch
¥ Double sided vPC on spine-leaf switch

¥ |Pv4 or IPv6

Cisco Network Insights for Resources Components in
Cisco DCNM

N

The Cisco Network Insights for Resources ( Cisco NIR ) is a real-time monitoring and analytics
application.

The Cisco NIR app consists of the following components:

¥ Data Collection NThe streaming of telemetry data is done by the Operating System on the site
nodes. As each data source is different and the format in which data is streamed is different,
there are corresponding collectors running analytics that translate the telemetry events from
the nodes into data records to be stored in the data lake. The data stored in the data lake is in a
format that the analytics pipeline can understand and work upon.

The following telemetry information is collected from various nodes in the site:
I Resources AnalyticsNThis includes monitoring software and hardware resources of site

nodes on Cisco DCNM.

I EnvironmentalNThis includes monitoring environmental statistics such as fan, CPU,
memory, and power of the site nodes.

I Statistics AnalyticsNThis includes monitoring of nodes, interfaces, and protocol statistics on
Cisco DCNM and site nodes.

I Flow AnalyticsNThis includes detecting anomalies in the flow such as average latency,
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packet drop indication, and flow move indication across the site.

I Endpoint AnalyticsNThis includes monitoring endpoints on the Cisco Site nodes for rapid
endpoint moves across nodes, interface, and endpoint groups, and duplicate IP address.

¥ Resource Utilization and Environmental Statistics NResource analytics supports
configuration, operational and hardware resources. Environmental covers CPU, memory,
temperature, and fan speed. System analytics also covers, Anomalies, and trending information
of each resource and graphing of parameters which help Network operators to debug over
period of time.

¥ Predictive Analytics and Correlation NThe value-add of this platform is predicting failures in
the site and correlating internal site failures to the user-visible/interested failures.

¥ Anomaly Detection Ninvolves understanding the behavior of each component while using
different machine learning algorithms and raising anomalies when the resource behavior
deviates from the expected pattern. Anomaly detector applications use different supervised and
unsupervised learning algorithms to detect the anomalies in the resources and they log the
anomalies in an anomaly database.

Guidelines and Limitations
¥ The Cisco NIR app installation on Cisco DCNM requires that the DNS server is valid and
reachable.

¥ After upgrading Cisco DCNM or Cisco NIR app to new version and before starting Cisco NIR app,
make sure the following are set:

! Navigate to Applications > Preferences from Cisco DCNM Configuration page and modify
Telemetry Network Configuration to the desired value.

Note: The "Out-of-Band’ is a default value for the interface, which may not be
what you set prior to the upgrade.

I Click Submit.

¥ When you did not modify the network settings post Cisco DCNM or Cisco NIR app upgrade and
enabled telemetry on any sites from Cisco NIR, then the application is not enabled and
configured properly.

! Login to Cisco DCNM active node using SSH client as root . Incase you are already logged into
Cisco DCNM active node, change to root .

I Execute the following command.

curl -d '{"AppName": "NIR"}' http://127.0.0.1:9595/telemetry/force_cleanup_app

! Execute the following command.
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curl -d '{"AppName": "NIR"}
http://127.0.0.1:9595/telemetry/force_cleanup_hw_app

I After few minutes all the sites in Cisco NIR configuration page show a disabled state.

I Once the status is disabled, modify the Telemetry Network Configuration in Cisco DCNM to
the desired value.

I Enable telemetry on the sites from the Cisco NIR Configuration page.

¥ Cisco DCNM allows network-admin and network-operator roles to assign read or write access for
fabrics. Cisco NIR app displays all the fabrics even though you do not have permission to
modify. Any operation on a fabric fails without read or write access to the fabric. Cisco NIR app
does not enforce the RBAC roles configured in Cisco DCNM, the operations that telemetry

manager generates are filtered or enforced by Cisco DCNM according to the RBAC rules
configured.

¥ The Telemetry Manager takes about 10 minutes to detect the site mode changes in Cisco DCNM
from managed mode to monitored mode or vice versa.

¥ To enable telemetry on monitored site through Cisco NIR app, you must first delete all existing
telemetry configurations on all the nodes in the monitored site before you enable this site from
Cisco NIR app. The telemetry then assigns the receiver IP addresses to these nodes, which the
Data Collection Setup page displays. The telemetry configuration will not push any telemetry
configurations to the nodes because they are monitored. Therefore you have to check the

receiver |IP addresses from the Data Collection Setup page and must configure the nodes
manually.

¥ For flow telemetry the Cisco NIR app captures the maximum anomaly score for a particular
flow, for the entire cycle of the user specified time range. This anomaly score calculation is
inconsistent with the other resources anomaly calculation.

¥ After enabling telemetry in Cisco NIR app in managed mode, to upgrade or downgrade a switch
follow these steps:

! Perform the upgrade or downgrade of the switch.

! Remove and add the switch back to the site. Cisco NIR will then push the configurations to
the switch.

¥ Cisco NIR app does not support software telemetry and flow telemetry data from switches to the
flow collector running on Cisco DCNM compute nodes over IPv6.

¥ The Cisco NIR application requires that physical servers hosting Cisco DCNM computes as VMs
are atleast Cisco C220-M4 category. It is also required that a compute be hosted on a data store

with a dedicated hard disk of atleast 500GB. See Cisco NIR Release notes Compatibility
Information section.

¥ For instances where one or more sites do not recover from disabling state, you must stop and
restart the Cisco NIR application in Cisco DCNM. This will recover the failed disable state.

¥ The vPC domain ID for different vPC pair can not be the same across a fabric, when the Cisco
NIR app is in managed or monitored mode on Cisco DCNM.

12


https://www.cisco.com/c/en/us/support/data-center-analytics/network-insights-data-center/products-release-notes-list.html

¥ Cisco Nexus 7000 switches support only software telemetry in default VDC. Software telemetry
fails to get enabled if the default VDC does not have modules and interfaces.

Cisco NIR App Initial Setup

The first time you launch the Cisco NIR app, you are greeted with a Welcome to Network Insights
dialog. Follow these steps to complete the initial setup of Cisco NIR app:

Before you begin

Before you begin the initial set up of the Cisco NIR application in the Cisco DCNM, make sure the
following prerequisites are met:
¥ The primary and standby hosts (HA) return a status of OK:
1. In Cisco DCNM, click Administration
2. Under Cisco DCNM Server, click Native HA .

3. Check the HA Status attribute as shown in the following

© ‘. Data Center Network Manager
A | Administration / DCNM Server / Native HA
Native HA
Failover Force Sync Test
Attribute Name Value
MNode ID 2
Virtual IP(VIP) 192.168.10.81
Active IP 192 168 10.77
Active Heart Beat IP 172.2520222
Active Host Name pikannan-77.cisco.com
Standby IP 192 168.10.76
Standby Heart Beat IP 172.25.20.221
Standby Host Name pikannan-76.cisco.com
HA Status OK E
I It may take some time for both hosts to be recognized. Once the OK status is
. displayed, AMQP notifications can begin. Check the AMQP server status below.

¥ The AMQP Server returns a status of OK:

1. In Cisco DCNM, click Dashboard .
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2. In the Server Status tile, click Health Check .

3. Check the status of the AMQP Server component as shown in the following

Server Status
DCNM Health Check

Component Status Details

AMOQP Server . :

10.126.216.240 8 o Service responds to user access
Brver ¥l —- "

Local . Olc Service is running

TFTP Server . o .

Local Ok Service is running

EPLS - e

Local 9 Down Service is stopped

EPLC o

Local & Down Service is stopped E

¥ Precision Time Protocol (PTP) must be configured on all nodes you want to support with Cisco
NIR. In both managed and monitor site mode, the user must ensure PTP is correctly configured
on all nodes in the site. To ensure Precision Time Protocol is setup correctly:

! For details about Precision Time Protocol Easy Fabric, refer to Precision Time Protocol for
Easy Fabric .

Ensure PTP is enabled in Cisco DCNM easy site setup. The Advanced tab on Cisco DCNM site
setup, check the box for Enable Precision Time Protocol (PTP) . For details, refer to Add/Edit
Fabric .
Procedure
1. On the welcome dialog, click Begin First Time Setup
The Network Insights Setup window appears.
2. On the Network Insights Setup window, click Configure to configure the Data Collection Setup

The following steps enable the site to be monitored by Cisco NIR application.

3. In the list of available sites, choose a site you want to monitor with Cisco NIR.
4. Inthe VXLAN / Classic column, choose the site type:

I VXLAN : Identifies the site as a VXLAN site type.

If your network is a VXLAN site and you want to see VXLAN-specific
information in the Cisco NIR application, you must select this option.

I Classic : Identifies the site as a Classic LAN site.
5. Inthe Mode column, choose the mode you want to use for the site selected:

! Managed : Cisco DCNM monitors and manages the configuration of the nodes in the selected

site. This option allows Cisco NIR app to push the telemetry configuration to the nodes in the
chosen site.
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! Monitored : Cisco DCNM does not deploy configuration to the nodes. Cisco DCNM discovers
the nodes and displays them in the topology (read-only). Cisco NIR app will not send
telemetry configuration to the nodes.

If this option is chosen, telemetry  must be configured directly on the nodes
in order for Cisco NIR app to receive data. The following configuration must

be added on the NX-OS switches to stream telemetry data to Cisco NIR app
when the site is configured to be in  Monitored mode:

The REST API software_telemetry config() and flow_telemetry_config() can be used in
managed mode and monitor mode; however, monitor mode has the best use case. See Cisco
NIR DCNM REST API Examples for details.

Example:

configure terminal

{

feature ntp
ntp server <IP address> prefer use-vrf management

feature lldp
feature icam
feature telemetry

telemetry

E destination-profile

E use-vrf management

destination-group 500

E ip address <IP address of> port 57500 protocol gRPC encoding GPB
E use-chunking size 4096

destination-group 501

E ip address <IP address of> port 57500 protocol gRPC encoding GPB-compact
E use-chunking size 4096

sensor-group 506

E data-source NX-API

E path "show system routing mode" depth unbounded

sensor-group 511

E data-source DME

E path sys/intf depth unbounded filter-condition
or(and(updated(ethpmAggrif.operSt),eq(ethpmAggrif.operSt,"down")),and(updated(et
hpmAggrif.operSt),eq(ethpmAggrif.operSt,“up™)))

sensor-group 500

= data-source NX-API

path "show icam scale" depth unbounded

path "show environment temperature" depth unbounded

path "show spanning-tree summary" depth unbounded

path "show processes cpu" depth unbounded

path "show processes memory physical" depth unbounded

[T > [T [T [T M
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path "show system resources" depth unbounded

path "show module" depth unbounded

path "show processes log" depth unbounded

sensor-group 502

E data-source DME

E path sys/intf depth 0 query-condition query-target=subtree&target-subtree-
class=ethpmPhyslIf,rmonEtherStats,rmonlfin,rmonifOut,ethpmAggrlf,I1PhysIf,pcAggrl
f,ethpmPortCap

sensor-group 503

E data-source DME

E path sys/intf depth O query-condition query-target=subtree&target-subtree-
class=eqptFcotLane,eqptFcotSensor

sensor-group 504

E  data-source NX-API

path "show routing ip summary cached vrf all* depth unbounded

path "show routing ipvé summary cached vrf all" depth unbounded

path "show ip mroute summary vrf all" depth unbounded

path "show ipv6 mroute summary vrf all" depth unbounded

path "show vpc" depth unbounded

path "show vrf all" depth unbounded

path "show mac address-table count" depth unbounded

path "show nve vni" depth unbounded

path "show nve peers detail" depth unbounded

path "show vlan summary" depth unbounded

path "show system internal icam app hardware internal forwarding table
tilization" depth unbounded query-condition show-output-format=json

path "show system internal icam app system internal access-list resource
utilization" depth unbounded query-condition show-output-format=json
sensor-group 505

data-source NX-API

path "show environment power" depth unbounded

path "show system internal flash" depth unbounded

path "show clock" depth unbounded

path "show feature" depth unbounded

path "show environment fan detail" depth unbounded

ensor-group 501

data-source NX-API

path "show lacp counters detail" depth unbounded

path "show lacp interface" depth unbounded

path "show port-channel summary" depth unbounded

path "show lldp traffic interface all* depth unbounded

sensor-group 507

E data-source DME

E path sys/cdp depth 1 query-condition query-target=subtree&target-subtree-
class=cdplf,cdpAdjEp,cdplfStats

E path sys/bgp depth 1 query-condition query-target=subtree&target-subtree-
class=bgpEntity,bgplnst,bgpDom,bgpDomAf,bgpPeer,bgpPeerEntry,bgpPeerEntryStats,b
gpPeerEvents,bgpPeerAfEntry

E path sys/lldp depth 1 query-condition query-target=subtree&target-subtree-
class=lldplf,lIldpAdjEp,lldplfStats

sensor-group 508

T [T [T
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E

data-source DME
path sys/intf depth 1 query-condition query-target=subtree&target-subtree-

class=pcAggrlf&query-target-filter=deleted()
sensor-group 509

O TP ITP Y [Ty mp My My oy ey mp my me e e me e m

O [T [Ty [T [T [T [T [T [T M mp M [mp

m™ [m»

data-source NX-API

path "show ip igmp interface vrf all" depth unbounded

path "show ip igmp groups vrf all" depth unbounded

path "show ip igmp snooping statistics" depth unbounded
path "show ip igmp snooping" depth unbounded

path "show ip igmp snooping groups" depth unbounded

path "show ip igmp snooping groups summary" depth unbounded
path "show ip igmp snooping groups detail" depth unbounded
path "show ip pim statistics vrf all* depth unbounded

path "show ip pim interface vrf all* depth unbounded

path "show ip pim neighbor vrf all" depth unbounded

path "show ip pim rp vrf all" depth unbounded

path "show ip pim route vrf all* depth unbounded

path "show queuing burst-detect detail" depth unbounded

ensor-group 510

data-source NATIVE
path adjacency
path mac-all

ubscription 500

dst-grp 500

snsr-grp 506 sample-interval 3600000
snsr-grp 511 sample-interval 0
snsr-grp 500 sample-interval 59000
snsr-grp 502 sample-interval 60000
snsr-grp 503 sample-interval 62000
snsr-grp 504 sample-interval 61000
snsr-grp 505 sample-interval 300000
snsr-grp 501 sample-interval 60000
snsr-grp 507 sample-interval 65000
snsr-grp 508 sample-interval O
snsr-grp 509 sample-interval 63000

ubscription 501

dst-grp 501
snsr-grp 510 sample-interval 0

end

6. Click Save.

7. Click Done.

The second time you launch the Cisco NIR application, click
the setup. Check Do not show on launch

again.

Review First Time Setup
for the splash screen welcome dialog to not appear

to review
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Cisco NIR App Settings

Once Cisco NIR app is installed, the following need to be configured for the application to be fully
set up:

¥ Data Collection SetupNClick Edit Configuration for a list of sites, status, enable, disable, and
delete sites. The site status is disabled by default.

¥ The Early Access Mode lets you enable beta Network Insights features and enhancements. Once
the beta features are enabled, they cannot be disabled.

If there are Faults present in the application, they will show on the Faults tab. In the Settings menu
click Collection Status , you should see the green circles in the table indicating the nodes where
information is being transmitted. The collection status displays the data for the last hour.

Property Description

Time Range Specify a time range for the summary table to
display the data that is collected during the
specified interval.

Site Choose a site containing the nodes from which
to collect telemetry data.
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Property

©

Flow Collection Configuration

Click Settings > Flow Collection Configuration

Description

Clicking this icon allows you to alter the
following:

¥ Flow Collection Configuration NLets you
assign a previously configured site. Create a
VRF flow collection rule configuration per

site:

I Choose the site from the drop-down
menu.

I Select the switch to create a flow
collection rule.

I Click Save.

I Toggle Flow Collection to enable flow
telemetry on the switches.

¥ System Status NDisplays software,

hardware, operational, and capacity usage of
the application on the compute cluster.

¥ Collection Status NDisplays data collection
of System Metrics, Software Telemetry, and
Flow Telemetry information per node for the
last hour.

¥ Network  Insights  Setup NLets  you

configure the application setup.

¥ About Network Insights  NDisplays the
application version number.

Clicking this icon allows you to view the
following:

¥ Quick Start Guide NAn overview of Cisco
NIR application.

¥ Welcome Screen NThe splash screen to start
the Cisco NIR application from the
beginning.

¥ User Guide NThe documentation for
installation, configuration, and use of Cisco
NIR application.

to display the following page.
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Flow Collection Configuration

Tag Pl Collirtioa
Nk -
Hama WRF O Pwd

b~
-4
-
¥
I
2
s
|
3
&

U

B
ol L R
e 0 0 0 0 0 o

Parge 1 ofl 2 |44 1-6cd5 & k|

System Status
Click Settings > System Status to display the following page.

The system status page displays the health of flows. When there are system alerts over a recent
time duration, click  Show All Alerts

The health container periodically monitors the statistics and raises system anomalies when it
detects abnormalities.

The summary table lists the system anomalies or alerts raised over a duration, severity set to either
warning or critical, status, description, and recommendation. Statistics are collected from the flow
telemetry collector and flow telemetry correlator.

The following system anomalies are summarized.

¥ Flow Telemetry Collector  NFlow collector reports the number of flow telemetry records
known as flow events averaged over 30 seconds and specifies two thresholds; global threshold
and compute threshold. The compute thresholds are per compute and global threshold are for
all computes in the Cisco DCNM. The collector container is stressed because it is processing
more flow telemetry records than its threshold.

¥ Flow Telemetry Correlator NFlow correlator reports the stitched flows averaged over 30
seconds and specifies two thresholds; Global Lower and Global Upper threshold breached over
a period of time. The threshold occurs when the number of unique flows have increased and
the system is under pressure.

When a lower threshold is breached then a warning system anomaly is raised and when the upper
threshold is crossed then a critical anomaly is raised.

Flow Collector Anomalies
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System Status

Alerts

&

Active Critical Alert reported

Filters

Severity Status

&9 Warning Active
Critical Active

&

Flow Correlator Anomalies

Alerts

®

Active Critical Alert reported

Filters

Saverity Status
& Warning Active
& Critical Active

Active Alerts

Cleared Alerts (Last Seven Days)

6
- #Cr 2 h
j/ + Viarring (1)

Start Time End Time
Jul 12 2020 Jul 12 2020
10:35:45.435 PM 10:35:45,435 PM
Jul 12 2020 Jul 12 2020
10:34:35.192 PM 10:34:35.192 PM

Active Alerts

Cleared Alerts (Last Seven Days)

0
Total
2 s Critical (1)
\_/ a (1)
Start Time End Time
Jul 12 2020 Jul 12 2020

06:46:18.122 PM

Jul 12 2020
06:31:16.848 PM

06:46:18.122 PM

Jul 12 2020
06:43:17.909 PM

Description

[Category-FLOW Service
Name:Flow Collector Stat
Name:flowRecords Avg
val:56726] Crossed the
global lower threshold
54000 flow events

[Category-FLOW Service T
Name:Flow Collector Stat
Name flowRecords Node
Name:21188{3a8bdd4686
90864abf7432554d94614
abdb634cfic0376abcab8d
4ce672] Crossed the

upper threshold 60000

flow events

Description

[Category:FLOW Service
Name:Flow Correlator Stat
Name:flowRecords Avg
val:11408] Crossed the
global lower threshold
10800 unigue flows

[Category:FLOW Service
Name:Flow Correlator Stat
Name:flowRecords Avg
val:12213] Crossed the
global upper threshold
12000 unique flows

Hide All Alerts

/9

Recommaendation

Monitor the flows and be
cautious of enabling new
flows.

Reduce the number of
flomes.

Hide All Alerts

/7 9

Recommendation

Monitor the flows and be
cautious of enabling new
flows.

Reduce the number of
flows.

Service Level Thresholds

System Anomalies

Flow Telemetry Collector

Description

The following are flow thresholds:

¥ Lower ThresholdN54000
¥ Global Lower ThresholdN54000
¥ Upper ThresholdN60000
¥ Global Upper ThresholdN60000

21



System Anomalies Description

Flow Telemetry Correlator The following are flow thresholds:

¥ Global Lower ThresholdN10800
¥ Global Upper ThresholdN12000

Network Insights Setup

Click Settings > Network Insights Setup > Edit Configuration . The following page displays the
onboarded sites on Cisco DCNM.

Network Insights Setup

Data Collection Setup

Sites

?:f;:::v Flowr Telemetry
Hams Switch Count Swinch Status WVELAN | Claasic Maods Conhguration ACL Confguration
Status Status
Mlaraged Enabled Disabied Delete
a4
! red " -
i .
4
Monitoned Manitoring

Double click Switch Status for the side pane to display the onboarded switch configurations, status,
and additional details.

The following are the switch status:

¥ Grey NNodes are in initial state and unconfigured.
¥ Green NNodes configured successfully.
¥ Orange NNodes are currently being configured.

¥ RedNNodes that failed configuration.

Note: When you enable the telemetry configuration for a site and if Red Count is
greater than 0, it implies that the initiated operation is not successful for

enabling or disabling the site. Click Count and then click Retry for configuration

to be pushed again to nodes. Click Any Counts to view expected configurations. You
can exit the Network Insights Setup screen and return for immediate refresh of the
screens.
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