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What's new

What's new

Version Change

June 6, 2023 Updated steps on Upgrade process.

June 2, 2022 Updated information on Single NIC configuration for TURN Server. Refer to NIC
requirement

April 20, 2022 Updated for version 3.5

March 1, 2022

Updated the document for certificate name validation performed during Call
Bridge cluster validation

December 15, 2021

Updated for version 3.4.

August 24, 2021

Updated for version 3.3.

August 25, 2021

Some sections in the guide have been restructured and rewritten to make them
more comprehensive. This version includes several bug fixes.

June 02, 2021

Updated information on TURN Server ports and loopback interface.

May 19, 2021 Updated the document for web app call capacities and recommendations for
Medium OVA Expressway.

April 21,2021 Updated the TURN Server connections and Using Meeting Server components
sections with port range details.

April 08, 2021 Updated for version 3.2.

Call capacities by Cisco Meeting Server platforms updated.

March 15, 2020

Updated the document for short term credentials on the Meeting Server being a
fully supported feature.

December 02, 2020

Minor correction.

November 30, 2020

New version for 3.1. Including:
Cisco Meeting Server web edge information added.

Single Sign On information added.

October 07, 2020

Ports required appendix figure corrected to include web app on-prem.
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Minor corrections.
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New version for 3.0.

Removed deprecated components listed in 3.0 Release Notes.
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1 Introduction

1 Introduction

The Cisco Meeting Server software can be hosted on specific servers based on Cisco Unified
Computing Server (UCS) technology or on a specification-based VM server. Cisco Meeting
Serverisreferred to as the Meeting Server throughout this document.

Note: Cisco Meeting Server software version 3.0 onwards does not support X-Series servers.

This guide covers the Meeting Server deployed as a scalable and resilient solution. It discusses
the concepts, requirements and how to deploy this type of architecture. By deploying more than
one host server, you can configure:

m Several components of the same type to work as one resilient “unit”; for example if Call
Bridges are clustered then if one Call Bridge goes down, meetings can be hosted on the other

(s).

m Scalability (increased capacity); for example, one meeting can be hosted across multiple Call
Bridges if one does not have enough capacity to host all the participants. (As a general
principle, when possible, each meeting is hosted on a single Call Bridge).

m Efficiency; the Meeting Server decides which components to use to provide effective and
efficient meetings; for example, participants calling into a meeting from different locations
can use different components while keeping the user experience of a simpler deployment .

m Each Meeting Server can host all the components (" combined deployment" ) or be an Edge
or Core server (part of a “split deployment”).

Note: All of the Meeting Servers in the deployment must run the same version of software.

Note: Meeting Server 3.0 introduced a mandatory requirement to have Cisco Meeting
Management 3.0 (or later). Meeting Management handles the product registration and
interaction with your Smart Account (if set up) for Smart Licensing support. For more details on
Smart Licensing, see Section .

Expressway (Large OVA or CE1200) is the recommended solution for deployments with
medium web app scale requirements (i.e. 800 calls or less). Expressway (Medium OVA) is the
recommended solution for deployments with small web app scale requirements (i.e. 200 calls
or less). However, for deployments that need larger web app scale, from version 3.1 we
recommend Cisco Meeting Server web edge as the required solution.

For more information on deploying the Meeting Server web edge solution, see Section .

Figure 1 shows the components available in a combined server deployment. Note that the
Recorder, Uploader and Streamer components should be enabled on a separate server to that
hosting the meetings. The Cisco Meeting Server 2000 schematic assumes that Cisco
Expressway provides the TURN services.

Cisco Meeting Server Release 3.5 : Scalable and Resilient Meeting Server Deployments 12



1 Introduction

Figure 1: Combined server deployment

Cisco Meeting Server 1000 or VM

o % Call Bridge Web Bridge 3 TURN Server

Database
—_——— Recorder Uploader Streamer

Cisco Meeting Server 2000

— —— Call Bridge Web Bridge 3
Databag@

Figure 2 and Figure 3 show the components available in a split server deployment. Figure 2
shows the TURN services provided by Cisco Expressway, and Figure 3 shows the TURN services
provided by the Meeting Server using the TURN server component in the Meeting Server. Note
that Web Bridge 3 moves to the Edge server if the TURN server component in the Meeting
Serveris enabled. The Recorder, Uploader and Streamer components should be enabled on a
separate core server to that hosting the meetings.

Figure 2: Split server deployment with Cisco Expressway providing TURN services

Cisco Expressway Edge server
DMZ
Firewall
Internal
(/CI'SCO Meeting Server 2000, or Cisco Meeting Server 1000 or VM %
%z:—af,% Call Bridge Web Bridge 3 KR
" _ Database _ )
(/Cisco Meeting Server 1000 or VM h
Streamer Recorder Uploader
e P

When used as an edge server, the Meeting Server uses its existing TURN server and web app
components (and not the Call Bridge component), as shown in Figure 3.
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Figure 3: Split server deployment with Cisco Meeting Server providing TURN services

Cisco Meeting Server 1000 or VM
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DMZ
Firewall
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e Call Bridge Core servers
L Database )
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Streamer Recorder Uploader

Not all of these components need to be configured, you only need to configure the components
that are appropriate to your deployment. This is discussed in Chapter .

Important Information: From version 3.0, the XMPP server, Load Balancer, SIP Edge and H.323
Gateway components have been removed from the Cisco Meeting Server software. In addition,
new SIP Recorder and Streamer components replace the previous XMPP client versions of the
Recorder and Streamer, which have been removed from the server software. The TURN server
remainsin version 3.0 software and may be used to connect the browser based Cisco Meeting
Server web app to Meeting Server conferences. Both native and browser based Cisco Meeting
App clients are not supported in version 3.0.

1.1 Supported Apps for joining Meeting Server hosted conferences

The Cisco Meeting Server web app and Cisco Jabber are the supported apps to join Meeting
Server hosted conferences. Thisis in addition to SIP endpoints, and Lync/Skype for Business
clients in dual homed conferences.

1.2 Using the Cisco Expressway-E as the Edge device in Meeting Server
deployments

Expressway (Large OVA or CE1200) is the recommended solution for deployments with
medium web app scale requirements (i.e. 800 calls or less). Expressway (Medium OVA) is the
recommended solution for deployments with small web app scale requirements (i.e. 200 calls
or less). However, for deployments that need larger web app scale, from version 3.1 we
recommend Cisco Meeting Server web edge as the required solution.

Cisco Meeting Server Release 3.5 : Scalable and Resilient Meeting Server Deployments 14



1 Introduction

Cisco Expressway software's Edge features have been developed to enable the Cisco
Expressway-E to be used as the Edge device in Meeting Server deployments. The Cisco
Expressway offers SIP firewall traversal, a reverse web proxy to support external participants
joining Meeting Server conferences using the browser-based web app, and TURN Server
capabilities to support media traversal for web app and remote Lync and Skype for Business
clients.

In addition, the Cisco Expressway-E can be used as a SIP Registrar to register SIP endpoints or
to proxy registrations to the internal call control platform (Cisco Unified Communications
Manager or Cisco Expressway-C).

CAUTION: Important notes for Expressway users
If you are deploying Web Bridge 3 and web app, you must use Expressway version X12.6 or
later. Earlier versions of Expressway are not supported by Web Bridge 3.

Note: Cisco Expressway-E can not be used between on premises Microsoft infrastructure and
the Meeting Server. In deployments with on-premises Microsoft infrastructure and the Meeting
Server, the Meeting Server must use the Microsoft Edge server to traverse Microsoft calls into
and out of the organization.

Note: If you are configuring dual homed conferencing between on-premises Meeting Server
and on-premises Microsoft Skype for Business infrastructure, then the Meeting Server
automatically uses the TURN services of the Skype for Business Edge.

Table 1 below indicates the configuration documentation that covers setting up Cisco
Expressway-E to perform these functions. Table 2 below shows the introduction of the features
by release.

Table 1: Documentation covering Cisco Expressway as the edge device for the Meeting Server

Connect remote browser based Meeting Server web Cisco Expressway Web Proxy for Cisco Meeting Server

apps Deployment Guide

Connect remote Lync and Skype for Business clients | Cisco Meeting Server with Cisco Expressway Deploy-
ment Guide

SIP Registrar or to proxy registrations to the internal Cisco Expressway-E and Expressway-C Basic Con-

call control platform figuration (X12.6)
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Table 2: Expressway edge support for the Meeting Server

X12.6 Supports Cisco Meeting Server web app. See Cisco Expressway Web Proxy | 2.9 and later
for Cisco Meeting Server (X12.6)

1.3 Using the Cisco Expressway-C with the Meeting Server in the core
network

In addition to deploying Cisco Expressway-E at the edge of the network, Cisco Expressway-C
can be deployed in the core network with the Meeting Server. If deployed between the Meeting
Server and an on-premises Microsoft Skype for Business infrastructure, the Cisco Expressway-
C canprovide IM&P and video integration. In addition the Cisco Expressway-C can provide the
following functionality:

m a SIP Registrar,
m an H.323 Gatekeeper,
m Call controlin Meeting Server deployments with Call Bridge groups configured to load

balance conferences across Meeting Server nodes.

Table 3:Additional documentation covering Cisco Expressway-C and the Meeting Server

Call control device to load balance clustered Cisco Meeting Server Load Balancing Calls Across Cisco
Meeting Servers Meeting Servers
SIP Registrar Cisco Expressway-E and Expressway-C Basic

Configuration (X12.6)

H.323 Gatekeeper Cisco Expressway-E and Expressway-C Basic
Configuration (X12.6)

1.3.1 Expressway support of Call Bridge Groups

Cisco Expressway running X8.11 or later software supports Call Bridge grouping to load
balance incoming and outgoing calls across clustered Call Bridges. Load balancing is achieved
by trying to place calls for a single conference onto as few Call Bridges as possible. This reduces
the number of distribution links required to connect the participants in the conference, and
therefore reduces the overall load across the Meeting Server. For more information see Section
6.5.

1.3.2 Using the Cisco Expressway H.323 gateway component

In line with Cisco’s goal of a single Edge solution across the Cisco Meeting Server and Cisco
Expressway, Cisco has removed the H.323 Gateway component from version 3.0 of the
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Meeting Server software. Customers are encouraged to migrate to the more mature H.323
Gateway component in the Cisco Expressway.

Any H.323 endpoints registered to Expressway-E or Expressway-C will not consume Rich
Media Session (RMS) licenses when calling into the Cisco Meeting Server from Expressway
version X8.10 onwards.

1.4 Using Meeting Server as the Edge device in Meeting Server
deployments

The Meeting Server Edge design requires you to deploy Edge instances of Meeting Server
where they are reachable by external participants. This can be in your DMZ or public networks.
Because this server is exposed to untrusted traffic, only essential services are enabled, and the
recommended deployment is for the Edge instance to be deployed in the DMZ behind a NAT or
firewall with selective rules allowing only required traffic. The Edge server in the DMZ must be
reachable by the Call Bridge servers deployed in the core. We recommend the DMZ/Intranet
boundary be access controlled with only required traffic being allowed.

Web app client connectivity is achieved by having the Call Bridge connect outbound to the Web
Bridge C2W interface using TLS to establish a secure control channel between the Core and
Edge for Web Bridge functions. External browser clients connect to the Web Bridge in the Edge
using HTTPS.

Media traffic for external web app clients is handled using a TURN relay setup through the
Meeting Server’s TURN server. After connecting to Web Bridge and being verified, web clients
connect to the TURN server’s listening port and request a relay transport address be allocated
forthem on the TURN server’s interface. Using ICE, the client and Call Bridge validate they can
send traffic through this relay to each other, and the resulting relay allows both parties to send
and receive media across the network boundaries.

Using a TURN relay setup by the external client is the required deployment philosophy for the
Edge server to achieve the published call capacities for Meeting Server Edge. Other
combinations or scenarios may result in media connectivity being established but can result in
reduced capacities and suboptimal media routing and therefore is not advised.

To reduce complexity, this guide only covers the scenario where the remote client establishes
therelay.
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Figure 4: Example of Meeting Server Edge TURN Server
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CAUTION: The Edge Meeting Server must stay within the DMZ and should not be directly
connected to networks of different trust levels or security enclaves. The TURN server only needs
oneinterface to perform its relay role. While the Meeting Server supports multiple interfaces, it
should not be directly connected to different levels of trusted networks (such as a DMZ and
Intranet simultaneously), as the product does not provide hardware or process isolation and is
not designed to protect against attacks trying to move from one enclave to the other.

1.5 How to use this guide

This deployment guide follows on from the appropriate Installation Guide for your server, and
assumes that you have completed the installation instructions already. This guide should be read
and used in conjunction with the appropriate Certificate Guidelines.

In addition to this deployment guide and the Certificate Guidelines, the reference material
shown in the figure below can be found on the Cisco Meeting Server documentation page.

Note: Throughout this guide, the term coSpace is referred to as space.
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Figure 5: Overview of guides covering the Meeting Server
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Note: The address ranges we use in Cisco user documentation are those defined in RFC 5737
which are explicitly reserved for documentation purposes. IP addresses in Meeting Server user
documentation should be replaced with correct IP addresses routable in your network, unless
otherwise stated.

1.5.1 Commands

In this document, commands are shown in black and must be entered as given—replacing any
parameters in <> brackets with your appropriate values. Examples are shown in blue and must
be adapted to your deployment.

1.6 Configuring the Meeting Server
There are two layers to the Cisco Meeting Server software: a Platform and an Application.

m The Platform is configured through the Mainboard Management Processor (MMP). The MMP
is used for low level bootstrapping, and configuration via its command line interface. For
example, the MMP is used to enable the Web Bridge, Database clustering, and for various
other components.

m The Application runs on the MMP platform. Administration of the application level (call and
media management) can be done via the Call Bridge's Web Admin interface or through the
Application Programming Interface (API) if you prefer. The APluses HTTPS as a transport
mechanism and is designed to be scalable in order to manage the potentially very large
numbers of active calls and spaces available in a deployment.

From version 2.9, the application level administration can all be done via the Call Bridge’s
Web Admin Interface both for single and clustered Meeting Servers.
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1.6.1T MMP and API Interfaces

Table 4: Network interfaces configured for the MMP and API on the different Meeting Server platforms

Cisco Meeting Serial over LAN (SoL) Interface A created during the configuration of MMP. Itis a
Server 2000 connection on blade 1. virtual connection that is connected to the external
network through uplinks configured on Port 1 of the Fabric

Note: Before accessing the
Interconnect modules.

MMP you need to configure the
network settings for the Fabric | Note: Cisco Meeting Server 2000 platform does not
Interconnect modules support more than one interface (i.e. configuring 'ipv4 b| ¢
| d'is not supported).

Cisco Meeting Virtual interface A One Ethernet interface (A) is created, but up to three more
Server 1000 and can be added (B, C and D). The Call Bridge Web Admin
other virtualized interface and the API can be configured to run on any one
deployments of the A-D Ethernet interfaces.

1.6.2 New tools to ease configuring Meeting Server
The following tools are available to help administrators configure and deploy Meeting Server:

m Installation Assistant Simplifies the creation of a simple Cisco Meeting Server installation for
demonstrations, lab environments, or as the starting point for basic installations. From
version 3.3 onwards, Installation Assistant is not longer a standalone tool. It isintegrated with
Meeting Management and can be used from the Meeting Management UL.

m Provisioning Cisco Meeting Server web app users through Cisco Meeting Management,
available from version 2.9.

m APlaccess through the Meeting Server web interface. From version 2.9, the Meeting Server
API can be accessed via the Configuration tab of the Meeting Server Web Admin interface.
Some examples in this guide have been changed from using API methods POST and PUT, to
using APl access through the web interface.

Installation Assistant tool

Use the Installation Assistant to simplify the creation of a single Cisco Meeting Server installation
for demonstrations, lab environments, or as the starting point for basic installations. The tool
configures Meeting Server based on the best practice deployment described in the Cisco
Meeting Server Single Server Simplified Deployment guide. From version 3.3 onwards, it is
integrated with Meeting Management to collect information about your setup and then pushes
that configuration to the server without you needing to use utilities to access the API, SFTP or
the Meeting Server's command line interface. The Installation Assistant can be run from the
Meeting Management Ul. Refer to the Meeting Management Installation Guide for the software
requirements for the client computer, details on installing and running the software, and the
steps to configuring a Meeting Server.
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Installation Assistant configures Meeting Server to be a SIP MCU capable of making and
receiving calls and optionally enables the Cisco Meeting Server web app.

Installation Assistant is intended to be used on an empty, non-configured Meeting Server. It is
not a management tool for Meeting Server, nor is it for re-configuring existing Meeting Server
installations. The toolis built for configuring Meeting Server virtual machines only. It is not for use
with the Cisco Meeting Server 2000 platform.

Using Cisco Meeting Management to provision Cisco Meeting Server web app users

Cisco Meeting Management connected to a Meeting Server or Meeting Server cluster, provides
the facility to provision LDAP authenticated Cisco Meeting Server web app users, rather than
needing to use the Meeting Server API. The feature also allows admins to create space
templates that can be used by web app users to create their own space.

Refer to the Cisco Meeting Management User Guide for Administrators for information on
connecting LDAP servers to Meeting Server clusters, how to add one or more user imports, how
to create a space template, reviewing and committing the changes and finally running the LDAP
sync.

APl access on the web interface

To simplify using the Call Bridge APl without the need for third-party applications, version 2.9
introduced a user interface for the Call Bridge API that can be accessed via the Configuration
tab of the Meeting Server web interface, as shown in Figure 6.

The Scheduler APIs introduced in version 3.3 are not supported via this interface. See Accessing
Scheduler APls.

Note: To access the APl via the web interface you still need to do the initial Meeting Server
configuration settings and authentication using the MMP as you would if you were using a third
party application. See the MMP Command reference guide for details.
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Figure 6: Accessing the Call Bridge API via the Meeting Server web interface
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Note: If you wish to delete any configured APl objects, select Allow delete on the right-hand side
of the screen. By default, deletion is disallowed and Require delete confirmation is checked to

help prevent unintentional deletions.

Using the APl via the web interface offers a user-friendly way to work with the APl as it gives a
more visual approach to configuring your Meeting Server. For example, configuring callProfiles

can be achieved using the check boxes and fields shown in Figure 7.
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Figure 7: Configuring callProfiles using APl access on the web interface
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1.7 Meeting Server licensing

You will need licenses to complete a setup of the Cisco Meeting Server. Meeting Server requires
license management through the Cisco Meeting Management product and supports Cisco
Smart Licensing. From the 3.4 release onwards, Smart licensing is mandatory for Meeting
Server. The support for traditional licensing has been deprecated from 3.4 and later releases.
Customers are advised to move to Smart licensing.

Note: In an environment where you cannot use Meeting Management or connect to the internet
due to security reasons, contact your Cisco Account team for alternate licensing options.

This chapter covers licensed features, Smart licensing, and information about Smart accounts
and virtual accounts. You can find more information about licensing in this section.

1.7.1 Licensed features
The following Meeting Server features require a license:
= CallBridge
m Call Bridge [No Encryption Support]
m Customizations (for custom layouts)
m Recording or Streaming

m Snapshot of participants in the meeting
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In addition to feature licenses, user licenses also need to be purchased, there are 2 different
types of user licenses:

m Personal Multiparty Plus (PMP Plus)
= Shared Multiparty Plus (SMP Plus)

See Multiparty licensing for more information.

Note: With Cisco Meeting Management, you can use Trial Mode for a 90 day full featured period
without licenses.

1.7.2 SmartLicensing

Version 3.0 of Meeting Server introduced support for Smart Licensing on Cisco Meeting Server
using Cisco Meeting Management version 3.0 (or later). This transition to the software licensing
model, i.e. moving from traditional Product Activation Key (PAK) licenses to Smart Licensing,
improves the user experience of license purchasing, registration and software administration. It
also aligns Meeting Server with other Cisco products' approach to software licensing and
utilizes Cisco Smart Account —a central repository where you can view, store, and manage
licenses across your entire organization.

Note: Cisco Smart Licensing Cloud Certificates will be updated in February 2023. After the
update, all communications directly with Smart Licensing cloud or through Cisco Smart
Software manager (SSM) on-prem will be impacted. It is recommended to upgrade to Meeting
Management 3.6 before Feb 2023. SLR/PLR customers should also upgrade to Meeting
Management 3.6 for getting new licenses, performing manual sync or adding a new call bridge.

All new license purchases still receive a PAK code —retain for reference — as all licenses will be
available in the Smart Account that Meeting Management will sync to.

For furtherinformation and to create a Smart Account, go to: https://software.cisco.com and
choose Smart Licensing.

The Meeting Server licensing changes from versions prior to 3.0 are:

« Cisco Meeting Management version 3.0 (or later) is mandatory in version 3.0 — Meeting
Management reads the Meeting Server license file, and can handle the product
registration and interaction with your Smart Account (if set up).

o Youcannow license multiple clusters with one set of Meeting Server licenses in your
Smart Account and you no longer need to load the license file onto each individual
Meeting Server instance as was the case prior to 3.0.

o Meeting Management with Smart Licensing tracks how many Call Bridges per cluster,
thereby eliminating the need for the R-CMS-K9 activation license.

o Foranew deployment with no existing licenses:
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« Newly purchased licenses may be Smart-enabled by default and require a Smart
Account —once you have entered the license details into Meeting Management, it
will validate the license details against those held in the Smart Account.

« Foranexisting deployment with a local license file on each Call Bridge:

» Youcanmove to a Smart Account using the Cisco Smart Software Manager
(CSSM) portal and choose the option to convert your existing licenses to Smart.

o SMP Plus and PMP Plus license usage is combined to decide if a day is counted as
overage (if either license is over, the whole day is regarded as usage higher than the
entitlement). For other feature licenses (for example, recording or custom layout), they are
assessed separately and enabled with entitlement via Meeting Management (assuming
the license exists in your Smart account).

Note: The term " overage" is used to describe a situation where license usage is higher than the
entitlement.

Note: As Meeting Management is required for all 3.0 deployments, for larger customer
deployments, Meeting Management can be deployed in new licensing-only mode without
active meeting management.

1.7.3 Smart Accountand Virtual Accountinformation

Smart Accounts can contain Virtual Accounts which allow you to organize your licenses by any
designation of your choice, for example, by department. Here are some important points to
note when using a Smart Virtual Account with Meeting Server and Meeting Management:

« Each Meeting Server cluster(s) to a single Meeting Management should be linked to a
user-defined Smart Virtual Account.

« Each Virtual Account can only connect with a single Meeting Management server that is
configured to handle Smart Licensing.

« Only configure a single Meeting Management to Smart —we recommend you do not
configure a second redundant Meeting Management for Smart Licensing as double
counting of license usage will occur.

« PMP Plus, SMP Plus, and Recording/Streaming licenses can be shared across multiple
clusters with a single Meeting Management instance and Smart Licensing in a single Virtual
Account.

« ACU licensing is not available with the Meeting Management licensing dashboard —
ACUs are not supported in 3.0 and later.

For more information about licensing, see Additional licensing information.
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2 General concepts for deployment

This chapter provides an overview of the general concepts for deploying the Meeting Serverina
scalable and resilient server deployment. Figure 8 and Figure 9 illustrate typical deployments.

Note: All of the Meeting Server in the deployment must run the same version of software.

Expressway (Large OVA or CE1200) is the recommended solution for deployments with
medium web app scale requirements (i.e. 800 calls or less). Expressway (Medium OVA) is the
recommended solution for deployments with small web app scale requirements (i.e. 200 calls
or less). However, for deployments that need larger web app scale, from version 3.1 we
recommend Cisco Meeting Server web edge as the required solution.

Figure 8: Example of a Meeting Server deployment with Cisco Expressway at the edge
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With the greater demand for remote working driving the need for increased web app scale,
Cisco Meeting Server version 3.1 has been developed and tested to provide edge support for
thisincreased web app scale. Figure 9 shows an example of how you can deploy the Meeting
Server web edge solution to optimize your deployment for larger web app scale.
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Figure 9: Example of a Meeting Server deployment using the TURN server componentina
split server deployment
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Note:

m The Meeting Server includes a Recording facility and a Streaming facility. Enable
the Recorder/Streamer on the same server as the Call Bridge only if you are
evaluating the features, as this will result in a drop in the connection 15 minutes
after the callis initiated. For normal deployment enable the Recorder/Streamer
on a different server to the Call Bridge. If you intend to deploy the Recorder and
Streamer on the same Meeting Server, you will need to size the server
appropriately for both uses. For more information on recording and streaming,
see Section 15.

2.1 Web Admin

The Web Adminis a web based interface to configure the Meeting Server.

After configuring the Web Admin Interface for HTTPS access, as described in the Meeting
Server installation guide, type the hostname or IP address of the serverin a web browser to
reach the login screen of the Web Admin Interface. See Web Admin Interface — Configuration
menu options for details of the configuration accessible through the Web Admin Interface. From
version 2.9, the APl can be accessed via the Configuration tab of the Web Admin Interface.

In addition to providing an administrator web page for Meeting Server, Web Admin also
provides the interface for the REST API for Meeting Server. The REST API can be accessed with
any conventional REST tool such as Postman or Chrome Poster. Starting with version 2.9, the
Web Admin interface includes an APl Explorer interface that allows administrators to work with
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the Meeting Server APl without additional tools/software. The API Reference Guide is available
here.

2.2 CallBridge

The Call Bridge is the component on the Meeting Server that bridges the conference
connections, enabling multiple participants to join meetings hosted on the Meeting Server or
Lync AVMCUs. The Call Bridge exchanges audio and video streams so that participants can see
and hear each other. The Call Bridge does require licensing to operate.

In a scalable and resilient deployment, Call Bridges can be clustered which allow multiple Call
Bridges to operate as a single entity, and scale beyond the capacity of any single Call Bridge.
Call Bridgesin a cluster can be configured to link peer-to-peer, or for calls to route via call
control devices between the clustered Call Bridges. For more information see section Clustering
Call Bridges.

Note: In deployments involving mainly gateway calls between Lync (or Skype for Business) and
SIP, you are advised to use a single standalone Call Bridge to proxy the calls. Thisis due to the
Lync FE only using one Call Bridge, and not implementing a round robin of multiple Call Bridges.

2.3 Database

The Call Bridge reads from and writes to the database storing the space information, for
example, the members of spaces, and recent activity within a space.

In a scalable and resilientscalable and resilient deployment, the database can be detached from
the Call Bridge and run as a separate component. It can be on the held on the same server as the
Call Bridge or on a different server. Multiple instances of the database can be clustered together
to provide resiliency in the deployment. See Chapter 5 for information on clustering databases.

2.4 Web Bridge 3

Web Bridge 3 is a Meeting Server component that enables participants to join meetings using
the browser-based Cisco web app client. Web Bridge 3 provides the web server for Cisco
Meeting Server web app participants and works in conjunction with the Call Bridge and TURN
Server components to support clients. The original Web Bridge 2 component and Cisco
Meeting App for WebRTC are removed as of version 3.0. Cisco Meeting App for desktop and
iOS are also no longer supported and are replaced by Cisco Meeting Server web app.

Note: If you are not using the web app, you do not need to deploy Web Bridge 3.

If you are using the web app (i.e. you have deployed Web Bridge 3), see Cisco Meeting Server
web app Important Information for details on when features are released and issues resolved for
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the web app. Allinformation relevant to the web app is contained in this separate document and
is not included in the Meeting Server release notes.

The Important Information guide describes the following:

= Any new or changed feature in the web app, and details of fixed issues and open issues
associated with the web app with anindication of the version of Meeting Server where this
feature/fix is available.

= Anyupcoming changes in browsers affecting the web app, and the affected versions of the
web app with recommended workarounds.

Note: There is no automatic upgrade migration from Web Bridge 2 to Web Bridge 3. If you have
already deployed Web Bridge 3 in version 2.9, you should check your settings after upgrade
because they will not be migrated across from the Web Admin or old settings in
/webBridges/<webbridge id>.

2.5 TURN server

The TURN server provides firewall traversal technology, allowing the Meeting Server to be
deployed behind a Firewall or NAT. To connect to the deployment from external web app users
or SIP endpoints you need to enable the TURN server, refer to the section on Deploying the
TURN Servers. If you are using web apps you also need to configure the Web Admin interface to
allow the Call Bridge and external clients to access the TURN server. Using the TURN server does
not require a license.

The TURN server listens on port 3478 for UDP connections from the Call Bridge, and is also
available for remote connections.

The TURN server can also listen on a second port for TCP from client connections, typically 443
(requires 'turn tls <port>' configuration).

Although the Meeting Server configuration option for enabling TURN TCP is named " tIs" , TURN
TLS is not used by Meeting Server or web app. Web app uses TCP or UDP and Call Bridge
always uses UDP (Media is encrypted using SRTP).

Ensure your firewall rules permit UDP port 3478 from the Call Bridge to the TURN server.

Media sent over TCP is encrypted using SRTP . The TURN server supports TCP to UDP
interworking (see Figure 10). A browser can send TCP media to the TURN server which converts
it to standard UDP media. This is useful when UDP traffic from browsers is blocked.

Cisco Meeting Server Release 3.5 : Scalable and Resilient Meeting Server Deployments 30



2 G@General concepts for deployment

Figure 10: TURN server supporting TCP and UDP
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The default configuration of the TURN server has changed. How the change impacts your
deployment will depend on whether you have deployed combined or split servers.

o ATURN serverina combined server deployment must be configured to listen on the
loopbackinterface. See Section 4 for details.

o ATURN serverin a split server deployment now listens on port 3478 for TCP
communication from the Call Bridge, instead of port 443 asin previous releases. You need
to open ports UDP 3478 and TCP 3478 in your firewall.

2.6 Meeting Server Edge

Meeting Server Edge or CMS Edge is the label used to describe a limited role Meeting Serverr
instance deployed in the DMZ or external network to be the point of contact for external web
app participants. One or more limited-service instances of Meeting Server are deployed in your
DMZ or external network to be the 'Edge' role and work in conjunction with Meeting Server
instances deployed in the internal network - the ‘Core’.The CMS Edge should only have Web
Bridge 3 and TURN services enabled on it. This deployment scenario is a high-capacity
alternative to using the Cisco Expressway as the proxy and TURN Server for external web app
participants. The Meeting Server Edge deployment model does not address SIP firewall
traversal needs - traversal needs for SIP calling must be addressed separately using Cisco
Expressway or other SIP calling technologies. A typical Meeting Server Edge deployment would
use Cisco Expressway for SIP calling and the Meeting Server Edge functionality for Cisco web
app participants.

2.7 Recording meetings

Prior to 3.0, Meeting Server's internal recorder and streamer components were dependent
upon the Meeting Server's internal XMPP server component —in 3.0 this XMPP server is
removed. Version 3.0 introduces a new internal recorder and streamer, both SIP-based.

Cisco Meeting Server Release 3.5 : Scalable and Resilient Meeting Server Deployments 31



2 G@General concepts for deployment

The new internal recorder and streamer components and dialing out to third-party
SIP recorders are all configured using SIP URIs, so when recording or streaming is started the
administrator-configured SIP URl is called.

The internal SIP Recorder component (from version 3.0) on the Meeting Server adds the
capability of recording meetings and saving the recordings to a document storage such as a
network file system (NFS).

For more information on recording meetings, see Section 15.

2.7.1 License keys forrecording

You will need one or more licenses for recording. One ‘recording’ license supports 1 concurrent
streaming or 1 recording, existing recording licenses will allow streaming. Contact your Cisco
sales representative or partner to discuss your licensing requirements.

2.8 Streaming meetings

The internal SIP Streamer component (from version 3.0) adds the capability of streaming
meetings held in a space to the RTMP URL configured on the space.

An external streaming server needs to be configured to be listening on this RTMP URL. The
external streaming server can then offer live streaming to users, or it can record the live stream
for later playback.

Note: The Streamer component supports the RTMP standard in order to work with third party
streaming servers that also support the RTMP standard. Vbrick is the officially supported
external streaming server, however, other servers have also been tested.

Version 3.1 extends the RTMP support in the internal SIP streamer application to RTMPS —
essentially RTMP over a TLS connection. Previously all traffic between the streamer and RTMP
server was unencrypted, 3.1 RTMPS support allows this traffic to be encrypted.

The existing t1s MMP command is extended to optionally allow configuration of TLS trusts for
RTMPS. This step is optional but recommended. If a TLS trust is not configured then the RTMPS
connection will not be secure.

2.8.1 License keys for streaming

You will need one or more licenses for streaming. One ‘recording’ license supports 1 concurrent
streaming or 1 recording, existing recording licences will allow streaming. Contact your Cisco
sales representative or partner to discuss your licensing requirements.
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2.9 Hosting branding files locally

One set of branding files can be held locally on the Meeting Server. These locally hosted
branding files are available to the Call Bridge and Web Bridge once the Meeting Server is
operational, removing the risk of delays in applying customization due to problems with the web
server. The images and audio prompts replace the equivalent files built into the Meeting Server
software; during start up, these branding files are detected and used instead of the default files.
Locally hosted branding files are overridden by any remote branding from a web server.

You can change these locally hosted files simply by uploading a newer version of the files and
restarting the Call Bridge and Web Bridge. If you remove the locally hosted files, the Meeting
Server will revert to using the built-in (US English) branding files after the Call Bridge and Web
Bridge have been restarted, providing a web server has not been set up to provide the branding
files.

Note: To use multiple sets of branding files, you still need to use an external web server.

For more information on hosting branding files locally, see the Cisco Meeting Server
Customization Guidelines.

2.10 Onscreen messaging

The Meeting Server provides the ability to display an on-screen text message to participantsin
a meeting hosted on the Meeting Server; only one message can be shown at a time. Using the
API, the duration that the message is displayed can be set, or made permanent until a new
message is configured. Use the messageText, messagePosition and messageDuration
parameters for APl object /calls.

For users of SIP endpoints and Lync/Skype for Business clients, the on-screen text message is
displayed in the video pane. The position of the message in the video pane can be selected from
top, middle or bottom.

On screen messaging is also sent to other devices that are using ActiveControl in the
deployment, forinstance CE8.3 endpoints, and individual Meeting Servers not in a cluster but
with the in-call message feature enabled. Meeting Servers in a cluster also support on screen
messaging through a proprietary mechanism.

2.11 SIP trunks and routing

The Meeting Server requires SIP trunks to be set up from one or more of the following: SIP Call
Control, Voice Call Control and Lync Front End (FE) server. Changes to the call routing
configuration on these devices are required to route calls to the Meeting Server that require the
Web Bridge service for interoperability.
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2.12 Support for Lync and Skype for Business

2.12.1 Supportfor Lync and Skype for Business clients

You can use Skype for Business clients, and Lync 2010 and Lync 2013 clients connected to a
Skype for Business server, Lync 2010 or 2013 server . From version 2.6, the Meeting Server
supports Skype for Business 2019.

The Meeting Server uses:

m the RTV codec transcoding up to 1080p with the 2010 Lync Windows client and 2011 Lync
Mac clients,

m the H.264 codec with the 2013 Lync Windows client and Skype for Business client.

The Meeting Server will provide both RTV and H.264 streams when a mixture of clients versions
are connected.

Lync 2010 and 2013 clients and Skype for Business clients can share content. The Meeting
Server transcodes the content from native Lync RDP into the video format used by other
participantsin the meeting and sends it as a separate stream. Lync and Skype for Business
clients also receive content over a RDP stream and can display it separately from the main video.

The Lync FE Server will need a Trusted SIP Trunk configured to route calls originating from Lync
endpoints through to the SIP video endpointsi.e. to route calls with destination in the SIP video
endpoint domain through to the Call Bridge.

The SIP Call Control will require configuration changes to route calls destined to the Lync/Skype
for Business client domain to the Call Bridge so that SIP video endpoints can call Lync/Skype for
Business clients.

The dial plan routes Lync/Skype for Business calls between these two domains in both
directions.

The Meeting Server includes support for Lync Edge to enable Lync/Skype for Business clients
outside of your firewall to join spaces.

Dual homed conferencing functionality improves how the Meeting Server communicates with
the Lync AVMCU, resulting in a richer meeting experience for both Lync/Skype for Business and
Cisco Meeting Server web app users. Appendix G describes the dual homed conference
experience.

2.12.2 Supportfor Dual Homed Conferencing

Dual homed conferencing requires the Lync Edge settings to be configured on the Lync Edge
server settings on the Meeting Server for conference lookup. If you already have an on-prem
Lync deployment or Lync Federation deployment working with the Meeting Server deployment,
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then no additional configuration is required on the Meeting Server. If this is a new deployment,
then you need to setup the Meeting Server to use the Lync Edge server, see Chapter .

Forinformation on the features which improves the experience of participants in Lync/Skype for
Business meetings, see:

= FAQontheimprovements in meeting experience for Lync participants,
= FAQon RDP support,

= FAQ on multiple video encoder support.

2.13 Web Scheduler

The Scheduler is a Meeting Server component that allows end users to schedule meetings via
the web app. Itis supported on Meeting Server 1000 ,Meeting Server 2000 and Meeting Server
on VM deployments. For Meeting Server on specification-based VM platforms, an additional 4
GB of RAM is required for running the scheduler component. There is no additional RAM
requirement for Meeting Server 1000 and Meeting Server 2000. Scheduler supports sending
email notifications via configuration of an SMTP email server. For more information on email
server configuration, see Cisco Meeting Server Installation Guides.

One scheduler supports 150,000 meetings; two or three schedulers can be added to provide
resiliency but the capacity remains at 150K scheduled meetings. Scheduled meeting data is
stored in the Meeting Server database and both clustered and single box database
deployments are supported.

For more information, see Scheduler - Deployment.

2.13.1 Schedulerinthe web app Ul

« Theuserinterface for scheduling meetings will be displayed to web app users, provided at
least one scheduler has established a connection to the Web Bridge. If no schedulers are
enabled then the web app user will not see the user interface for scheduling meetings.

o When the administrator adds, removes, or changes Web Bridges via the Call Bridge /Web
Bridges API, the scheduler does not automatically become aware of those changes.
Therefore, the schedulers must be restarted. Similarly, when a scheduler is disabled, the
Web Bridges are not aware that the scheduler is purposely disabled rather than just down
for some unexpected reason. If the scheduler is intentionally disabled by the administrator,
a restart of the Web Bridges is recommended so that the scheduling user interface is not
displayed.

o When a scheduler is down due to being disabled or some other issue, the Web Bridge uses
a different scheduler if available. Otherwise, an error is displayed to the web app users.
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2.14 General points about scalability and resilience

Note: Any references to Web Bridge in this section applies to Web Bridge 3.

For scalability and resilience the Meeting Server can be deployed with:

Multiple combined servers (each server having the appropriate components enabled). The
location of these servers will depend on your requirements, possibly one at each point of
presence—although thisis not a requirement.

When scaling to a large deployment, it is not necessary (and not always recommended) to
have every component enabled on every instance: this is discussed more fully later.

Multiple Edge and/or Core servers (Edge servers will have edge components enabled, Core
servers will have core components enabled, Call Bridge and the database are always core
components). The location of these Edge and Core servers will depend on your
requirements, possibly co-locating Core and Edge servers in the same data center —
although thisis not a requirement.

In a large split deployment it is not necessary, or even desirable, to have the same number of
Edge and Core servers. For example, one Call Bridge can manage multiple Web Bridges;
those Web Bridges can be reachable externally with a single DNS name resolving to
potentially multiple separate units.

2.14.1 Example using multiple “combined” servers

There are many topologies in which to deploy the Meeting Server but a simple example is
shown below: this provides resilience and double the capacity of a single host server solution.
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Figure 11: Simplest scaled and resilient configuration
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This deployment shows two host servers each with all the components enabled, and a third host
server with just a database that is likely to be a virtualized (VM) host. Ideally this third host would
be located at a different site to either of the other servers. This allows for a total outage of either
site to be handled. For a database VM host we recommend:

m Enabling hyper-threading

m Not changing any of the default ESXi system parameters

Note: Do not create a database cluster of 2 nodes, as it reduces resilience rather than increases
it. Using an odd number of nodes aids resiliency in the case of network partitions, and Cisco
recommends running at least 3 database nodes.

Such animplementation can provide:
m Consideration of geographic location

m Resilience because if any one component is unavailable at the time that a call starts, its
“partner” will be used

Similarly, if acomponent becomes unavailable during a call, while the call will drop for any
PC/WebRTC Client using it —if the participant calls in again, a new call with a new route will
be established and the participant can re-join the call remaining unaware of the new route.

m Ability to scale by using both Call Bridges seamlessly
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Points to notein Figure 11:

m The three database servers are clustered using the MMP, as described in Section 5.3.
Clustered databases have their contents synchronized.

m Each database can be on the same server as one of the Call Bridges (recommended in most
deployments), on a separate virtualized server or as shown in the previous figure, on a
combination

Note:

Ina large deployment with several Core servers, it is not necessary to have a database
instance for every Call Bridge; rather we recommend one at every point of presence (POP).
(For example, you may want the database in a local data center where you can control
physical access but require Call Bridges around the world.

m The two Call Bridges are clustered using the Web Admin Interface as described in Deploying
the Call Bridges . In addition, they are aware of Web Bridge 3 on the other host server. They
also connect to the database cluster to read from and write to it

Each Call Bridge provides CDRs for the call legs that it is hosting. Each CDR identifies the
space ID so you can identify the same meeting on different Call Bridges by collecting together
calls with the same space ID

Note: Clustered Call Bridges cannot use the same database (or database cluster) as a non-
clustered Call Bridge.

m Thetwo Web Bridges are configured using APl configuration through the Web Admin
Interface, as described in Appendix 1.2

« The Web Bridge services can be configured to have a single DNS A record externally.
However, when configuring the Web Bridges on the Call Bridge(s) there must be a unique
hostname or IP address for each Web Bridge configured on the Call Bridge(s). This
enables, each Web Bridge to be uniquely identifiable by every Call Bridge

Figure 11 transforms into Figure 12 when connections are shown.
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Figure 12: Simple deployment showing connections
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2.14.2 Database clustering
Points to note relating to a database cluster:

m Thereisa network latency limitation (or Round Trip Time) of 200 ms or less between the
database servers, and between the Call Bridge and the primary database.

m When using certificates, all inter-database communication between database cluster peers
is handled through SSL for security. When no certificates are used then no security is present.

m Within a database cluster, only one database is used at any time by all the Call Bridges; this is
the “primary” database. All reads and writes are performed on this database instance.

m This primary database’s contents are replicated to the “replicas/hot-standbys” for resilience:
thisis indicated in the figures in Chapter 5.

m In case of failure of the primary database, a replica database will be " promoted" to being the
new primary, and other replicas will reregister with the new primary database. After the failure
has been corrected, the old primary database will assign itself as a replica and will also
register with the new primary database:

« Lossof power to the primary database results in that database reverting to being a replica
on startup.
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« Lossof all network connectivity to and from the primary database results in that database
becoming a replica when connectivity is restored.

m In cases where a network partition occurs, only databases that can see more than half of the
total number in the cluster are considered for promotion to being a primary database.
Likewise, any existing primary that cannot see more than half of the database cluster will be
demoted to a replica. This ensures that multiple primarys are not created, and that the
contents of the database remain consistent across the cluster.

m [f the network s split so that no part contains more than half of the servers; then for safety,
the database cluster reverts to containing no primary databases. This situation can also
occur if the cluster contains an even number of nodes, or if the network is partitioned into
three or more disconnected pieces.

CAUTION: In cases where no primary database can be elected, the system administrator
must reinitialize the cluster. This can be done by following the steps on initialization and
attachment described in Configuring the Databases. For this reason, we recommend having
at least 3 databases when using database clustering.

m When a Call Bridge can only see replica databases it continues to operate, but will not be able
to read or write any database. This includes modification operations via the API, modification
of spaces via a Cisco Meeting Server web app and LDAP sync. Only active calls that are
connected to the Call Bridge work while no new calls are supported.

m Inorderfora Call Bridge and a database to communicate, the two must be running the
compatible database schemas. In a single-node (non-clustered) system, the Call Bridge
automatically upgrades the database schema to the latest version when it first boots.
However in the clustered scenario, this process has been made manual to allow greater
control of when the upgrade occurs —as described in Upgrading the database schema

m There aretwo important time factors:
« Time after becoming isolated for a primary database to revert to a replica: 5-6 seconds

o Time after the primary database goes down for a replica to become the primary: 10-15
seconds

m From version 2.7, database clusters require client and server certificates signed by the same
CA configured in each Meeting Server holding or connecting to a database in the cluster.
Enforcing the use of certificates ensures both confidentiality and authentication across the
cluster.

® CAUTION: If a database cluster was configured without certificates using an earlier version of
Meeting Server software which did not require certificates, then on upgrading to version 2.7
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the database will stop and remain unreachable until certificates are configured and the
database cluster is recreated.

CAUTION: The nodes forming a database cluster must be configured with a trusted root CA
certificate so that only legitimate nodes can connect to the cluster. The nodes will trust
connections that present a certificate chain that ends with a trusted root certificate.
Therefore each database cluster must use a dedicated root certificate, the root certificate or
intermediate certificates must not be used for any other purpose.

CAUTION: From version 3.5, before upgrading your Meeting Server, uncluster the nodes
using the database cluster remove command.Users must unclusterthe nodes,
upgrade the Meeting Server and cluster the nodes back using the MMP commands. See
Chapter 5 for steps on the clustering databases.
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3 Prerequisites

3.1 Prerequisites for installing and configuring the Meeting Server

This chapter describes the changes to your network configuration that you need to consider
before installing and configuring the Meeting Server; some of these items can be configured
beforehand.

3.1.1 DNS configuration

The Meeting Server needs a number of DNS SRV and A records. See Appendix A for a full list,
but specific records are also mentioned elsewhere.

DNS names can be configured to resolve to multiple IP addresses with priority and weighting to
each. In advanced configurations, the result of the DNS resolution can be set up to be
dependent on the location of the requestor.

3.1.2 Security certificates

You will need to generate and install X.509 certificates and keys for services which use TLS; for
example, Call Bridge, Web Admin Interface (the Call Bridge’s interface), Web Bridge 3, TURN
server, and the Network Load Balancer (if used).

The Certificates Guidelines for scalable and resilient deployments contains both background
information on certificates and instructions, including how to generate self-signed certificates
using the Meeting Server’'s MMP commands. These certificates are useful for testing your
configuration in the lab. However, in a production environment we strongly recommend using
certificates signed by a Certificate Authority (CA).

Instructions that were previously in this guide concerning certificates have been removed and
replaced by a single step referencing the Certificate Guidelines.

Note: If you self-sign a certificate, and use it, you may see a warning message that the service is
untrusted. To avoid these messages re-issue the certificate and have it signed by a trusted CA:
this can be an internal CA unless you want public access to this component.

3.1.3 Firewall configuration

See Appendix B forthe list of ports which need to be opened on your firewall, and Section 20.6
for advice on creating Firewall rules.
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3.1.4 Syslog server

The Meeting Server creates Syslog records which are stored locally and can also be sent to a
remote location. These records are useful when troubleshooting because they contain more
detailed logging thanis available on a Meeting Server’s own internal log page. Internal syslog
messages can be downloaded over SFTP, however Cisco recommends that the host servers
(combined, Edge and Core) are configured to send debug information to a remote Syslog
server. This can be to a single Syslog server or to multiple servers; however, if you are using any
form of clustering, using the same Syslog server for all servers can simplify troubleshooting.
Remember to lookin the logs for all the Meeting Servers involved in your issue.

Note: The Syslog server must use TCP, not UDP. Check that your Syslog server is configured to
use TCP.

Follow the instructions below on each Meeting Server to define a Syslog server.

1. SSHinto the MMP and log in.

2. Enterthefollowing command, syslog server add <server address> [port]
Examples:

syslog server add syslog0l.example.com 514
syslog server add 192.168.3.4 514

3. Enable the Syslog server by entering:

syslog enable
4. Optionally, if you want to send the audit log to a Syslog server follow these steps.

(The audit log facility records configuration changes and significant low-level events. For
example, changes made to the dial plan or configuration of a space via the Web Admin
Interface or the API, are tracked in this log file, and tagged with the name of the user that
made the changealong with the respective source IP address and SSH port. This enables
identifying the source of events, especially in concurrent sessions . The file is also available
via SFTP.)

a. Create a user with the audit role.

user add <username> (admin|crypto|audit|appadmin)
user add audituser audit

b. Logout of the MMP and log back in with the newly created user account.

c. Enterthe command (thiscommand can only be run by a user with the audit role):
syslog audit add <servername>
syslog audit add audit-server.example.org

Note: Normally local Syslog files are overwritten in time, but you can permanently store system
and audit log files using the syslog rotate <filename>and syslog audit rotate
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<filename>commands. These files can also be downloaded over SFTP. See the MMP
Command Reference.

3.1.5 Network Time Protocol server

Configure one or more Network Time Protocol (NTP) servers to synchronize time between the
Meeting Server components.

Note: Sharing a common view of time isimportant for multiple reasons, it is necessary when
checking for certificate validity and to prevent replay attacks. It also ensures that timings in the
logs are consistent.

On each Meeting Server:

1. If necessary, SSHinto the MMP and log in.

2. TosetupanNTP server, type:

ntp server add <domain name or IP address of NTP server>

To find the status of configured NTP servers, type ntp status

See the MMP Command Reference for a full list of ntp commands.

3.1.6 Call Detail Record support

The Meeting Server generates Call Detail Records (CDRs) internally for key call-related events,
such as a new SIP connection arriving at the server, or a call being activated or deactivated. It
can be configured to send these CDRs to a remote system to be collected and analyzed. There
is no provision for records to be stored on a long-term basis on the Meeting Server, nor any way
to browse CDRs on the Meeting Server.

The core serversin a scalable server deployment supports up to four CDR receivers, enabling
you to deploy different management tools such as Meeting Management, or more than one
instance of Meeting Management for resiliency. In a resilient deployment, each of the Core
servers generates separate CDRs. To get a consistent picture of the whole deployment the Core
servers should use the same CDR receivers.

For more information on setting up Meeting Management as a CDR receiver, see the Cisco
Meeting Management Admin Guide.

You can use either the Web Admin Interface or the APl to configure each core Meeting Server
with the URI of the CDR receivers. If you are using the Web Admin interface go to Configuration
> CDR settings and enter the URI of the CDR receivers. Refer to the Call Detail Records Guide or
the APl Reference guide for details on using the APl to configure the Core Meeting Servers with
the URIs of the CDRreceivers.
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Note: The list of CDR receivers is held locally to an individual Call Bridge, it is not stored in the
database shared between clustered Call Bridges.

3.

1.7 Hostname

Cisco recommends that each Meeting Server is given its own hostname. This allows for easier
diagnostics of issues in clustered deployments.

1.

2.

If necessary, SSHinto the MMP and log in.

Type:
hostname <name>
hostname londonl

hostname mybox.example.com

Type:

reboot

Note: Areboot is required after issuing this command.

3.1.8 Otherrequirements

Access to an LDAP server to import users. This can be a Microsoft Active Directory (AD)
server or an OpenLDAP server.

If you plan for users to utilise the web apps to connect to the Meeting Server, then you must
have an LDAP server. User accounts are imported from the LDAP server. You can create user
names by importing fields from LDAP as described in LDAP configuration. The passwords
are not cached on the Meeting Server, they are managed centrally and securely on the LDAP
server. When a web app authenticates, a call is made to the LDAP server.

Decision on a dial plan to use to reach calls hosted on the Call Bridge. The dial plan will
depend on your environment; that is whether you are making one or more of the following
types of call: Lync, SIP (including voice) or web app calls. Instructions for deploying this dial
plan are given in Chapter Chapter . Dial plans for scalable and resilient deployment must be
set up via the API.

Access to one or more of the following to test the solution: Lync clients, SIP endpoints, SIP
phones and/or web apps as appropriate.

Access to a SIP Call Control platform if you intend to make SIP calls. Chapter 11 and Chapter
explain how to set up a SIP trunk to the Cisco VCS and summarizes the required dial plan
configuration changes. Information on setting up the SIP Trunk to a Cisco Unified
Communications Manager (CUCM), the Avaya CM and Polycom DMA is provided in the
Cisco Meeting Server Deployments with Call Control guide; you can use other call control
devices not listed in the guide.
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m If youintend to integrate the Meeting Server with an audio deployment, the Meeting Server
must connect to a Voice Call Control device attached to a PBX; it is not possible to connect a
Meeting Server directly to a PBX.

» If deploying in a Lync environment, access to the Lync Front End (FE) server to make dial plan
configuration changes there. The changes required are given in this document.

The Meeting Server integrates with more than one Lync Front End (FE) server: for the
incoming (Lync to Meeting Server) direction, each Lync FE pool can be configured to point to
a DNS record that resolves to multiple Call Bridges. Failover happens via DNS; Lync will try
each result in turn. For geographic distribution, we assume that the Lync FE pools are
geographically distributed and the most logical approach is to point each Lync FE poolto a
different set of Call Bridges co-located in the same region.

For the outgoing direction, via DNS the Meeting Server dial plan can be configured to resolve
to multiple Lync FE servers or the Lync Director. Each region can be configured to point to a
different FE pool.

Any production environment which also has a Lync deployment requires certificates that are
trusted by the Lync FE server.

3.1.9 Specific prerequisites for a virtualized deployment

m A host server that complies with the resources specified in the Installation Guide for Cisco
Meeting Server Virtualized Deployments.

3.2 Meeting Server Edge hardware configuration

The Meeting Server Edge role can be deployed as a single server or as multiple servers. The
choice is driven by the concurrent call capacity needed for external web app participants. If a
high percentage of your participants are expected to be external web app participants, Cisco
recommends deploying Edge servers so their capacity matches or exceeds the Call Bridge
capacity inthe core. Note that excess Edge capacity will not enable more participants to
connect than what the core Call Bridge deployment supports. Edge provides the Web Bridge
and TURN capacity for a participant; the core must still provide the Call Bridge capacity for the
web app participant.

3.2.1 Edge server configurations

Two virtual machine hardware configurations are supported for the Edge server role. These
configurations define the supported minimum hardware requirements and capacities they
support.

"Small" Edge Server

1 x Cisco Meeting Server VM with the following specification for supported Cisco hardware
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« 4 GBRAM
o 4VvCPUs

o 1Gbps networkinterface

"Large" Edge Server

1 x Cisco Meeting Server VM with the following specification for supported Cisco hardware
« 8 GBRAM
« 16 vCPUs

o 10Gbps network interface

Recommended processor specifications:

We recommend processor specification such as Intel Xeon E5 2600 running at 2.5GHz or
higher. We recommend 1 vCPU to 1 physical CPU.

NIC requirement:

Cisco has tested and validated Split-server deployment using single NIC configuration for the
TURN Servers. Hence, from version 3.0, we recommend you configure listening portsfor a
TURN Server only on one interface.

Co-residency support:

The Edge server can be co-resident with other VMs. However, each 4 vCPU VM has a 1 Gbps
NIC requirement and each 16 vCPU has a 10Gbps NIC requirement. The VM host will need
sufficient NIC capacity for all applications.

Note:

m Meeting Server 1000 M4 hardware supports 1Gbps NIC. Meeting Server M5 onwards
hardware supports 10Gbps NIC.

m The CMS 2000 is not suitable as a Meeting Server Edge instance.

Table 5: Edge Server web app call capacities

Full HD calls 100 350
1080p30 video

HD calls 175 700
720p30 video

SD calls 250 1000
448p30 video

Audio calls (G.711) 850 3000
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The two Edge server configurations provide capacities that simplify matching Edge capacity to
Core Call Bridge capacity when using Cisco Meeting Server appliances for Call Bridge.

FOne "Small" Edge server aligns well to A single Cisco Meeting Server 1000
Call Bridge in the Core
"Small* Edge server —|
A single Cisco Meeting Server 2000 ]

Four “Small” Edge servers align well to —[ Call Bridge in the Core

A single Cisco Meeting Server 2000
Call Bridge in the Core

"Large" Edge server One "Large" Edge server aligns well to <

Four Cisco Meeting Server 1000 Call
Bridges in the Core

Determine the number of Edge servers needed by reviewing the Call Bridge call capacity the
core Call Bridge supports, and the Edge server hardware configuration being used.

3.2.2 Deployment considerations

o Werecommend that all edge servers serving the same Call Bridge or Call Bridge Group be
the same capacity, i.e. all 4 vCPUs or all 16 vCPUs, not a mix of both.

« Forscalable orresilient deployments, we recommend that you configure Call Bridge
groups. This allows you to assign a unique group of TURN servers to each Call Bridge
group which is useful for helping with load balancing and keeping TURN servers sensibly
geolocated with Call Bridges.

« Forweb app to match SIP scale (up to 24 Call Bridges per cluster), we support multiple
edge servers. However, Call Bridge groups only support up to 10 Edge servers per group.
For scalable or resilient deployments needing more than 10 Edge servers, more than one
Call Bridge group will be necessary.

o To support the Meeting Server Edge solution, a new MMP command turn
highcapacity-mode (enable|disable) isintroduced thatenables TURN scalability
mode. This setting is enabled by default.
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3.3 Network Planning for Meeting Server Edge

3.3.1 Technical description

The Meeting Server Edge design requires you deploy Edge instances where they are reachable
by external participants. This can be in your DMZ or public networks. The recommended
deployment is for an Edge instance to be deployed in the DMZ behind a NAT or firewall with
selective rules allowing only required traffic. The Edge server in the DMZ must be reachable by
the Call Bridge servers deployed in the core. We recommend the DMZ/Intranet boundary be
access controlled with only required traffic being allowed.

Web app client connectivity is achieved by having the Call Bridge connect outbound to the Web
Bridge C2W interface using TLS to establish a control channel between the core and edge for
Web Bridge functions. External clients connect to the Web Bridge listening port using HTTPS.

Media traffic for external web app clients is handled using the TURN Server as a relay.
Authenticated web clients connect to the TURN Server’s listening port and request a relay
transport address be allocated for them on the TURN Server’s interface.Using ICE, the client and
Call Bridge validate they can send traffic through this relay to each other and if it is their best
route. The Call Bridge can send media outbound to the allocated relay address, which is sent
onward (or ‘relayed’) to the external client by the TURN Server. Traffic from the client is sent to
the TURN Server listening address and relayed using the relay transport address as its source,
back to the Call Bridge. The UDP based media can reach the Call Bridge in the core by the
firewall allowing symmetric UDP traffic back to the originating connection.

Note: From version 3.0, we recommend you configure the listening ports for a TURN Server on a
single interface.

Using a TURN relay setup by the external client is the required deployment model for the Edge
server to achieve the published call capacities. Other combinations or scenarios may result in
media connectivity being established but can result in reduced capacities and suboptimal media
routing and therefore are not advised.

The recommended deployment for Meeting Server Edge enables external web app participants
to connect to the Edge instance using TURN over UDP and the Call Bridge connecting to the
TURN relay via UDP. This configuration is optimal for balancing security and performance. To
improve compatibility with restrictive client networks, an optional scenario to add a second
DMZ interface to move TURN to its own interface to support TURN over TCP 443 is also
covered. While other combinations of network paths and service configurations are technically
feasible, they are not documented by Cisco as they may incur other security risks, capacity
impacts, or are simply excluded from this guide to reduce variations.
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Figure 13: Sample Diagram of TURN using UDP
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3.3.2 Network planning

This section outlines the network requirements to operate Meeting Server Edge instancesin a
DMZ network. The nomenclature used assumes there are three security levels of network. The
Internet, a DMZ, and an Intranet. The scenarios outlined include multiple meeting server
instances and TCP fallback. Destinations are labeled based on their role and may map to
multiple addresses in your environment.

3.3.2.1 DMZto Internet boundary

The DMZ by default should only accept incoming connections from the Internet for approved
traffic and services. Because we do not know where participants may connect from,
connections to these services must be accepted from all source IPs.

Note: The DMZ network maybe NAT’d or directly routable from the public internet. The
examples here assume the DMZ is NAT’d.

To support web app, the firewall must accept incoming TCP connections from the Internet to
port 443 for the Meeting Server Edge servers hosting the Web Bridge 3 service. Optionally you
canenable TCP port 80 if you wish to enable HT TP redirect so users who attempta HTTP
connection will automatically redirect to HTTPS. Participants are not allowed to use HTTP for
calls; the port only supports redirecting to HTTPS.

Media is best sent over UDP but call participants on the internet may find themselves behind
firewalls which could block UDP traffic, so an optional TCP fallback is offered. For media traffic,
the firewall should accept incoming connections to the Edge Server on TURN listening port UDP
3478. When enabling TURN using TCP, TURN server listens also listens on TCP 3478 and the
designated port. If enabling TURN using TCP 443, a second DMZ IP interface is needed onthe
server with TURN and Web Bridge 3 each listening on different interfaces.
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Note: If the DMZ is NAT’d and you are using multiple Edge Servers, separate IPs are needed in
the NAT configuration for each Edge server because each must be directly addressable from
the Intranet for UDP traffic.

3.3.2.2 DMZto Internet traffic rules

Client Browser | INCOMING Any TCP {unreserved} {wB3} TCP 443
HTTPS

Client Browser | INCOMING Any TCP {unreserved} {wB3} TCP 80
(Optional)

Client INCOMING Any UDP {unreserved} {TURN} UDP 3478
STUN/TURN

Client INCOMING Any TCP {unreserved} {TURN} TCP 3478
STUN/TURN
TCP

Client INCOMING Any TCP {unreserved} {TURN} TCP 443
STUN/TURN
TCP 443
(Optional)

Symmetric OUTGOING {TURN} UDP {3478} Any UDP {unreserved}
return TURN
traffic (usually
automatic)

Note:
m {WB3} = IP list of Web Bridge 3 server listening interfaces
m {TURN} = IP list of TURN server listening interfaces

m TURNTCP 443 is an optional deployment. If you want to enable TURNTCP on 443 and you
are already using TCP port 443 for Web Bridge 3, regardless of whether they are on separate
interfaces, you must deploy a new Meeting Server Edge server.

m Firewall must allow symmetric or return UDP traffic to the Internet for media from TURN
Serverrelay

m Each TURN Server must be independently addressable from the Internet when using multiple
TURN servers

3.3.2.3 Intranet to DMZ boundary

By default, the firewall should not permit any TCP connections to be made from the Meeting
Server Edge server instance towards the intranet to protect the intranet. It must also not allow
any UDP packets to be sent from the Meeting Server Edge server into the intranet, unless a UDP
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packet has already (and recently) been sent from the intranet to the edge box on the same
address/port pairing i.e. a UDP packet from <DMZ IP>:50342 to <Intranet IP>:50131 should be
blocked unless there was previously a packet from <Intranet IP>:50131 to <DMZ IP>:50342.

The firewall must allow incoming TCP connections to the Meeting Server Edge server on the
C2W listening port from the Call Bridges operating in the core. It should also permit inbound
UDP packets from the call bridges operating in the core (i.e. source <any core callbridge IP>:<
32,768 to 65,535 > to destination <Edge CMS IP>:< 50,000 to 62,000 >). The firewall must
allow the return UDP traffic for these connections.

Having the core Call Bridges directly routable with the Meeting Server Edge nodes is preferred,
but the core Meeting Servers can behind a NAT relative to the DMZ services and still use the
TURN relay allocated by external clients. The core Meeting Servers do not need to connect to
the TURN listening ports as the relay setup by the external client is sufficient for both parties. If
using NAT, traffic to the call bridge will be seen as a peer-reflexive candidate in the ICE
connection testing.

Meeting OUTGOING {Call TCP {unreserved} {wB3} Web Bridge 3 C2W

Server C2W Bridge listening port. Eg.,

Interface IPs} webbridge3 c2w listen
a:9999 would use TCP
9999

Call Bridge OUTGOING {Call UDP {32,768 to 65,535} {TURN} UDP {50,000 to

Media Traffic Bridge 62,000}

IPs}

Symmetric INCOMING {TURN} UDP {50,000 to 62,000} {Call UDP {32,768 to

return TURN Bridge 65,535}

traffic (usu- IPs}

ally auto-

matic)

Note:

n {WB3} = IP list of Web Bridge 3 servers
= {TURN} = IP list of TURN servers
m Call Bridge = IP list of the Call Bridge serversin the core

m Firewall must allow symmetric/return UDP traffic to the Internet for media from TURN Server
relay

m When using multiple interfaces in the Edge server, the TURN server may allocate a relay on an
interface other than where TURN is listening, so ensure Call Bridge Media Traffic, and return
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traffic, is allowed to reach both Edge server interfaces.

m You must configure the listening ports fora TURN Server on a single interface.

Figure 14: web app using TURN 3478 UDP or 3478 TCP
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3.3.2.4 Management and Platform Traffic

For clarity purposes, the prior network requirement sections excluded discussing requirements
for management services and platform needs. Management and Platform requirements are
covered separately in this section. Because infrastructure services and administrative
management policies for DMZ networks will vary between organizations, these topics will be
described in terms relative to the Edge Meeting Server instance, rather than describing which
network boundary they cross. Apply these concepts to the specifics of your environment.

For the Meeting Server to handle TLS and certificates properly the Edge server must be able to
access NTP and DNS services. Administrators will also need to use SFTP and SSH to configure
and update the Meeting Server software. Syslog for centralized logging is optional, but strongly
recommended. These services should be configured to be accessible from the Edge’s DMZ
network interface while adhering to common security practices such as restricting traffic to
known sources. Note that when using multiple interfaces, packets will egress the Edge server
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based on IP routing logic, not necessarily a pinned interface. Ensure source-based firewall rules
account for the multiple interfaces if in use.

3.3.2.5 Management Traffic for Meeting Server Edge

NTP OUTGOING {WB3} or {TURN} UDP 123 {NTP UDP 123
Server}

DNS OUTGOING {WB3} or {TURN} UDP {unre- {DNS UDP 53
served} Server}

Syslog INCOMING {WB3} or {TURN} | TCP {unre- {Syslog TCP 514*
served} Server}

App Management INCOMING {Intranet/Admin TCP {unre- {WB3}or | TCP 22

(SSH, SFTP) IP