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Introduction
This document is a how-to-use guide for Cisco Crosswork Hierarchical Controller assurance.

The following table lists the assurance applications. The Legend column indicates if the application falls into one of the
following categories:

e Common: Common to all layers and multi-layer
e |P: Relevant to IP links and services

e Optical: Relevant to fibers, optical links, OTN/ETH connections

Table 1. Assurance Applications

IP

Traffic utilization and OAM PM of port, links, tunnels and VPNs, group links
by topology context (all LAG members, between router A to B), prediction of
packet traffic utilization.

Assurance Performance

Optical LO-L1 performance, show correlation between photonic to L1 layer. Show
power level across a span of ROADMs and Amplifiers.

Service Assurance Common Visualize L1-L2-L3 service configuration and underlay paths, with UNIs
performance and events history.

Link Assurance Optical Visualize RON links across ZR and OLS with performance in all layers.
Path Analysis IP Calculate, on demand, an IGP path between two routers, visualize path and

show performance of IP links across the path.

RCA Common Show which services and links in the upper layers were impacted by a lower
layer link failure, especially in the case of a multi-layer where an optical link
failure impacted IP links and services.

Layers

L3/L2 service (L3VPN, ...)

LSP — RSVP-TE, SR policy
:E;’?APLS — IGP/forwarding adjacency

Logical router link (including LAG)

Physical router link
Packet
transport ~  AERNGHEEanG/OnMPLSSTRM I ——
120 Muliplelayersof OTN/ZR/Radioconections
OTN/ZR Regenerated/multidomainend-to-endconnections
L9 ochashgewavelengthand tscomespondingOTfame
wom  OMS:theROADMsandlinksbetweenthem
(10) - OTS:theamplifiersand linksbetweenthem
PhVSicaI ) =
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Terminology

Table 2.

Terms

Adapter

Agg link

BGP

Circuit E-Line
CNC

Device

Device Manager
eMBB

ETH link

ETH chain

Fiber segment

Fiber

IGP
IP-MPLS
L3-VPN link

L3 physical

L3-VPN

Logical link, IGP,
LSP

LSP
NMC (OCH-NC,
OTSIMC)

NMS

0C/0CG

OCH

2022 Cisco and/or its affiliates. All rights reserved.

The software used by Crosswork Hierarchical Controller to connect to a device or to the manager, to collect
information required by the network model and configure the device.

Agg is Link Aggregation Group (LAG) where multiple ETH links are grouped to create higher bandwidth and resilient
link.

Border Gateway Protocol

An Ethernet connection between two ETH client ports on Transponder or Muxponder over OTN signal.

Crosswork Network Controller.

Optical network element, router, or microwave device.

The application that manages the deployed adapters.

Enhanced Mobile Broadband.

ETH L2 link, spans from one ETH UNI port of an optical device to another, and rides on top of ODU.

A link whose path is a chain of Ethernet links cross-subnet-connected (found using Crosswork Hierarchical Controller
cross-mapping algorithm). Eth-chain is a replacement for R_PHYSICAL link in cases where one side of the link is in

devices out of the scope discovered by Crosswork Hierarchical Controller.

Physical fiber line that spans from one passive fiber endpoint (manhole, splice etc.) to another and is used as a
segment in a fiber link.

Chain of fiber segments that spans from one optical device to another.

IGP is the link between two routers that carries IGP protocol messages. The link represents an IGP adjacency.
IP multi-protocol label switching.

The connection between two sites of a specific L3-VPN (can be a chain of LSP connections or IGP path).

L3 physical is the physical link connecting two router ports. It may ride on top of an ETH link if the IP link is carried over
the optical layer.

A virtual private network based on L3 routing for control and forwarding.

Logical link connects VLANs on two IP ports.

Label Switched Path, used to carry MPLS traffic over a label-based path. LSP is the MPLS tunnel created between two
routers over IGP links, with or without TE options.

NMC is the link between the xPonder facing ports on two ROADMs. This link is the underlay for OCH and it is an overlay
on top of OMS links. This is relevant only for disaggregation cases where the ROADM and OT box are separated.

Network Management System.

SONET/SDH links that span from one optical device to another and carry SONET/SDH lower bandwidth services, the
links ride on top of OCH links and terminate in TDM client ports.

OCH is a wavelength connection spanning between the client port one OT device (transponder, muxponder, regen) and
another. 40 or 80 OCH links can be created on top of OMS links. The client port can be a TDM or ETH port.
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ODU

OSPF
OTN-Line
OTS

OoTU

Packet E-Line

PCC

PCE

Radio Media
Radio Channel
RD

RSVP-TE

RT

SCH

SDN Controller
SR Policy

STS

UuRLLC
VRF
ZR Media

ZR Channel

2022 Cisco and/or its affiliates. All rights reserved.

ODU links are sub-signals in OTU links. Each OTU links can carry multiple ODU links, and ODU links can be divided into
finer granularity ODU links recursively.

Open Shortest Path First, an Interior Gateway Protocol between routers.

An OTN connection between two ODU client ports over OTN path.

OTS is the physical link connecting one line amplifier or ROADM to another. An OTS can be created over a fiber link.
OTU is the underlay link in OTN layer, used for ODU links. It can ride on top of an OCH.

A point-to-point connection between two routers or transponders/muxponders over MPLS-TP or IP-MPLS.

Path Computation Client. Delegated to controller. Router is responsible for initiating path setup and retains the control
on path updates.

Path Computation Element. Controller-initiated.

The media layer as a carrier of radio channels.

Multiple radio channels can be on top of radio media, each channel represents a different ETH link with its own rate.
Route Distinguisher.

Resource Reservation Protocol to control traffic engineered paths over MPLS network.

Route Target.

A super-channel is an evolution of DWDM in which multiple, coherent optical carriers are combined to create a unified
channel of a higher data rate, and which is brought into service in a single operational cycle.

Software that manages multiple routers or optical network elements.
Segment Routing Policy. A segment routing path between two nodes, with mapping to the IGP links based on SIDs list.

Large and concatenated TDM circuit frame (such as STS-3c) into which ATM cells, IP packets, or Ethernet frames are
placed. Rides on top of OC/OCG as optical carrier transmission rates.

Ultra-Reliable Low Latency Communications.
Virtual Routing Function, acts as a router in L3-VPN.
The media layer as a carrier of ZR channels, on top of OCH link.

Multiple ZR channels can be on top of ZR media, each channel represents a different IP link with its own rate.
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Performance

The Performance application provides statistical information on both packet-based traffic and optical (layer 0 and layer 1)
performance:

e Forlayer 0 (OCH, NMC, OMS and OTS), provides Rx and Tx power data (minimum, average, and maximum).
e For layer 1 (ZR Media), provides Pre-FEC (Forwarding Error Correction), Post-FEC, Q Margin and Q Factor.

e  For packet-based bandwidth traffic the application provides statistical information on packet-based
bandwidth/traffic usage of ports, links and LSPs over the selected time period. The information is calculated based
on collected intervals/bins (15 minutes or 1 hour) of Rx and Tx octets and displayed in tables and in graphs.

You can run a query by selecting resources and the time duration. This returns the Performance for the selected resources
for a specified period and time window each day. A Performance test can be run explicitly on up to ten ports, links or LSPs
by selecting the specific resources. The test can run on more ports and links by querying for ports, links or LSPs by tags or

devices.

The displayed results include the resource capacity/speed and the statistical utilization info. Information on utilization is
displayed for the selected resource and for the lower, upper, and adjacent resource, for example: logical ports on top of
selected physical port, physical links lower to aggregation (LAG) link.

Resources can be selected explicitly by their type. After selecting the type, the user can use the model selector to select a
resource (port, link or LSP). Ports, links or LSPs can also be selected by their tags, and routers (devices) can be selected
using the model selector or by tag.

Utilization data is collected on IP links, for both physical and logical links. When links are selected, the user can select to
view utilization for specific links/underlay (lower) links. If for example, an underlay link is selected, the application returns
the utilization for both the underlay link itself and all the links above it that have utilization data.

It is also possible to view utilization data for links with devices in a single endpoint or links with devices in two endpoints.
These endpoints can be defined by specific devices or by tags. For example, this allows the user to select a router and get
the utilization data for all the links that end in this router or select two routers and get the utilization data for all the links
between the two routers.

Using tags, means that the user can view utilization data for all links between devices with, for example, tag A, and devices
with, for example, tag B.

Similarly, it is possible to select specific LSP/underlay links, as well as LSPs by devices in one or two endpoints.

The capacity appears for ports and links, and the reserved bandwidth for LSPs. For all resources, the average utilization,
peak utilization, various percentiles (98, 95 and 75), and standard deviation are shown. For ports, lower and upper port
capacity and average utilization also appears, and for links the lower physical links, upper aggregate link, and upper logical
links names are listed (if they exist).

You can select the following types of resources:
e Ports: Packet Ports, Optical Port, and ZR Ports
e Links: IP Links, Optical Links, and ZR Links

o LSPs: RSVP-TE tunnels and SR Policies.
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Traffic Utilization Tab

The Traffic Utilization fields that appear vary according to the type of utilization being viewed.

Note: When selecting optical (layer 0 and 1) links, the Traffic Utilization tab appears with the information for the related
L3 physical or logical layer.

For ports:
® Device
e Port
e Capacity [Gbps]
e In Link (if this exists)
e Average [%]
e Peak [%]
e Percentile 98[%)]
e Percentile 95[%]
e Percentile 75[%]
e St. Deviation
e Lower Ports (only for logical port; aggregate or physical port name)
e Lower Ports Capacity [Gbps]
e Lower Ports Average [%]
e Upper Ports (only for physical port; the logical or aggregate port name, if exists)

e Upper Ports Average (%) (only for physical port)

For Ethernet and IP Links:
e Link
® Layer
e Capacity [Gbps]
e Average [%]
e Peak [%]
e Percentile 98[%)]
e Percentile 95[%]
e Percentile 75[%]
e St. Deviation
e Lower Physical Links (link name of one layer lower, if exists)
e Upper Aggregate Link (link name, if exists)

e Upper Logical Links (link name, if exists)
2022 Cisco and/or its affiliates. All rights reserved. Page 7 of 63



For LSP Tunnels and LSP Policy Links:
e Link (full LSP name including site/device)
e Reserved BW [Mbps]
e Services (Traversing Over This LSP)
e Average Rate [Mbps]
e Peak Rate [Mbps]
e Percentile 98[Mbps]
e Percentile 95[Mbps]
e Percentile 75[Mbps]
e St. Deviation

Note:  The export file includes extended information. The Average column appears in the Ul, but in the export, there are
two columns: Average IN and Average OUT. The Ul shows the greater value of these two values.

Performance (OAM) Tab
The following Performance fields appear for Ethernet and IP links:
e Link

® Layer

Jitter Average (USec)

Maximal Round Trip Time Average (Usec)

Minimal Round Trip Time Average (Usec)

e Delay Average (Usec)
The Performance application has the option to predict the behavior of packet traffic utilization for the next 14 days based
on the historical collection of performance monitoring counters. It is possible to view a prediction of packet traffic
behavior assuming that you have at least 7 days of data available to base the prediction on.

The utilization graph can be opened per selected packet port or link (Ethernet or IP), and you can view the prediction as a
linear line on the graph. The prediction is based on an algorithm that creates traffic patterns based on time of day,
weekdays vs. weekends, and seasonal events in the local area where the system is deployed. The graph displays the linear
utilization prediction line, as well as lower and upper bounds, indicating the prediction confidence interval. The prediction
takes seasonal events into account.
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Optical Power Tab
The Optical Power tab appears for layer 0 links (OTS, OMS, and OCH) and includes the following fields:

e Link
e Layer
® AtoZ Average Power (DBm)

® AtoZ Minimum Power (DBm)

A to Z Maximum Power (DBm)

Z to A Average Power (DBm)
® Zto A Minimum Power (DBm)

® Zto A Maximum Power (DBm)

ZR Tab
The ZR tab appears for layer 1 links (ZR Links) and includes the following fields:

e Link

® Layer

e AtoZPreFECBER(Q)
e AtoZPost FECBER (Q)
e AtoZQFactor (DBq)
e AtoZQ Margin (DBq)

Ports Traffic Utilization and Performance

You can view performance for Ethernet and IP ports:
e Specific ports
e Ports that are tagged with specific tags and tag values
e Ports on specific devices

e Ports by L3VPN Services
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To configure performance for ports:

1.

Note:

Guide.

In the applications bar, select Performance.

Performance RunTest Saved Configurations

Links LSP Links

(®) Byspecific
By Tagls)
By Device(s)
8y Devicels) Tagls)
By L3VEN Servicels)

+ AddFort
2. Define Time Frame
Today -

QOver entire day -

Ensure that Ports is selected.

To check the performance for specific ports, select By Specific, and then click Add Port. In the Advanced tab, select from
the Packet Ports, Optical Ports or ZR Ports tabs, or click on the 3D Explorer tab to select a port. Click OK. You can add

up to 10 items.

For more information on 3D Explorer, see the Cisco Crosswork Hierarchical Controller Network Visualization

Advanced

PACKET PORTS
Name - Devies - Type
273 ITEMS
HundredGigE0/0/1/8 CRLDAR R_LOGICAL
10ge-0/1/1 CRLCAI R_LOGICAL
TenGigE0/0/2/3 ER1.SYD R_PHYSICAL
FourHundredGigeo/o/1/7 CR2.5YD R_PHYSICAL
FourHundredGIgeo/0/1/s CR2.MEL ETH
HundredGigE0/0/1/6 ERL.BRI R_PHYSICAL
10ge-0/1/1 CRLCAI R_PHYSICAL
FourHundredGigED/0/1/9 CR2.5YD R_PHYSICAL
HundredGigE0/0/1/6 CRLPER R_PHYSICAL
Bundle-Ether0 CR2ERI R_LOGICAL
HundredGigE0/0/1/8 CRLDAR R_PHYSICAL
FourHundredGigeo/0/1/10 CR2.MEL R_PHYSICAL
FourHundredGigeo/o/1/7 CR2.5YD RLOGICAL
HundredGigeo0/0/1/7 CRLDAR R_PHYSICAL
Bundle-Etherl ERLERI R_LOGICAL
HundredGigE0/0/1/13 CRLADE R_PHYSICAL
Bundle-Etherd CRZ.SYD R_AGGREGATE

2022 Cisco and/or its affiliates. All rights reserved.

OPTICAL PORTS

Capacity

10.00 GB
400,00 GB
400.00 GB
100.00 GB
10.00 GB
400.00GB

100.00 GB

100.00 GB

400,00 GB

100.00 GB

100,00 GB

ZRPORTS

Description

to ER1.DAR:100ge-0/1/1

to CR1.BRETenGigE0/0/2/6

L3 Physical of Cisco RON Cisco QSFP28 10...

Ethernet of Cisco RON Cisco QSFP28 1006 ...

to CRL.BRI:HundredGigE0/0/3/6

to CR1.BRI:TenGigE0/0/2/6

L3 Physical of Cisco RON Cisco QSFP28 10...

0 CRLADE:Hundred GigEQ/0/1/3
to ER1.BRI:Bundle-Ether1

to ER1.DAR:1002e-0/1/1

LS Physical of Cisco RON Cisco QSFPDD 40,

o CR2.MEL:FourHundredGigEo/0/1/7
o CR1.PER:HundredGigEo/0/1/8
to CRz.BR:Bundle-Ethero

to CRZ.ADE:HundredGigE0/o/1/6

Admin Status v -

up
up
up
up
up
up
up
up
up
up
up
up
up
up
up
up

up -

cancel “
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4. To check the performance for ports by tag, select By Tags(s), click Add Tag, and then select the tags and click OK.

cancel m

5. To check the performance for ports by device, select By Device(s), and then click Add Device. In the Advanced tab,
select from the Router, Optical Node or Radio tabs, or click on the 3D Explorer tab to select a device. Click OK. You can
add up to 10 items.

ROUTER OPTICAL NODE RADIO
Name = Description T Sie ~  Vendor - Tags v A
18 1TEMS
ERLADE ADE CiscoRON
ERLPER PER Huzwel
CRLCAI cal Nokia
ERLMEL MEL Clsce
CRZMEL MEL Cioco RON
CRLADE ADE Cseo RON
CRLERI BRI e
ERLERI B Cisea
CRA.SYD 0 Cisco RON
ERLDAR DAR Juniper
CRLMEL MEL CiscoRON
CRLPER PER Cisco
CR2.ADE ADE Caco
CRLEVD =0 CiscoRON
CRZ.BRI BRI ClscaRON
CRLDAR DAR Ciseo
ERLSYD SYD Cisco ~
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6. To check the performance for ports by device tag, select By Device(s) Tags(s), click Add Tag, and then select the tags
and click OK.

7. To check the performance for ports by L3VPN services, select By L3VPN Services(s), and then click Add L3VPN Service.

In the Advanced tab, select an L3VPN service, or click on the 3D Explorer tab to select a L3VPN service. Click OK. You can
add up to 10 items.

8. Continue to View Utilization and Performance.

Links Traffic Utilization and Performance

You can view performance for:
e Specific and underlay links
e Links that are tagged with specific tags and tag values
e Links that include a device in a specific endpoint
e Links that include devices that are tagged with specific tags and tag values

e Links that include devices in two endpoints
To configure performance for links:

1. Inthe applications bar, select Performance.

2. Select Links.

Performance RunTest Saved Configurations

Ports (@) Links LSP Links
(@) By Specific And Underlay Link(s)
By Tagls)
By Device(s) In Some Endpoint
By Device(s) Tagsis) In Some Endpoint

By Devicais) In 2 Endpoints

+ Add Link

Custom d

Ower entire day

3. To check the performance for specific links, select By Specific And Underlay Lower Link(s), click Add Link, and then
select a link. In the Advanced tab, select from the IP LINKS, OPTICAL LINKS or ZR LINKS tabs, or click on the 3D Explorer
tab to select a link. Click OK. You can add up to 10 items.

Note:  For more information on 3D Explorer, see the Cisco Crosswork Hierarchical Controller Network Visualization
Guide.

© 2022 Cisco and/or its affiliates. All rights reserved. Page 12 of 63



Advanced D Explorer

OPTICAL LINKS

Name

122 ITEMS

SD1ADE02/1-6-4 to SDIME...

CR2ZMEL/HundredGige0/o...

10.40.0.73 10 10.40.0.74

CR1.ADE/HundredGIge0/o0...

CR2.BRI/HundredGigen/0/...

CR2.MEL/FourHundradGig. ..

LAG Bundle-Ether1<=~Bu...

CRLMEL/FourHundredGig. ..

CRLSYD/FourHundredGig...

HundredGigeo/0/1/7 to 1-...

LAG Bundle-Etherl<=>Bu...
10.40.0.85 to 10.40.0.90

10.40.0.78 t0 10.40.0.77

CR1.PER/HundredGigEQ/o...

CR1.5YD/HundredGIgEo/0...

CRLADE/HundredGigeo/o...

CRL.SYD/HundredGigE0/0...

R_PHY All

Layer

ETH
R_PHYSICAL
F_LOGICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_AGGREGATE
ETH
R_PHYSICAL
ETH
R_AGGREGATE
R_LOGICAL
R_LOGICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL

R_PHYSICAL

© 2022 Cisco and/or its affiliates. All rights reserved.

1P LINKS
Device & PortA
SDIADE02 164
CRZ.MEL HundredGigEo/0/2/9
ER1.SYD Bundle-Etherl
CRLADE HundredGIge0/0/1/10
CR2.BRI HundredGigE0/0/2/6
CRZ.MEL FourHundredGIigE0/0/1/7
CRZ.ADE Bundle-Etherl
CRLMEL FourHundredGIgEQ/0/1/6
CRLSYD FourHundredGigeo/0/1/7
CRLDAR HundredGigeo/o/1/7
ERLMEL Bundle-Etherl
ERLPER 100GEL/1/1
CRLBRI Bundle-Ether
CRLPER HundredGigEn/0/1/3
CRLSYD HundredGIge0/0/2/3
CRLADE HundredGigE/0/1/9
CRLSYD HundredGIigE/0/2/8

Devics B

SDIMELO2

ERLMEL

CR2.5YD

CR1.DAR

ER1.BRI

CR2.5YD

CR2.MEL

CRLSYD

CR2.5YD

SD1DAR02

CR2.MEL

CR1.PER

ER1.BRI

ER1.PER

ERL.SYD

CR1.PER

ERL.SYD

ZR LINKS

HundredGigE0/0/1/9
Bundle-Etherd
HundredGIgE0/0/1/6
HundredGigE0/0/1/8
FourHundredGigEQ/0/1/7
Bundle-Etherd
FourHundredGIgE0/0/1/6
FourHundredGigE0/0/1/6
1-2:2

Bundle-Etherl
HundredGigE0/0/1/9
Bundle-Ether0
100GE1/1/1
HundredGigE0/0/1/7
HundredGigE0/0/1/7

HundredGigE0/0/1/6

Operational Status -

up
uP
uP
up
UP
uP
up
uP
up
UE
up
uP
UF
up
up
uP

up

Role

REGULAR
CROSS_LINK
REGULAR
REGULAR
CROSS_LINK
REGULAR
REGULAR
REGULAR
REGULAR
CROSS_LINK
REGULAR
REGULAR
REGULAR
CROSS_LINK
CROSS_LINK
REGULAR

CROSS_LINK

-

Cancel “

4. To check the performance for links by tag, select By Tags(s), click Add Tag, and then select the tags and click OK.

cancel n
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5. To check the performance by devices in an endpoint, select By Device(s) In Some Endpoint, and then click Add Device.
In the Advanced tab, select from the Router, Optical Node or Radio tabs, or click on the 3D Explorer tab to select a
device. Click OK. You can add up to 10 items.

ROUTER OPTICAL NODE RADIO
Name = Description - Site +  Vendor - Tags - A
18 ITEMS
ERLADE ADE Csco RON
ERLPER PER Huawel
CRLCAI cal Nokia
ERLMEL MEL Cisco
CRZMEL MEL Cloco RON
CRLADE ADE CiscoRON
CRLERI BRI Cisco RON
ERLBRI BRI Cisco
CR2.5¢D SYD Cisco RON
ERLDAR DAR Juniger
CRLMEL MEL Cisco RON
CRLPER PER Cisco
CRZADE ADE Cisca
CRLSYD SYD Cisco RON
CR2.BRI BRI ClscaRON
CRLDAR DAR Ciseo
ERLSYD S0 Cleco b

6. To check the performance for by device tag, select By Device(s) Tag(s) In Some Endpoint, click Add Tag, and then select
the tags and click OK.

7. To check the performance for links with devices in two endpoints, select By Device(s) In 2 Endpoints and then select
one of the following for Endpoint 1 and Endpoint 2.

1. Select Test Resources

ports (@) Links LSP Links

By Specific And Underlay Link(s)
By Tag(s)
By Device(s) In Some Endpeint
By Device(s) Tags(s) In Some
Endpoint

@ By Device(s) In 2 Endpoints

Endpoint 1
@ Specific Device(s)
Device(s) By Tag(s)

+ Add Device

Endpoint 2
@ Specific Device(s)
Device(s) By Tag(s)

+ Add Device
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o Specific Device(s): Click Add Device and then select a device In the Advanced tab, select from the Router, Optical
Node or Radio tabs, or click on the 3D Explorer tab to select a device. Click OK. You can add up to 10 items.

o Device(s) By Tag(s): Click Add Tag and then select the tags and click OK.

8. Continue to View Utilization and Performance.

LSP Links Traffic Utilization and Performance

You can view performance for:
e Specific LSP links
e LSP links that are tagged with specific tags and tag values
e LSP links that include a device in a specific endpoint
e LSP links that include devices that are tagged with specific tags and tag values

e LSP links that include devices in two endpoints
To configure performance for LSP links:

1. Inthe applications bar, select Performance.

2. Select LSP Links.

performance RunTest  Saved Configurations ®

Ports Links (@) LSP Links

) By Specific And Related Lower Link(s)
&y Tagis)
By Device(s) In Some Endpoint
8y Device(s) Tagls) In Some Endpaint

8y Device(s) In 2 Endpaints

+ Add Link

Custom A

Over antire day -

3. To check the performance for specific LSP links, select By Specific And Related Lower Link(s), click Add Link, and then
select a link. In the Advanced tab, select from the LSP, IGP, IP Links, Optical Links or FIBER tabs, or click on the 3D
Explorer tab to select a link. Click OK. You can add up to 10 items.

Note:  For more information on 3D Explorer, see the Cisco Crosswork Hierarchical Controller Network Visualization
Guide.
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_ fvened SEre

Lsp IGP IP LINKS OPTICAL LINKS FIBER
Name = Layer = DeviceA =  PortA =  DeviceB = PortB = Operstional Status =  Role . A
S0ITEMS
ERLDAR:ERLPER:topo_R...  LSP ERLDAR 10.41.0.69 ERLPER 10.41.0.65 ue REGULAR
ER1.DAR:ERLADEtopo_R... P ERLDAR 10.41.0.69 ERLADE 10.41.0.61 up REGULAR
ERLADE:ER1BRI:topo_RS... 5P ERLADE 10.41.0.61 ERLBRI 10.41.0.57 up REGULAR
ER1.BREERLSVDItopo_RS... 5P ERLERI 10.41.0.57 ERLSYD 10.41.0.45 ue REGULAR
ERLBREERLDAR:topo_RS... 5P ERLEBRI 10.41.0.57 ERLDAR 10.41.0.69 ue REGULAR
ERLDARERLSYD1opo_R.. F ERLDAR 10.41.0.69 ERLSYD 10.41.0.45 ue REGULAR
ERLADE:ERLMEL:topo_R... P ERLADE 10.41.0.61 ERLMEL 10.41.0.33 ue REGULAR
ERLSYD:ERLMELT0pO_R... 5P ERLSYD 10.41.0.45 ERLMEL 10.41.0.33 ue REGULAR
1 pERitopo_R... P ERLMEL 1041.0.33 ERLPER 10.41.0.65 up REGULAR
ERLADE:ERLPERtOpo_R... P ERLADE 10.41.0.61 ERLPER 10.41.0.65 ue REGULAR
ERLMELERLADE0po_R..  SF ERLMEL 1041.0.33 ERLADE 10.41,0.61 up REGULAR
ERLMEL:ERLBRItopo_RS... P ERLMEL 10.41.0.33 ERLBRI 10.41.0.57 up REGULAR
ERLMELERLSYD:topo_| Lsp ERLMEL 10.41.0.33 ERLSYD 10.41.045 ue REGULAR
ERLADE:ERLSYD:topo_RS... 5P ERLADE 10.41.0.61 ERLSYD 10.41.0.45 up REGULAR
ERLSYD:ERLDARttopo_R... LS ERLSYD 10.41.0.45 ERLDAR 10.41.0.69 ue REGULAR
ERLDARERLMELtopo R... 'SP ERLDAR 10.41.0.69 ERLMEL 1041033 v REGULAR
ERLPERERLADE:topo_R... LSP ERLPER 10.41.0.65 ERLADE 10.41.0.61 ue REGULAR 7
o IR

4. To check the performance for links by tag, select By Tags(s), click Add Tag, and then select the tags and click OK.

Tags _

R_PHY All

coee (0
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5. To check the performance by devices in an endpoint, select By Device(s) In Some Endpoint, and then click Add Device.
In the Advanced tab, select from the ROUTER, OPTICAL NODE or RADIO tabs, or click on the 3D Explorer tab to select a
device. Click OK. You can add up to 10 items.

ROUTER OPTICAL NODE RADIO
Name = Description - Site +  Vendor - Tags - A
18 ITEMS
ERLADE ADE Csco RON
ERLPER PER Huawel
CRLCAI cal Nokia
ERLMEL MEL Cisco
CRZMEL MEL Cloco RON
CRLADE ADE CiscoRON
CRLERI BRI Cisco RON
ERLBRI BRI Cisco
CR2.5¢D SYD Cisco RON
ERLDAR DAR Juniger
CRLMEL MEL Cisco RON
CRLPER PER Cisco
CRZADE ADE Cisca
CRLSYD SYD Cisco RON
CR2.BRI BRI ClscaRON
CRLDAR DAR Ciseo
ERLSYD S0 Cleco b

6. To check the performance for by device tag, select By Device(s) Tag(s) In Some Endpoint, click Add Tag, and then select
the tags and click OK.

7. To check the performance for links with devices in two endpoints, select By Device(s) In 2 Endpoints, and then select
one of the following for Endpoint 1 and Endpoint 2.

1. Select Test Resources

Ports Links (®) LSP Links

By Specific And Related Lower
Link(s}
By Tag(s)
By Device(s) In Some Endpeint
By Device(s) Tag(s) In Some
Endpoint

@ By Device(s) In 2 Endpoints

Endpoint 1
@ Specific Device(s)
Device(s) By Tag(s)

+ Add Device

Endpoint 2
@ Specific Device(s)
Device(s) By Tag(s)

+ Add Device
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o Specific Device(s): Click Add Device and then select a device In the Advanced tab, select from the Router, Optical
Node or Radio tabs, or click on the 3D Explorer tab to select a device. Click OK. You can add up to 10 items.

o Device(s) By Tag(s): Click Add Tag and then select the tags and click OK.

8. Continue to View Utilization and Performance.

View Traffic Utilization and Performance
After specifying the ports, links or LSP links, you must configure the time frame and window. You can then view the results

in table and graph form.
To view performance:
1. Inthe Select time area, specify the period to report on:

o Select Time Span: Select the required period, either Today, Past 24 hours, Past 7 days, Past 14 days, Past 30 days,
Past 60 days, or Custom. If you select Custom, then click From and To and select a date and specify a time.

To
Over entire day -

o In the Select Daily Time Frame area either select Over entire day or Specific time span per day. If you select Specific
time span per day, then click From and Until to specify a time.

Specific time span per day v

2. Click Run. If there are no relevant results, a Utilization information is not available for the selected resources message

appears.
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Note: When selecting optical (layer 0 and 1) links, the Traffic Utilization tab appears with the information for the

related L3 physical, logical, or aggregate layers.

Devies *  Port - Type ~ Capacity ~ Inlink
[Gbps]

3ITEMS

CRI.CAI 10ge-0/1/1  L3logical  10.0 N/A

CRLDAR Hundred... = L3Logical 100.0 10.40.0.9..

CR1.PER Hundred... | L3Physical  100.0 CRLADE/...

Average

[s€]

80.281

79.239

78.647

TRAFFIC UTILIZATION

Peak [%]

£6.234

97.452

99.754

Percentile =  Percentile ~

s8(5¢]

g7.53

94.626

97.992

95[9¢]

61.261

89.608

89.283

Percentile = St

75(%) Deviation Ports Ports Ports: Ports
Capacity Average
[Gbps] %]
B4.627 11.055 67.376 10.0
10ge-...
84673 7.785 77.795 100.0
Hundr...
83.752 7.552 sundl...
Bundl...

v Lower v Lower v Lower v Upper

3. Select an item to see more details on the INBOUND TRAFFIC and OUTBOUND TRAFFIC.

Device ~  Port ~ | Type ~ Capacity ~ InLink
[Gbps]

3ITEMS

CRL.CAI 10ge-0/1/1 L3 Logical 10.0 N/A

CR1.DAR Hundred... L3 Logical 100.0 10.40.0.9...

CRLPER Hundred... ~ L3Physical  100.0 CRLADE/...

CR1.CAl — LsLogjcal 10ge-0/1/1

¥ INBOUND TRAFFIC

Bandwidth [Gbps]
CeNWAND ~N®mO D

Average
o)

80.291
79.238

78.847

Pesk (%] ~

97.452

99.754

Percentile ~  Percentile ~

98[3%]

94.626

97.992

95[95]

91.261

89.608

Percentile ~ St

~ lower = lower ~ lower - Upper
Ports

5[%5] Deviation Ports Ports Ports:
Capacity Average
[Gbps] 98]
84.627 11.055 67.376 10.0
10ge-...
84.673 7.785 T7.795 100.0
Hundr...

83.752 7.552

BANDWIDTH UTILIZATION

Bundl...

Bundl...

M show Prediction

Upper -
Ports:

Aversge
156]

78.221
77443

Upper =
Ports:
hverage

[26]

78.221
T7.443

Reference Series
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57
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£ 5

él
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2

1

[

ORI SSHENE
FEECEEEETESESSs

4. Tofilter the table, click -

&

i:

Time (in Europe/London)

and select the required options:
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&&&@ﬁ@ﬁ@ﬁﬁ@ﬁ @g@@ ﬁ@

S

Q

@p@e@&

A

g’" R

N

v

’.o "i

o In numerical fields, the filter is numerical, and you can specify expressions including =, >, <, >=, <=, I=,

° In textual fields, the filter is character-based (regular expression).
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St. =
Deviation

Filter

+ SelectAll ® Clear All
7.16 2
7.44 1
7.03 1

5. To sort the table, click on a column heading.

+ Capacity =  + Capacity =
[Gbps] [Gbps]

6. Inthe TRAFFIC UTILIZATION tab, to change the y-axis scaling, click BANDWIDTH or UTILIZATION.

7. Toview the prediction, select Show Prediction.

~—— L3 Physical CRLADE/HundredGigE0/0/1/9 to CRL.PER/HundredGigE0/0/1/7 Direction: (@) AToZ ZToA

¥ INBOUND TRAFFIC

200

oracin
160 |
140 |
120 |

100

Bandwidth (Gbps)

40 |
20 |
|

e S P P P P P PSP S S
$ LSS PSS PSSS
q(\ oS K 90 N @-ﬁ“ ‘Qé‘ m\\ R
& & & RPN S S L S
N I

BANDWIDTH UTILIZATION @ show prediction Reference Series

o RN L e N EEEE s e —

Time (in Europe/London)

¥ OUTBOUND TRAFFIC
200

180 :
160 |
140 |

120
100

Bandwidth [Gbps]

Time (in Europe/London)

8. Hover over a data point on the graph to see the date, time, element name and utilization value.

man'hY san'hAY san'h¥Y 9

12/09 06:04:07
[F1L3 Logical HundredGigEQ/0/1/8: 66.6

9. Tochange the date range of the graph and zoom in or out, click on
(to zoom in) or scroll down (to zoom out).

a graph and then using the mouse wheel, scroll up

10. If you select to view the data over more than one day, for a specific time of day, for example, for the past 7 days
between 13:00 and 15:00, the utilization graph appears with the values for the selected time window.
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11. To view the reference series toggle, select Reference Series.

= L3 Physical CR1.ADE/HundredGigE0/0/1/9 to CR1.PER/HundredGigE0/0/1/T Direction: @ AToZ ZToA UTILIZATION . Show Prediction Reference Series
Upper — L3 Aggregate LAG Bundle-Etheri<=>Bundle-Etherd0 —— L3 Logical 10.40.0.33 to 10.40.0.34
Adjacent —— L3 Physical CR1.ADE/HundredGigE0/0/1/8 to CRL.PER/HundredGigE0/0/1/6
¥ INBOUND TRAFFIC
200
o ==
_ 160
2 140
o 120
£ 100
5
i M <ipee - ﬁ\‘ w
5 60
@
40
20
o
$ &

& é’c@fé‘@&&@&@@:P&&é’é’@c?@&@@&ﬁ&é’@é?@c?é’&@&é’@é’&&&&&&é’@@@d’é’&@é

S S S S S S e S S S S S S

Time (in Europe/London)

12. To remove a reference series, click on the series description.

—— L3 Physical CRLADE 8E0/0/1/9 to CRLPER g£0/0/1/7 Direction: () AToz  2ToA UTILIZATION @ show Prediction Reference Series

8
e
£ 100
3
3
&
a

CERLR P LS LS PSPPI PP PSPPI PP ISP PSSP S S s
FTELFT S P P S T T T T T LT F T P P T T F I FE L L S LT
N @&@‘@@@ P F LTSS @§~?&€!&ﬂ?§'€*&

Time (in Europe/London)
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13. To change the direction, select Ato Z or Z to A.
14. To view the OAM data (if relevant), click the PERFORMANCE (OAM) tab.

TRAFFIC UTILIZATION

Link ~ | Layer = Jitter Average [USec] ~  MoximalRound Trip Time =  Minimal Round Trip Time = Delay Average [USec] -
Average [USec] Average [USec)
18 ITEMS
CR1.MEL/FourHundredGigEo/0/1/7 to CR2.MEL/FourHundredGigEo/0/1/6 L3 Physical 4773.845 2353.843 4569.303 3420.28
CRI.ADE/HundredGigE0/0/1/9 to CR1.PER/HundredGigE0/0/1/7 L3 Physical 4446.235 1999.178 4213.782 3035.84
CR2.ADE/HundredGigE0/0/1/8 to CR2.MEL/HundredGIgen/0/2/6 L3 Physical 3931.215 2046.172 4396.224 2946475
CR1.ADE/HundredGIgEO/0/1/10 to CR1.DAR/HundredGIgED/0/1/6 L3 Physical 4704.44. 2431.859 4536.792 3469.373
CR1.MEL/FourHundredGigE0/0/1/8 to CR1.BRI/FourHundredGigE0/0/1/6 L3 Physical 4190.033 2179.715 4229.106 3124.64
CR2.5¥D/Fourl E0/0/'1/8 to CR2,BRI/F BEO/0/1/6 L3 Physical 4917.803 2217877 423333 3208.933
CR2.MEL/FourHundredGigED/0/1/7 to CR2.5YD/FourHundred GIgED/o/1/T L3 Physical 4301.153 2328.121 4313.07 3308.909
CR1.SYD/Fourl /0/1/7 to CR2.SYD igEn/0/1/6 L3 Physical 4698.631 1972.953 4042.561 3002.009
CR1.5YD/FourHundred 0/1/8 to CR1.BRI dred 10/1/7 L3 Physical 4047.538 2384.987 4653.397 3365.912
CR1.ADE/HundredGigE0/0/1/6 to CR1.MEL/HundredGIigen/0/2/6 L3 Physical 450158 2108.263 472452 3458,121
CR1.ADE/HundredGigE0/0/1/12 to CR1.SYD/HundredGIgE0/0/2/7 L3 Physical 3957.105 2089.483 4408.032 3179.302
CR2.ADE/HundredGigE0/0/1/9 to CR2.MEL/HundredGIgeo/0/2/7 L3 Physical 4805.431 1916.372 4248.698 3239.325
CR1.MEL/FourHundredGigEo/0/1/6 to CRL.SYD/FourHundredGIigeo/0/1/6 L3 Physical 4145.374 2100352 4748385 3381.403
CR1.ADE/HundredGIgED/0/1/8 to CR1.PER/HundredGIgED/0/1/6 L3 Physical 3977.8 2027.184 4354035 3223.713
CR1.DAR/HundredGigEn/0/1/7 to CR1.PER/HundredGigEn/0/1/8 L3 Physical 4373257 2355.717 4737333 35T1.675
CR1.ADE/HundredGigE0/0/1/7 to CR1.MEL/HundredGIgeo,/ 0/2/7 L3 Physical 4547.57 1964507 4217869 3200.365
CR1.BRI/TenGIgE0/0/2/6 to CRL.CAI/10ge-0/1/1 L3 Physical 4645.89 2047.15 4627.032 3192.799
CR1.ADE/HundredGigE0/0/1/11 to CR1.5VD/HundredGigE0/0/2/6 L3 Physical 4174.743 1972.574 447783 3384.236

15. Select an item to see more details on JITTER, MIN RTT, MAX RTT, DELAY, and OUTBOUND TRAFFIC.

TRAFFIC UTILIZATION

Link < Layer ~  Jitter Aversge [USed] = MaximalRound TipTime = MinimalRound TipTime =  Delay Average [USec] -
sverage [USsc] Aversge [Usec]
aITEMS
LAG Bundle-Etheri==>Bundle-Etherl L3 Aggregate 4744.061 2312.015 4934.607 3560.295
10.40.0.10to 10.40.0.9 L3 Logical 2486.288 2541507 4661591 3707.506
CRLMEL/ 1gE0/0/1/8to CRL.BRI/ gE0/0/1/6 L3 Physical 4041.74 2072411 4140077 3072250
10.40.0.65 t0 10.40.0.66 L3 Logical 4383623 2182.703 4207.929 3177105
—— L3 Aggregsta LAG Bundle-Etherl<=>Bundls-Ether. Direction: (8) AToz | ZToa Reference Series
¥ JITTER
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¥ MINRTT
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16. To view the optical data (if relevant), click the OPTICAL POWER tab. Select an item to see Power details.
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TRAFFIC UTILIZATION

=
Link - Layer ~ AToZAverage ~ AToZMinimum ~ AToZMaximum = ZToAAverage ~ ZToAMinimum ~ ZToAMadmum ~
Power [DEm] Power [DBm] Power [DBm] Power [DBm] Power [DBm] Power [DBm]
IITEMS
Optics0/0/0/20 to Optics0/0/0/20 OCH -10.01/-3.48 -10.05 /-3.49 -9.98/-3.47 -10.03 /-3.11 -10.04/-3.17 -10.02 /-3.06
Optics0/0/0/20 to Optics0/0/3/2 OCH -11.51 / -40.0 -11.56 / -40.0 -11.48 / -40.0 -40.0 /-10.69 -40.0 /-10.74 ~40.0 /-10.63
Fiber-4 oTs -]737 -j1.27 -j7.37 17.69/- 17.69- 17.69/-
- RX A TX Direction: (8) AToZ e MIN —— AVG == = MAX W Showspanloss
¥ Power
18 .
16
14
12
£ 10
@
2
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17. To view the ZR media data (if relevant), click the ZR tab. Select an item to see FEC BER and Q details.

TRAFFIC UTILIZATION

Link - layer
2ITEMS
CoherentDSP0/0/0/20 to Coh... ZR Media
CoherentDSP0/0/0/20t0 Coh...  ZR Media
— POST_FECBER —— PRE_FECBER —— Q_FACTOR

¥ FECBER

0.0006
0.0005

0.0004

la]

0.0003

0.0002

0.0001

0

OPTICAL POWER

ATo Z Pre FECBER[Q] ~ AToZPostFECBER[Q] ~  AToZQFactor[DBq] ~ AToZQMargin [DBq]
0.00072 / 0.00056 0.0/0.0 10.0/10.2 3.8/4.0
0.5/0.0 0.0/0.0 0.0/0.0 -6.2/0.0

—— Q_MARGIN Direction: (@) AToZ = ZToA - -MIN — AVG
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P ™

a0 a0
A0 N\O“"'L AN
v ? -

00

a0 ®

o0
QD, 09" 'QQ, 0B 00
¥ v ¥

o0 qw®
o oA on N

P

o0 00 0
oA 04> AQ A&

¥ o0 o0 o0 o
AT A0 ® 0 180 A0 1o \0'30'Q \0’1"0
",b’ﬂ. lﬂl ’ll '2} 'IL "'I’.\' ’lﬂ.l

Time (in Europe/London)

48]
o

0 +
o
N
00 g0

Export Test Results
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The tabular test results can be exported into a zip file with CSV files for offline analysis.

The export file includes extended information. The Average column appears in the Ul, but in the export, there are two
columns: Average IN and Average OUT. The Ul shows the greater value of these two values.

A A B E D E

1 \.I'alue

2 Time 14:55:44 10-05-2020 UTC

B

4 Device Port Capacity [€In Link

5 ER1.5QY L3 Physical 10 L3 Physical 80.68
6 ER1.5QY L3 Physical 10 L3 Physical 82.84
7 ER15QY L3 Physical 10 - 71.69
8 ER1.SQY L3 Logical: 10 - 7169
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100
100
100
100

G H 1 J K L M N o P Q R

Average IN Peak IN [3 Percentile ! Percentile ' Percentile ' St. Deviatic Average Ol Peak OUT [Percentile ‘ Percentile ‘ Percentile *St. Deviatic Lower Port Lower Port Low

100 100 100 5.28 85.63 100 100 100 93.81 6.82 - -
100 100 100 4.73 76.43 100 100 100 100 6.44 - -
100 100 100 6.09 74.38 100 100 100 100 6.54 - -
100 100 100 6.09 74.38 100 100 100 100 6.54 L3 Physical 10
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To export the test results:
1. Inthe applications bar, select Performance.
2. Run the required test.
3. Click A4 . The file is downloaded automatically.

Manage Configurations
You can save the test configuration and either run the test when required or use it as a basis for a new test. You can also

configure a test to run periodically.
To view a saved test result:

1. Inthe applications bar, select Performance.

2. Expand the required test.

¥ execl | Weekly [ uf r|:| t'!

Link(s) by tags
Relative time span: Past 14 days
Daily time span: Entire day

2022-10-03 00:00

2022-09-29 13:09

2022-09-29 13:06

3. Select a run to view the results or click Run Now to execute the test.
To save a test configuration:

1. Inthe applications bar, select Performance.
2. Run the required test.

3. Click Save.

Save Test X

Cancel

4. Enter atest name.

5. Click Save. The configuration is now available to run on the Saved Configurations tab.
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To run a saved test configuration:
1. Inthe applications bar, select Performance.

2. Select the Saved Configurations tab.

Performance RunTest Saved Configurations

+ TestID ~

3IITEMS

¥ LinksTU ooe

Specific Link(s) & Underlay Link(s)

Relative time span: Past 60 days
Daily time span: Entire day

2022-10-05 11:10
* execl o oe
» exec2 Eno oe

3. Torun atest, expand the required test.

4. Click Run Now or if you want to edit the test, click o, modify the test as required, and then click Run.

To set a test to run periodically:
1. Inthe applications bar, select Performance.
2. Select the Saved Configurations tab.
3. Forthe required test, click e.
Schedule Test X

Weekly - Monday -

00:00:01

o)

4. Select whether to execute the test Weekly (and on which day), or Daily.
5. Specify the build time (UTC).

6. Click Save.

To delete a test:
1. Inthe applications bar, select Performance.
2. Select the Saved Configurations tab.

3. Click B, The test is deleted (there is no confirmation).
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Other Ways to See Performance Data

In Explorer, for a physical or logical port of a router, the Utilization Over 24h graph also appears in the Info
window (if the port was utilized over latest 24 hours). For links and LSP links no data is presented in the Explorer

window.

Q xiv

< GigabitEthernet0/0/0/0

Info

GUID: PO/cisco_ios_xr/PHY-xrv-p1:GigabitEthernet0/0/0/0
Name: GigabitEthernet0/0/0/0
Type: Router Physical Port

ETH Port Type: ETH 16

Physical Address: 50:00:00:0d:00:01
Speed BPS: 1.00 Gbps

Description: to-Pe_1

Provider: cisco_ios_xr

Admin Status: Up

Operational Status: Up

Relative Direction: None

Device: xrv-pl

Utilization Over 24n
[ Inbound Octets () Outbound Octets

bps

SRS ODS DS OO DD O S PSSP SS

FTTETETTFIFSSSFEF LS SESFES
Scroll 10 2oom, double ciick 10 reset zoom

In the Service Assurance application, for point to point services. See View the Point to Point Services.

In the Path Analysis application, for a path. See Analysis a Path.
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Service Assurance

The Service Assurance application enables you to visualize the L1-L2-L3 service configuration and underlay paths, with
UNIs performance and service-related events history.

For more information on services and service provision, see the Cisco Crosswork Hierarchical Controller Service
Provisioning User Guide.

Service Assurance Multi Point  Pointto Point  Dashboard c

Service ~  Service ~ Number ~ Number ~  Origin ~  Status -
Name Type Of Sites Of Down

Sites
AnEns Ireland <
L3VPNwi... Huband.. 3 0 Netfusion  UP &G U P

¥ i "\gnn ..‘_m" PR

L3VPNwi... Anytoany 2 0 Netfusion  UP 9 ' puT
HUBand... Huband... 2 0 Netfusion upP
MokaCol... Huband... 5 0 Netfusion  UP ZUR

\\
STU
||| [un] VIS /4 £
i ‘__
<5 v ‘\

Summary Endpoints Underlay Paths

SERVICE NAME SERVICE TYPE
Hub and spoke

NUMBER OF SITES NUMBER OF DOWN SITES

3 0

ROUTE TARGETS ROUTE DISTINGUISHERS
N/A 148

For more information on the 3D Explorer application, see the Cisco Crosswork Hierarchical Controller Network Visualization
Guide.

View the Multi Point Services

Crosswork Hierarchical Controller discovers L3-VPN sites (endpoints), VRFs and underlay paths as LSPs across multiple
domains (autonomous systems) and vendors and maps it to the optical network. Discovered VPNs are displayed in the
Service Assurance application with their Route Distinguishers (RDs), Route Targets (RTs), type (hub & spoke or any to
any/full mesh), sites, underlay LSPs and IGP path visualized on the map. The RD is used to keep all prefixes in the BGP table
unique, and the RT is used to transfer routes between VRFs/VPNs.

You can view a list of these Multi Point services and view their endpoints and underlay paths. The Multi Point services can
be of type:

e Any to any: A full mesh non-hierarchical service where any site can communicate with any site.

e Hub and spoke: A hierarchical service where hub sites can communicate with all other sites and spoke sites can
only communicate with hub sites.
To view the Multi Point Services:

1. Inthe applications bar, select Service Assurance.
2. Select the Multi Point tab. The table on the left lists the multi point services and includes information on:
e Service Name: The name of the service as defined in the Services Manager.

e Service Type: The service type, Any to any or Hub and spoke.
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o Number of Sites: The number of sites in the service.
® Number of Down Sites: The number of sites in the service that are DOWN.
e Origin: The origin of the service, either Netfusion (created by Crosswork Hierarchical Controller) or Network.
e Status: The service status, either UP or DOWN.
3. Select the required service. The Explorer map shows all sites and the underlay paths for the selected service.

Service Assurance Multi Point  Pointto Point  Dashboard &

Service Name v ServiceType v Nun~  Nurv  Orgv  Statw

of of

Site  Dov

Site

4imEms
L3VPN with RSVP underfay Hub and spoke 3 [ Ne.. UP
L3VPN with Segment Routing undertay Any toany 2 0 Ne... UP
HUB and Spoke L3VPN with SRTE underlay  Hub and spoke 2 0 Ne... UP
MokaCola L3VPN with RSVP undertay Hub and spoke 5 0 Ne.. UP

Summary Endpoints Underlay Paths
Device Name ~  PortName ~ Operati~ Admin ~ VRFName ~  VRF Description * VIAN * P v [“Tigs. =~
State State 0 Address
21TEMS
ZR_ER2.5QY L3_VPNportatZR... UP uP L3VPN portatserv... 1400 20.20....
ZR_ER2.LIS L3_VPN portat ZR... up up L3VPN port at serv... 1300 20.20....
4. The Summary tab includes the following details:

e Service Name: The service name.

e Service Type: The service type, Any to any or Hub and spoke.

® Number of Sites: The number of sites in the service.

e Number of Down Sites: The number of sites in the service that are DOWN.

e Route Targets: The number of route targets.

e Route Distinguishers: The number of route distinguishers.

Summary Endpoints Underlay Paths

SERVICE NAME SERVICE TYPE
Hub and spoke

NUMBER OF SITES NUMBER OF DOWN SITES
3 0

ROUTE TARGETS ROUTE DISTINGUISHERS
N/A 148

5. Alist of the Endpoints appears below the map with the following details:
e Device Name: The device name.
e Port Name: The interface port name.

e Operational State: The operational status of the port (UP or DOWN).
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e Admin State: The admin status of the port (UP or DOWN).
e VRF Name: The Virtual Routing and Forwarding (VRF) name.
o VRF Description: The VRF description.

e VLAN ID: The endpoint VLAN ID.

e |P Address: The endpoint IP address.

e Role: The role of the endpoint, SPOKE or HUB.

e Tags: The endpoint tags.

Summary Endpoints Underlay Paths
Device Name ~  PortName ~  Operational ~  Admin ~  VRFName ~  VRF Description ~ VILANID~ P ~  Role - Tags -
State State Address
3ITEMS
CRLLIS L3_VPN port at CR1.LIS,s... up up L3 VPN port at service L3VPN with RSVP underlay 1901 10.1.12...  SPOKE
CR1.PAR L3_VPN portat CR1.PAR,s... UP up L3 VPN port at service L3VPN with RSVP underlay 1900 10.1.10... HUB
CRL.FRA L3_VPN port at CR1.FRA,s... UP up L3 VPN port at service L3VPN with RSVP underlay 1902 10.1.14... SPOKE

6. The Underlay Paths tab includes the following details:
e RT: The route target number.
e LSP Name: The LSP name (if RSVP-TE or LDP).
e Path Type: The type of the underlay path, SR Policies or RSVP-TE Tunnels.
e Source (Export): The source site name (geo site:device:port:vlan).
e Destination (Import): The destination site name (geo site:device:port:vlan).
o Underlay Hops: The number of hops in the underlay path.
e Link Layer: The link layer.

e Tags: The underlay tags.

Summary Endpoints Underlay Paths.
RT  ~  LSPName ~  PathType ~  Source (Export) = Destination (Import) - Undeday = LinkLayer ~ Oper~ Tags -
Hops Statu
2ITEMS
N/A SR_P_600 SR_POLICY SPB CR1.SPB L3_VPN port at CR1.SPB, ser...  DUBCRLDUB L3_VPN portat CR1.DUB,se... 11 L3VPN NA Tag Al
N/A SR_P_600_reverse SR_POLICY DUB CR1.DUBL3_VPN portat CR1.DUB,se...  SPBCR1.SPBL3_VPN port at CR1.5PB, ser... 11 L3VPN N_A Tag All

Note: Underlay paths are not discovered or calculated for sites located in different domains (inter-AS option C).
7. Select a path in the table to display it in the map.

View the Point to Point Services

You can view point to point services of type:

e Circuit E-Line: An Ethernet connection between two ETH client ports on Transponder or Muxponder over OTN
signal.

e Packet E-Line: A point-to-point connection between two routers or transponders/muxponders over MPLS-TP or
IP-MPLS.
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To view the point to point services:

1. Inthe applications bar, select Service Assurance.

2. Select the Point to Point tab. The table on the left lists the multi point services and includes information on:
e Service Name: The name of the service as defined in the Services Manager.
e Service Type: The service type, Packet e-line or Circuit e-line.
o Number of Down Sites: The number of sites in the service that are DOWN.
e Origin: The origin of the service.
e Status: The service status, either UP or DOWN.

3. Select the required service. The Explorer map shows the selected service.

Multi Point  Pointto Point  Dashboard C

Service Name ~ ServiceType ~ Nunv Orig> Stat~

Dow
Site

SITEMS

E-Line Packet Service <IP Domain E-Lin. Packet e-line 0 Ne.. upP
E-Line Packet Service <IP Domain E-Lin...  Packet e-line 0 Net.. UP
E-Line Circuit Service <E-Line 8> Circuiteeline 0 Net... UP
E-Line Circuit Service <E-Line 9> Circuite e-line 0 Net.. UP
E-Line Packet Service <IP Domain E-Lin.. Packet e-line 0 Net... UP

E-Line Packet Service <MPLS Domain E-...  Packet e-line 0 Net... UP

Endpoints

Device Name - PortName = Openational = AdminState ~ VLANID - BWEIr - BWCir v Tap
State

21TEMS

ZR_ER2.5QY VIRTUAL_UNI port at ZR_ER2 up up 2500 2000 5000000000

ZR_ER2.UIS VIRTUAL_UNI port at ZR_ER2 up up 2500 2000 10000000000

4. The Summary tab includes the following details:
e Service Name: The service name.
e Service Type: The service type, Packet e-line or Circuit e-line.
e Status: The service status, either UP or DOWN.
e Origin: The origin of the service.
e Creation Date: The date the service was created.
e Optimization Goal: The optimization goal as defined in the service.
e Include Link: The IP or optical links that were included in the service intent.
e Exclude Link: The IP or optical links that were excluded in the service intent.

e Disjoint Service Name: The disjoint service name. This means that the new Packet E-Line or Circuit E-Line must not
traverse this exclusionary path (this would be equivalent to adding all the links that constitute the disjoint path to
the exclude items from path list).
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Summary Endpoints Underlay Paths History
SERVICE NAME SERVICE TYPE
E-Line Packet Service <IP Domain E-Line 1= Packet e-line
STATUS ORIGIN
up Netfusion
CREATION DATE OPTIMIZATION GOAL
2022-08-25 15:56:01 NUMBER_OF_HOPS
INCLUDE LINK EXCLUDE LINK
N/A N/fA

DISJOINT SERVICE NAME
N/A

5. Inthe Endpoint tab, a list of the Endpoints appears below the map with the following details:
e Device Name: The device name.
e Port Name: The interface port name.
e Operational State: The operational status of the port (UP or DOWN).

e Admin State: The admin status of the port (UP or DOWN). If DOWN, this element constitutes a root cause failure
in and of itself (and not simply an affected element).

e VLAN ID: The endpoint VLAN ID.

e BW Eir: The bandwidth Excess Information Rate (EIR).

e BW Cir: The bandwidth Committed Information Rate (CIR).
e Tags: The endpoint tags.

6. Select the required endpoint. The performance information appears for the selected service map with the following
details:

e Device Name: The device name.
e Port: The port name.

e Type: The port name.

e Average [%]

e Peak [%]

e Percentile [98%]

e Percentile [95%]

e Percentile [75%]

o St Deviation
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Service Assurance

Service Name

GITEMS

E-Line Packet Service <IP Domain E-Lin...

E-Line Packet Service <IP Domain E-Lin...

E-Line Circuit Service <E-Line 8>

E-Line Circuit Service <E-Line 9>

E-Line Packet Service <IP Domain E-Lin...

E-Line Packet Service <MPLS Domain E-...

Multi Point Point to Point

- ServiceType

Packet e-line
Packet e-line
Circuite e-line
Circuite e-line
Packet e-line

Packet e-line

Nun~  Orig~
of

Dow.

Site

0 Ne.

0 Net.
0 Net...
0 Net...
0 Net...
0 Net.

Dashboard

Stat ~

up

up

up

up

up

up

Summary Endpoints Underiay Paths History
Device Name ~  PortName * Operational = AdminState ~ VLANID > BWEIr * BWGr > Tags - &
State
21TEMS
ZR_ER2.5QY VIRTUAL_UNI port at ZR_ER2...  UP up 2500 2000 5000000000
ZR_ER2.LIS VIRTUAL_UNIport at ZR_ER2... UP P 2500 2000 10000000000 A
(O -
Summary Graphs
Device - Pot v Type v Average(%] <~  Peak[%) ~ Percentile ~ Percentile v Percentile ~ St.Deviation ~
95{%) 958 750%]
1ITEM
ZR_ER2.LIS FourHundre... L3 Physical 50.501 87.313 86.741 83.565 54.355 14432
Summary Endpoints Underlay Paths History
Device Name ~  PortMame ~  Operational =~ AdminState ~ VLANID ~ BWEir ~ BWCir -  Tags - B
State
2ITEMS
ZR_ER2.5Q¥ VIRTUAL_UNI portat ZR_ER2... UP up 2500 2000 5000000000
ZR_ER2.LIS VIRTUAL_UNI port at ZR_ER2... UP UP 2500 2000 10000000000 N
Summary Graphs
Device ~  Port ~  Type Average[%] ~  Peak[%] - Percentile ~  Percentile ~  Percentile ~  St.Deviation =~
98[%] 95[%] T5[%]
1ITEM
ZR_ERZ.LIS FourHundre... L3 Physical 50.501 87.313 86.741 83.565 54.355 14.432

To view graphs of the performance, click the Graphs tab in the lower pane. For additional information on performance,

see Performance.
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7. Click # and specify the period to report on:

o Select Time Span: Select the required period, either Today, Past 24 hours, Past 7 days, Past 14 days, Past 30 days,
Past 60 days, or Custom. If you select Custom, then click From and To and select a date and specify a time.

Select Time Span
{Custom -

Cc &
Fror
Past 80 days - T
S me Frame T
Over entire day - Over entire day -
]
#* Export #* Export

o In the Select Daily Time Frame area either select Over entire day or Specific time span per day. If you select Specific
time span per day, then click From and Until to specify a time.

Custom A

Select Daily Time Frame
[Specific time span per day -

#* Export

8. Click Export to download the performance statistics.
9. The Underlay Paths tab includes the following details:
e Link Name: The link name.
e Source (Export): The source site name (geo site:device:port:vlan).
e Destination (Import): The destination site name (geo site:device:port:vlan).
e Link Layer: The link layer. For Circuit e-line: ODU. For Packet e-line: MPLS TP, SR Policy, or LSP.
e Oper Status: The operational status.
e Role: Either the main path or the protection path.

e Tags: The underlay tags.
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Summary Endpoints Underlay Paths History
Link Name ~  Source (Export) ~  Destination (Import) -  LinkLayer ~ Oper ~ Role ~ Tags ~
Status
2 ITEMS
SR_P_100_reverse ZR_FR2.5QY-100.0.0.157 (router-id} loopb...  ZR_ER2.115-100.0.0.134 (router-id) loopb... SR Policy Up main Tag All
SR_P_100 ZR_ER2.L1S-100.0.0.134 {router-id) loopb... ZR_ER2.SQY-100.0.0.157 (router-id) loopb... SR Policy Up main Tag All

10. The History tab shows all changes in configuration or in operational status of the service and its underlay path links or
tunnels and includes the following details:

e Time: The time of the event.

® Object Name: The object name.

® Object Type: The object type, port, service, or link.

e Action Type: The action type, UPDATE, INSERT or DELETE.

e Changed Attributes: The attributes changed.

Summary Endpoints Underlay Paths History
Time ~  Object Name ~  Object ~  Action = Changed Attributes v A
Type Type

10 ITEMS

Aug 25 2022 16:02:47 UTC E-Line Packet Service <IP Domain...  Service UPDATE tags: {} — {"Tag": ["All"]} View all changes (1)

Aug 25 2022 16:02:47 UTC SR_P_100_reverse Link UPDATE tags: {} — {"Tag™: ["All"]} View all changes (1)

Aug 25 2022 16:02:47 UTC SR_P_100 Link UPDATE tags: {1 — {"Tag": ["All"]} View all changes (1)

Aug 252022 16:00:31 UTC VIRTUAL_UNI port at ZR_ER2.LIS, ...  Port UPDATE tags: {} — {"Tag": ["All"]} View all changes (1) -

View the Dashboard

In the Dashboard you can see how many services were discovered and how many services are operationally down.
To view the Dashboard:
1. Inthe applications bar, select Service Assurance.
2. Select the Dashboard tab.
Service Assurance Multi Point  Pointto Point  Dashboard c

Discovered Services @ Operationally Down Services @

23 o

View the Services using SHQL

If you have access to SHQL, you can execute a query to view a list of the various services (by type).
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To view the services using SHQL:

1. Inthe applications bar, select SHQL Query.

2. Enter service | add_counters() and click RUN. This shows you the total number of configured services.

SHOL

service | Bod_counters()

((shalc 1) om

missmtame
e

Tumaal Sardes (18]

- Couiar

3. Click the required service tab to view a list of the services, for example, OTN Line Services, E-Line Services, L3 VPN

Services, or Tunnel Services (RSVP Tunnel and SR Policy).

SHQL

service | add_counters()

ShglCounters (1)

Guid
LITEM
SV/OTLine1

SHQL

service | add_counters()

Type

OTN_LINE

ShqlCounters (1)

Guid - Type

& TEMS

SV/IPDomai. E_LINE
SV/IPBomai...  E_LINE
SV/E-Lineg E_LINE
SV/E-Lineg E_LINE
SV/IPDomai...  E_LINE
SW/MPLSDo...  E_LINE

OTN Line Service (1)

AdminStatus ~

up

OTN Line Service (1)

ContainedPos ~

[{'guid® PO...

- Save -

E-Line Service (€]

L3 VPN Service (4)

CustomerDet. ~

shipbuildin...

E-Line Service (6)

L3 VPN Service ()

CustomerNan =

Shipbuildin...

Tunnel Service (18)

Deployments =

DEPLOYME...

Tunnel Service (18)

- o d C ~  Custo *~ D -
up [['guid:'PO...  Automobile... Automotive... DEPLOYME...
up [{'guid:'PO...  Tractorindu... General Tra...  DEPLOYME...
up [{'guid:'PO...  CordubaCa... CordubaCa.. DEPLOYM

up [{guid:'PO... Spacecrafts... Spacecrafts... DEPLOYME...
up [['guid:'PO...  JW.Heritag... JW.Heritag... DEPLOYME...
up [[guid:'PO...  Italy-Swede... Italy-Swede... DEPLOYME...
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Desc

OTN Line Se...

Dese

E-Line Pack...
E-Line Pack...
E-Line Circu...

E-Line Circu...

E-Line Pack...

E-Line Pack...

Name -

OTN Line Se...

Name

E-Line Pack...

E-Line Pack...

E-Line Circu...

E-Line Circu...

E-Line Pack...

E-Ling Pack...

Operstatus

up

Provider

TOPOGEN_....

Provider -

TOPOGEM_....
TOPOGEM_...
TOPOGEM_...
TOPOGEN_...
TOPOGEM_....

TOPOGEM_...

Servicelntent ~

SYDTNLinet

Servicelntent =

SI/IPDomai...
5I/IPDomai...
SIfE-Lines
SI/E-Lines
SI/IPDomai...

SI/MPLSDa...

Servicelntenti~  Tags -

INTENT_FU...  {Tag":[AlI'}

Servicelntenti~  Tags

{Tag:TAI)

INTENT_F ['Tag: LA}

INTENT_F {Tag' AT}
INTENT_FU...  {Tag:[AI'T}
INTENT FU...  {Tag:[AI']

UNKNOWN Tag: [AITH

{'linkGuid": *....

-~ Eda -

[linkGuid': "

[linkGuid':

{'linkGuid':
[linkGuid': ...
[linkGuid': ...

{linkGuid's ...
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b
SHQL @ 2
service | add_counters() -
ShqlCounters (1) OTH Line Service (1) E-Line Service (6) | L3VPNService(d) |  Tunnel Service (18)
Guid v Type v AdminStat~  Contained ~  Customerl= Customert~ Deployme = Desc  ~ Name - OperStatu~  Provider ~  Servicelnt~  Servicelnt - Tags v Bda v AmToAnyi~  SpokeRou~  VpnTopole
4ITEMS
SVIL3VP...  L3_WPN up [(guid:".,  TestL3V.. Test DEPLOY...  L3VPNs.. L3VPNwi.. UP TOPOGE...  SI/L3WPN... INTENT_.. {Tag:[A.. {linkGui... HUB_AN...
SVL3WP...  L3_VPN up [(guid':'... Testl3V.. Test DEPLOYV...  L3VPNs.. L3VPNwi.. UP TOPOGE...  SI/L3WPN... INTENT.... {Tag:[A.. {linkGui... ANY_TO_..
SV/HUB_... L3_VPN up AgileDev...  ADTLtd DEPLOY...  L3VPNs.. HUBand.. UP TOPOGE...  SI/HUB_.. INTEWT_... {linkGui... 66002 66002 HUB_AN....
SViMoka...  L3_VPN up MokaCol... MokaCola  DEPLOY.. L3VPNs.. MokaCol... UP TOPOGE...  Sl/Moka...  INTENT_... {linkGui... 273 73 HUB_AN...
\_________J
SHQL @
ed Queries - ve
service | add_counters() -
RESULTS (29)
ShqlCounters (1) ‘OTN Line Service (1) E-Line Service (6) L3 VPN Service (4) L’_TumlolSIrvic! [13]::
Guid - Type ~  AdminStatus v CustomerDetails CustomerName -  DeploymentStat=  Desc Name ~ OperStatus = Provider ~  Servicelntent ~  ServicelntentRel~  Edra
1B ITEMS
SV/lsp/igp/d16... TUNNEL up Cisco (Sedona) SedonaSys DEPLOYMENT...  RSVPTunnel=... RSVPTunnel=.. UP TOPOGEN_RS...  SI/RSVP2Rama... INTENT_FULLY... {tunnelGuid®'...
SV/lsp/igp/ege...  TUNNEL up AutomobileIn...  Automotiveltd.  DEPLOYMEWT..  RSVPTunnel=.. RSVPTunnel<... UP TOPOGEN_RS...  SI/RSVP1Belfa... INTENT_FULLY... [tunnelGuid':
SVst_policyfi...  TUNNEL up Botasdetraba... Botasdetrabajo  DEPLOYMENT..  SRPolicyTunn... SRPolicy Tunn... UP TOPOGEN_SR...  SIfSR_P_500_r... INTENT_FULLY...
SVfsr_policyfi...  TUNNEL up Putilivsky Zav...  Putilivsky Zaved ~ DEPLOYMENT...  SRPolicy Tunn...  SRPolicy Tunn... UP TOPOGEN_SR...  SI/SR_P_600_r... INTENT_FULLY... {‘tunnelGui
SVfsr_policy) TUNNEL ur Automobile In...  Automotive Ltd.  DEPLOYMENT...  SRPolicy Tunn... SRPolicy Tunn... UP TOPOGEN_SR...  SIfSR_P_100 INTENT_FULLY...  {‘tunnelGuid';
SVjsr_policy/i...  TUNNEL up AutomobileIn...  Automotiveltd.  DEPLOYMENT..  SRPolicyTunn... SRPolicyTunn... UP TOPOGEN_SR...  SI/SR_P_100_r... INTENT_FULLY.. (‘tunnelGui
SVjsr_policy/i...  TUNNEL up Fashion Indust...  Fashion Ltd. DEPLOYMENT...  SRPolicyTunn... SR Policy Tunn... UP TOPOGEN_SR...  SI/SR_P_400 INTENT_FULLY... [‘tunnelGuid"
SWsr_policy/i...  TUNNEL ur Military Indust... ~ Military &Wea... ~ DEPLOYMENT...  SRPolicyTunn... SR Policy Tunn... WP TOPOGEN_SR...  SI/SR_P_300_r... INTENT_FULLY... {tunnelGuid:"
SVjsr_policy/i...  TUNNEL up Fashion Indust...  Fashion Ltd. DEPLOYMENT... SR Policy Tunn... SR Policy Tunn...  UP TOPOGEN_SR...  SI/SR_P_400_r... INTENT_FULLY... {‘tunnelGui
SVsr_policy) TUNNEL up AutomobileIn...  Automotiveltd.  DEPLOYMENT..  SRPolicyTunn... SRPalicyTunn... UP TOPOGEN_SR...  SIfSR_P_101 INTENT_FULLY... {‘tunnelGui
SVjsr_policy/i...  TUNNEL up Aerospaceind...  Aerospaceltd.  DEPLOVMENT..  SRPolicyTunn... SRPolicyTunn.. UP TOPOGEN_SR...  SI/SR_P_201 INTENT_FULLY...  {‘tunnelGui
SVjsr_policy/i...  TUNNEL up Military Indust...  Military &Wea... ~ DEPLOYMENT... SR Policy Tunn... SR Policy Tunn... UP TOPOGEN_SR...  SI/SR_P_300 INTENT_FULLY...  {‘tunnelGui
SUicr nalicvli TUNNFL o bernenaca lnd Adernanaca | td NEDILOVMENT SR Dnliry Tunn. SR Daliru Tunn e TNDOGFN SR SISR D i o INTENT FIIIY M
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View the Services in Services Manager

Services Manager is an application that manages provisioning, modification, and deletion of services of all types. If you
have access to Services Manager, you can view a list of the tunnels, point to point services, and multi point services.

Services Manager provides information on configuration of the services. It can help you view the status of user operations
and to track mismatches between desired and actual configuration.

To view the services in Services Manager:
1. Inthe applications bar, select Services Manager.

2. Select the required tab.

—————
Services Manage r Tunnels  Pointto Point  Multi Point Operations &% Settings
Tunnel Name: - Type ~  Configuration State - & Crestion Date - W - Control - Last2sh - LastOperation -
Reservation Method Operations
[Mbps]
1BITEMS
SR Policy Tunnel <SR_P_s00> Segment Routing Policy INSTALLED 5000 PCE °
SR Policy Tunnel <SR_P_300> Segment Routing Policy INSTALLED 10000 PCE [}
SR Policy Tunnel <SR_P_101_reverse> Segment Routing Policy INSTALLED' 1000 PCE 0
SR Policy Tunnel <SR_P_600_reverse> Segment Routing Policy INSTALLED 3000 PCE 0
SR Policy Tunnel <SR_P_g00> Segment Routing Policy INSTALLED 3000 PCE [}
SR Policy Tunnel <SR_P_500> Segment Routing Policy INSTALLED 3000 PCE 0
-
o —— = P— S = —
SR Policy Tunnel <SR_P_400>
Summary Endpoints Underlay Path Operations Events Actions
GuID = site = Fole - Port ©  Device = Operational State = Admin State -
2ITEMS
PO/igp/isis/default-domain/ZR...  MAD Source ZR_ER2 MAD-100.0.0.127 [route...  ZR_ER2 MAD Up NA
POjigp/isis/default-domain/ZR...  SQV Destination ZR_ER2.5Q¥-100.0.0.157 (route...  ZR_ER2.5QY Up NA
L
Services Manager Tunnels  Pointto Point  Multi Point Operations K& Settings
Hame - FPType ~ Configurstio= -+ CreationDate - EndpointA - EndpointB - Speed - Operational = Last24h = LastOperation -
State State Operations
TITEMS
E-Line Packet Service <MPLS Doma...  Packet E-Line  INSTALLED CRLMIL- i 2... CRLSTO- i ... 10000Mbps  Up ]
E-Line Packet Service <IP Domain £...  Packet E-Line  INSTALLED CR2.PRA- igE0/0/...  CR2.HEL - Gigabi ... 3000Mbps,... Up ]
E-Line Packet Service <IP Domain E...  PacketE-Line  INSTALLED CR2.BEL- igl v CR2.COR- i e M Up [
E-Line Packet Service <IP Domain ...  Packet E-Line  INSTALLED ZR_ERZLIS-F ... ZR_ERZ.SQY-F ... 10000Mbp... Up o
OTN Line Service <OTH Line 1> OTN Line: INSTALLED OTNIVALOL- 1-1-2 OTNIROMO1 - 1-1-2 oDuz up ]
E-Line Circuit Service <E-Line 9= Circuit E-Line  INSTALLED OTHIMANDS - 1-1-2 OTNZWARDL - OPT-1-1-2 Eth 406 up o
E-Line Circuit Service <E-Line 8~ CircuitE-Line  INSTALLED ‘OTN1COR01 - 1-1-2 OTNIMILOL-1-12 Eth 40G Up o
—
Services Manager Tunnels  Pointto Point  Multi Point Operations ¥ Settings
Name - Type ~  Configuration State ~ -+ Creation Date ~  MNe.OfSites = CustomerName ~ last2h v LastOperation -
Operations
4ITEMS
MokaCola L3VPN with RSVP underlay L3 VPN INSTALLED 5 Moka Cola ]
HUB and Spoke L3VPN with SRTEund...  L3VPN INSTALLED 2 ADT.Ltd 0
L3VPN with Segment Routingunderlay  L3VPN INSTALLED 2 Test [
L3VPN with RSVP underiay L3 VPN INSTALLED 3 Test ]
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Link Assurance

The Link Assurance application allows you to visualize any IP or Ethernet links across ZR and OLS with performance in all
layers, that is, RON links. This all-in-one app is used for analysis of router-to-router or OT-to-OT link across ZR/+ pluggables
and optical line systems and enables you to view aggregated link status as propagated from all layers, and drill down to
performance and events history per link.

Inspect Links

To inspect links:
1. Inthe applications bar, select Link Assurance.

Link Assurance Inspect Links  Settings ®

Select Links For In-Depth Analysis

(®) Specificlink(s) / underlay link(s)
Tags
Device(s) in 1 of the endpoints.

Device(s) in both endpoints

Q Add Link

Relevant links defined by the selection
above would be listed here

2. Toinspect links for specific links/underlay links, select Specific link(s) / underlay link(s), click Add Link. In the Advanced
tab, select a link in the LINKS tab, or click on the 3D Explorer tab to select a link (optical links are in black). Click OK. You
can add up to 10 items.

Note:  For more information on 3D Explorer, see the Cisco Crosswork Hierarchical Controller Network Visualization
Guide.
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_ fevned 30 Explarer

LINKS

Name = lLayer ~  Device A ~ PortA =  DeviceB = PortB ~  Operational Status. ~ Role v A
43485 ITEMS

ILA-SDIEVO01-5D1LIS01-0.., ©OTS ILA-SD1EVO01-5D1LISO1-0 1-1-3-8.5 SDILISO1 1238 5 up REGULAR

2141748004 FIBER_SEGMENT N/A N/ N/A N/A up REGULAR

5512734037 FIBER_SEGMENT A N/A N/A WA uP REGULAR

2047682057 FIBER_SEGMENT N/A N/A N/A N/A up REGULAR

7321748029 FIBER_SEGMENT N/A N/A N/A N/A up REGULAR

575063032 FIBER_SEGMENT N/A N/A NA up REGULAR

1010617026 FIBER_SEGMENT N/A N/A N/A N/A up REGULAR

2277880071 FIBER_SEGMENT N/A NA N/A WA P REGULAR

5765253008 FIBER_SEGMENT N/A N/A NjA N/A ur REGULAR

1160352045 FIBER_SEGMENT NA NA NA e e REGULAR

7005042027 FIBER_SEGMENT N/A N/A N/A N/A up REGULAR

4627150058 FIBER_SEGMENT N/A N/ N/A NJA up REGULAR

5927468010 FIBER_SEGMENT NiA N/A WA A P REGULAR

5348230012 FIBER_SEGMENT N/A N/A N/A NjA up REGULAR

6018374011 FIBER_SEGMENT N/A NA N/A N/A up REGULAR

3387558002 FIBER_SEGMENT N/A N/ N/A N/A up REGULAR

4013129079 FIBER_SEGMENT N/A N/A N/A NJA ue REGULAR hd

Advanced 3D Explorer

Port Vila

Q Search...

= 1686844004

Used By

Name: 1686844004
4 Layer: Fiber Segment
Approximated: False
Deployment Type: Buried
= Role: Regular
Path Group Type: Single Path
Distance Meters: 1011

ESEEee 00 x| =

PPN A

Cancel
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Link Assurance Inspect Links  Settings

Select Links For In-Depth Analysis

Define Valid Links For Inspection By
@ Specific link(s) / underlay link(s)
Tags

Device(s) in 1 of the endpoints
Device(s) in both endpoints

Q_ Add Link

Name = Type v Status

3ITEMS
SD1BRI02/1-2-1_2t0 SD1CA... NMC up
SD1BRI02/1-2-1to SD1CAl0...  OCH up
SD1BR0O02/1-2-1-8_510 SD... OMS up

3. Toinspect links by tag, select Tags, click Add Tag, and then select the tags and click OK.

* > Tags _

R_PHY All

caneel n
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4. Toinspect links by endpoint, select Device(s) in 1 of the endpoints, and then click Add Endpoint. In the Advanced tab,
select a device in the DEVICES tabs, or click on the 3D Explorer tab to select a device. Click OK. You can add up to 10

3D Explorer

DEVICES

items.

Name
1300 ITEMS
ILA-SD2MALO1-SDITHE02-3

ILA-SD1BARI02-SDIPATRAOL-4
ILA-SD2HEL02-5D20ULU01-4
ILA-SD1LMS01-SDZHERKLO1-7
ILA-SDIMARD1-SD1MILO1-4
ILA-SD2GTBR1-SD2UPPOL-1

SDLFLOO1

ILA-SD2KRA01-SD2LVIVO1-1
ILA-CI_ONC_SD1COR01-CI_ONC_SD1LIS01-0
ILA-SD2DIL01-SD2LAMO1-0
ILA-SD2LAR02-SD2THED1-0
ILA-CI_ONC_SD1BIL01-CI_ONC_SD1PARD1-4
RD_PARO1_ODR
ILA-SD2KONO01-SD2KYE01-2
ILA-SD20DES01-SD2UMANDL-1
ILA-SD1LMS01-SD2HERKLOL-O

ZR_CR2.FRA

Advanced

Description

ONE by Coriant at ILA-5D2MALD1-5D2THE0Z-3
ILA 7100 ONE by Coriant at ILA-SD1BARI02-SD2PATRADL-4

ONE by Coriant at ILA-SD2HEL02-5D20ULUD1-4

6500 7-Slot Optical Shelf Assembly ILA ONE by Ciena MCP at ILA-S...

ONE by Ciena MCP at ILA-SD1MARD1-SDIMILO1-3

ONE by Coriant at ILA-5SD2GTBR1-5D2UPP01-1

6500 32-Slot Packet-Optical Shelf Assembly Hybrid ONE by Ciens ...

ONE by Coriant at ILA-SD2KRAD1-SD2LVIV01-1

ONE by Cisco ONC at ILA-CI_ONC_SD1COR01-CI_ONC_SD1LIS01-0
ONE by Coriant at ILA-SD20IL01-5D2LAMO1-0

ONE by Coriant at ILA-SD2LAR0Z-SD2THEQL-O

ONE by Clsco ONC at ILA-CI_ONC_SD181L01-CI_ONC_SD1PARD1-4
FibeAir IP-10G Radio by Ceragon st PAR

ONE by Coriant at ILA-SD2KONOO1-SD2KYE01-2

ONE by Coriant at ILA-SD20DES01-SD2UMANO1-1

6500 7-Slot Optical Shelf Assembly ILA ONE by Ciena MCP at ILA-S...

ILA-SD2MALOL-SDITHEO2-3
ILA-SD1BARIOZ-SD2PATRAOL4
ILA-SD2HEL02-SD20ULUO1-4
ILA-SD1LMS01-SD2HERKLO1-T
ILA-SD1MARD1-SD1MILO1-4
ILA-SD2GTBRI-5D2UPPOL-1

FLO

ILA-SD2KRAQ1-SD2LVIVO1-1
ILA-CI_ONC_SD1COR01-CI_ONC_SD1LIS01-0
ILA-SD2DIL01-SD2LAMD1-0

ILA-SD2LAR02 SD2THEOL-0
ILA-CI_ONC_SD1BILOI-CI_ONC_SDIPARD1-4
PAR

ILA-SDZKONOQO1-SD2ZKYED1-2
ILA-SD20DES01-SD2UMANOL-1
ILA-SDILMS01-SD2HERKLOLS

FRA

-
cancel n

5. To check the performance for links with devices in two endpoints, select Device(s) in both endpoints and then click Add
First Endpoint and select a device. Repeat for the second endpoint.

Select Links For In-Depth Analysis

Define Valid Links For Inspection By:

Specific link(s) / underlay link(s)

Tags

Device(s) in 1 of the endpoints

@ Device(s) in both endpaoints

=
=%
o
v
b
[=]
o
=]
=%
m
=
=%
h=]
=3
El
2

6. Continue to View Links and Performance.
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View Links and Performance

After specifying the links, you can select one of the links in the list of the left and view the hierarchy of the link layers on
the right.

Optics0/0/0/16 to Optics0/0/2/2 OCH Link

| OCH

|. e |

MC

MC

| oms

| oTs

Legend:
e Blue Filled Rectangle: Node or router
e Lines: Links
e Circles: Ports
e Grey fill: Up
e Red fill: Down
e Blue Frame: Not selected

e Orange Frame: Selected

To view links:

1. Select one of the link layers. You can scroll left and right to see the full path.

.
Link Assurance Inspect Links  Settings @
E IS T D 10.40.0.17 to 10.40.0.18 L3 Logical Link
Define Valid Links For Inspection By:
@ Specific link(s) / underlay link{s) ‘ LoG
Tags —
Device(s) in 1 of the endpoints ‘ H
Device(s} in bath endpoints ‘ ETH
. mc
Q, Add Link ‘
. ZRM
Name ® Type ®  Status ~ - ‘ OCH
121TEMS ‘ NMC
SD1ADED2/1-4-1t05DIP...  OCH up ‘ ous
ors
SD1BRO02/1-2-1-8 5105... OMS up
SDIADEC/1-4-31050IP..,  OCH v « I )
SD1BRIOL/1-1-1/CHAN 1 (... OMS up
CR1.SYD/Optics0/0/1/8to...  OCH up
10.40.0.17 t0 10.40.0.18 L3 Logi... up
SD1BRIOL/1-1-2/CHAN 3 (...  NMC up
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Link Assurance Inspect Links  Settings

e 10.40.0.17 to 10.40.0.18 L3 Logical Link

Define Valid Links For Inspection By:

(®) Specific link(s) / underlay link(s)
Tags
Device(s) in 1 of the endpoints
Device(s) in both endpoints

i Q_ Add Link
Name * Type o+ Status
121TEMS.

SDIADE02/1-4-1to SDIP...  OCH up
SD1BRO0Z/1-2-1-8_5t0 ... OMS up
SDIADE02/1-4-3to SDIP...  OCH up
SD1BRIOL/1-1-1/CHAN 1 (... | OMS up
CR1.5YD/Optics0/0/1/8t0...  OCH up
10.40.0.17 to 10.40.0.18 L3Logi... up
SD1BRIOL/1-1-2/CHAN3 (... | NMC up

4
#

2. Click on alayer name to exclude the layer from the view. For example, click on OTS.

10.40.0.17 to 10.40.0.18 L3 Logical Link

3. Click the blue square representing a router or optical node to view the details for the router or optical node. The router

or optical node is framed in orange. The Summary tab includes the following details:
e Name: The name of the router or optical mode.
e Site: The site name.
e Type: Router or Optical Node.
e SW Version: The software version on the router.

e Serial Number: The router or optical node serial number.
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10.40.0.17 to 10.40.0.18 L3 Logical Link

SYD ILA-SD1BRIOLS... ILA-SD1BRIOLSS... ILA-SD1BRIOLS... ILA-SD1BRIOL-S...
LOG *
PHY
ETH e
ZRC CRLSYD

OoMS SD15YDOL
0TS 1u-su1am1...+—+.~somm...
4 »
Summary
Name site Type SW Version Serial Number
CR1.8YD SYD Router 10S-XR 7.3.2.42| FOC2510P950

4. Click the line representing the link to view the link details. The selected link is orange. The Summary tab includes the
following details:

e Name: The name of the link.

e Layer: The layer type: L3 Logical, L3 Physical, Ethernet, ZR Channel, ZR Media, OCH, NMC, OMS or OTS.
e Admin Status: The admin status: UP or DOWN.

e Operational Status: The operational status: UP or DOWN.

e Endpoint A: The starting endpoint.

e Endpoint Z: The terminating endpoint.

e For Ethernet links, the rate for Port A Rate [Gbps] and Port A Rate [Gbps].

e For ZRM links, the min, average and max values for Port A Pre-FEC BER, Port Z Pre-FEC BER, Port A Pre-FEC BER
and Port Z Pre-FEC BER.

e For OCH, NMC, OMS, and OTS links, the min, average and max values for Port A Tx Power [dbm], Port Z Tx Power
[dbm], Port A Rx Power [dbm] and Port Z Rx Power [dbm].
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10.40.0.17 to 10.40.0.18 L3 Logical Link

ILA-SD1BRIOLSS... ILA-SD1BRIDLS.. ILA-SD1BRIOLS... ILA-SD1BRIOLS... ILA-SD1BRIOLS...
L0G
PHY
ETH
ZRC
ZRM
ocH
NMC
oMs
o D gy g
y ,
Summary Performance Events
HName Layer Admin Status Operational Status Endpoint A -
CR1.SYD/CoherentDs... ZR Media up up CRL.SYD
Endpoint 2 Port A Pre-FEC BER Port Z Pre-FEC BER Port A Post-FEC BER Port 7 Post-FEC BER
CRLERI Min: - Min: - Min: - Min:
Average: B Average: - Average: - Average:
Max: - Mac - Max - Mac

5. For Ethernet and IP links or ports the Performance tab includes INBOUND TRAFFIC and OUTBOUND TRAFFIC graphs for
BANDWIDTH and UTILIZATION.

For additional information on performance, see Performance.

e
Summary Performance Events

cC =

—— L3 Physical CRL 1/8to CRLERI 1 direction: (@) AToz  ZToA BANDWIDTH

(/m® show Prediction Reference Series

¥ INBOUND TRAFFIC =

Wiization [%]

e“@\@,\ ,5&%@\@e“e“é’e’@@é‘@@@@@&é’&é’é‘§@@@@&@@@@é’é’@@@é’@d‘@@é‘@@&@@@@@@&@@é’&@

' '5@'\’\ éa\’\ o @ ":g:\'\ fa@\‘\ ’5@
B o o N A X o R X Y O Y X GO

Time (in Euvope/Lomon)

Wiization [%)

&&&@@&@@@@@xP«@@&\@«@{gé’@@@@@@&@@&@@@@&@@@@&\é‘&@&\&&ﬁ@&d’@&@&@@@@&@@&@&@@
2

IS

6” P @ QA é’\" P& P& n'?%”\ < Wy
N Ry YT

SECESSs @@%@@@ SR S ST LI EEILSII S EISSS

Time (in Europe/London)
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6. Click # and specify the period to report on:

o Select Time Span: Select the required period, either Today, Past 24 hours, Past 7 days, Past 14 days, Past 30 days,
Past 60 days, or Custom. If you select Custom, then click From and To and select a date and specify a time.

Select Time Span
{Cuslom -

c o
Fror
Past 60 days - To
ct Daily Time Frame elect Daily T 2
Over entire day - Over entire day -
T

¥ Export ¥ Export

o In the Select Daily Time Frame area either select Over entire day or Specific time span per day. If you select Specific
time span per day, then click From and Until to specify a time.

Time Span

Custom -

Select Daily Time Frame
(Speciﬂc time span per day -

Fror

¥ Export

7. Click Export to download the performance statistics.

8. Forlayer 1 (ZR Media), the Performance tab includes Post_FECBER, Pre_FECBER, Q_Factor and Q_Margin.

For additional information on performance, see Performance.
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100.21.22.0 to 100.21.22.1 L3 Logical Link
PAR Lis el
Y S S - -
B
Summary Performance Events
(I -
= POST_FECBER = PRE_FECBER =—— Q _FACTOR = Q_MARGIN Direction: @ AToZ ZToA o MIN — AYG == MAX
» FECBER
¥Q
10
8
&
4
— 2 —
g,
2
4
&
8
PR T T I R S R B S S R I S S . L P P P P P D P
o “1@,\065@.\0 “‘13, A0 “b'ﬁ o® o o o Bﬁ,pl\D@@\\“ “ o° ‘\1@\“ \1@a\“ \31@\0 \.';U 0 \‘:ﬁ&‘\h © »° N e ‘%13\0 \g@nﬂ @@n‘ﬂ » N\D'ﬂ@\\“ "31\. 0 @1\. o e “'11\-‘\0 “31\.\0“"
Time (in Europe/London)
9. Forlayer 0 (OCH, NMC, OMS and OTS), the Performance tab includes Rx and Tx power data.
For additional information on performance, see Performance.
10. The Events tab includes a list of the operational status changes.
Summary Performance Events
Events were fetched from 08/07/2022 19:48:30 UTC to now
Time ~  Operational Status Change -
NOITEMS
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11.Click the port to view the related summary, performance, and events.

10.40.0.17 to 10.40.0.18 L3 Logical Link

ZRC .
ZRM
-
Summary Performance Events
-
Name Type Parent
CoherentDSP0/0/1/8 ZR Media CR1.5YD
Admin Status Operational Status Pre-FEC BER
UP UP Min: -
Average: -
Max: -
Post-FEC BER Q Factor [db] Q Margin [db]
Min: - Min: - Min: -
Average: - Average: - Average: -
Max: - Max: - Max: - v

Configure Link Assurance

e The Days Back setting applies to the statistics data for the Summary and Performance tabs. Use this configuration
to apply the Days Back to Performance tabs of all ports and links that can be selected, without having to repeat
the settings for every port/link.

Link Assurance Inspect Links  Settings

GENERAL SETTINGS

Days Back™
1
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Path Analysis

This application analyses the potential IGP paths between two endpoints. Each path is analyzed and broken down into
links, and the cost of each path is calculated. The path-selection decision is based on the minimum cost, where the cost is
the total of the IGP metric values for the links in the path. All paths with a similar cost are returned.

Dynamic paths such as LDP and SR-ISIS, over IGP links, are supported (where no path preferences are provided).

Path Analysis Terminology

Table 3. Path Analysis Terms
Cost The accumulated IGP metric for the path, that is, sum of the IGP metrics of the various links in the path.
Hops The number of links in the path.
IGP Metric The hop IGP metric.
Latency The total latency of the links in the path.
TE Metric The hop TE tunnel metric.

Analysis a Path

To analysis a path, select two endpoints. Endpoints can be a router or UNI port connected to a VPN service. The
application returns all the alternate paths with the same minimum cost, where cost is defined as the aggregation of the
IGP Metrics for the links in the path. Related performance data can be viewed for the logical IP links in the path.

To analysis a path:
1. Inthe applications bar, select Path Analysis.

Path Analysis
Find Path
SELECT ENDPOINTS
Endpoint A*

Endpoint B*
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2. Click

to add a router as endpoint A.

There is 1 item pending selection

crlsyr02 X

3. (Optional) Select the UNI Ports tab.

Name

S581TEMS
TenGigeo/0/0/1

TenGigEo/0/0/7
10ge-0/1/3
TenGig€o/0/o/3
TenGigeo/0/0/9
10ge-0/1/3
TenGigE0/0/0/4
TenGigE0/0/0/8
TenGigeo/0/o/3
TenGigEo/0/o/s
TenGigEo/0/0/2
GigabitEthemet1/1/2
TenGig€o/0/0/1
TenGigeo/0/0/5
TenGigeo/0/0/1
TenGigeo/0/0/5

No items selected yet

Type

R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL
R_PHYSICAL

R_PHYSICAL

Routers

Specific Items

Description

UNI Ports

Routers

Capacity

10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000
10000000000

10000000000

Specific Items

UNI Ports

Description

Device

crlchi

crlknx
crloke
crl.che
crlric

crlhst
criche
crlchi

crl.boi
crlspf
crifre

crl.pdx
crl.roa
crlnth
crlbos

crlsea

abi

abg

Admin Status

upP

uP

upP

upP

uP

up

upP

up

uP

up

uP

P

upP

uP

up

upP
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4. Select an endpoint and click OK.

5. Repeat to select endpoint B. A list of the paths with the same cost appears.

Path Analysis
< Bk Path1
NDPOINTS Path Summary
e e rberotees

1GP Domains

N -
Path Latency (MS)  Cost Hops

smEMs
2ITEMS

1
1 (@stimat) 1092 g 89442 6

2
2 1082 83442 7

3

4

s

6

Link

10.40.12181010.40.1.217
1040121410 10401213
10,40,1.230t0 10.40.1.229
10.40.1.226 10 10.40.1.225
104026910 10.402.70

1040117810 10401177

CRLOVE
CR2MAD
CRLMAD
CR2BCN
CRLBCN

CRLMIL

1092 ms

89442

CR2.MAD
CRLMAD
CR2BCN
CRLBCN
CRLMIL

CRIVIE

Distance 222880 Km
- 1GPMetric ~  TEMetric -
40442 40442
10000 10000
10000 10000
10000 10000
10000 10000
9000 9000

up
up
up
P
e

up

6. Click on a path to see the number of hops, latency, distance, number of IGP domains and admin cost for the path. The

table details each of the links with their endpoint routers, IGP metric and TE metric.

7. Click on alinkin the path to see the related performance information. The information appears in the Summary tab in

the lower pane.

L ________J
Path Analysis
< Back Path1
Path Summary
CR2AMS CR2.BUC Number Of Hops 1 Latency
Distance 4781.75Km IGP Domains
Path Latency (MS) Cost Hops. ® ~  Link ~  RouterA -
1ITEM
1 nQ 160612 1n Sl
5 1040.1.134t01...  CR2.BKL
6 1040.1.145t01...  CRLPAR
7 1040.1.186t01...  CR2FRA
8 10401214t01...  CRLWAR

IGP 10.40.1.165 to 10.40.1.166 Performance

CRLPAR
CR2.FRA
CRLWAR

CR1.SMOL

Percentile 98{%] ~

Summary
Link v Average[%) ~  Peak[%] -
1ITEM
L3 Logical 10.40.... 86.756 99.359 98.167
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Admin Cost 160612
L
IGP Metric *  TEMetric ~  Operational -
Status
40411 40411 upP
10000 10000 up
10000 10000 upP
5000 5000 up
el
Graphs

Percentile 95[%] ~  Percentile 75[%] ~

6.182
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8. Toview graphs of the performance, click the Graphs tab in the lower pane. For additional information on performance,

see Performance.

L J
Path Analysis
< Back Path 1
Path Summary
CR2.AMS & % CR2.BUC Number Of Hops 11 Latency
Mpai Distance 478175 Km IGP Domains
Path Latency (MS)  Cost Hops . - Link g p—— .
LITEM
1 2.42 160612 n Sl
1 1040.1.165t01... CRZAMS
2 1040.1106t01...  CRLSQY

IGP 10.40.1.165 to 10.40.1.166 Performance
Summary

L3 Logical 10.40.1.166 to 10.40.1.165

Lower L3 Physical CR1.5QY/TenGigE0/0/0/T to
CR2.AMS/TenGigE0/0/0/6 {;
From CRLSQY to CRZAMS
10
9
8
_ 7
2 6

9. Click the Map tab to view the path in the 3D Explorer map.

Path Analysis
< b Path1
CR1.OVE @) CRIVIE WGP LOG PWY ETH OOV OOV OTV }
) RSVP TE Tunnels were found betwe
2 Policies were found t by -9
CRiOvE
Path Latency (MS) Cost Hops. it
21TEMs
1 (G 1092 e 0 Ao
2 1092 942 1 g
shioveol

soi0vE0L
S010VED)
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Map

23.42ms

CR1L.SQY

CR2.5QY

Tunisia

1GP Metric

40437

Admin Cost

~  TE Metric

40437

Graphs

Add Reference Lines

160612
~  Operational -
Status
uP
up
M Prediction

Trgfsnistria
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10. You can expand and scroll in the Metro view to see more of the path details.

Path 1
Path Summary Map

IGP LOG PHY ETH ODU ODU OTU OCH OMS OTS FIBER

1 N/A
k: l NA
3 [ ]
125
SD1SALOL

Tunis
Constantine

|
8

Tunisia

11. You can also filter the path as required.

Path 1
Path Summary Map

IGP LOG PHY ETH ODU ODU OTU OCH OMS OTS FIBER :

et &

v Select All X ClearAll

1537.4 nm =

L0G
PHY
ETH
obu
ooU
(1]
OCH
oMS
[

FIBER
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Root Cause Analysis

The Root Cause Analysis application finds the failed lower layer links that are the root cause of a link or a service failure.
To establish root cause failures, Crosswork Hierarchical Controller considers both the operational status (up/down) of the
links and the admin status (up/down) of the router ports.

When the operational status of a link is down, this is considered a failure. Crosswork Hierarchical Controller then checks all
the lower layer links that have failed, until the element at the lowest level is identified. This is the root cause element. All
elements above this root cause element are considered affected elements. A link with operational status down but with no
links above it is still considered as a root cause.

If an element has an admin status of down, it is classified as a root cause element (and not as an affected element).

View Root Causes

You can view a list of the root causes and can view the:
e Root cause resource type: L3 Logical, OCH, OTS, LSP, or OMS.
e Root cause tags
e Number of affected links
e Affected capacity (Gbps)
e Time

e Alist of the link layers and elements affected
You can also hover over the affected element to view the element in the map (and then view the element in Explorer) or
click on the element name to drilldown directly to the element in Explorer.

Table 4. Elements

LSP The MPLS tunnel created between two routers over IGP links, with or without TE options.

IGP The link between two routers that carries IGP protocol messages. The link represents an IGP adjacency.

L3 Logical (R_LOGICAL) A link that connects VLANs on two IP ports.

L3 Physical (R_PHYSICAL) The physical link connecting two router ports. It may ride on top of an ETH link if the IP link is carried over
the optical layer.

Ethernet (ETH) An ETH L2 link, spans from one ETH UNI port of an optical device to another, and rides on top of ODU.

ODU ODU links are sub signals in OTU links. Each OTU link can carry multiple ODU links, and ODU links can be
divided into finer granularity ODU links recursively.

OTU The underlay link in the OTN layer, used for ODU links. It can ride on top of an OCH.

OCH A wavelength connection spanning the client port of one OEO device (transponder, muxponder, regen) and
another. 40 or 80 OCH links can be created on top of OMS links. The client port can be TDM or ETH port.

OMS The link connecting one ROADM to another. One OMS can be created over a chain of OTS links.

oTS The physical link connecting between one line amplifier or ROADM and another. One OTS can be created

over a fiber link.

For more information on Explorer and the various links, see the Cisco Crosswork Hierarchical Controller Network
Visualization Guide.
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To view root cause failures:

1.

2.

Root Cause Resource Type: The root cause link type.

Root Cause Tags: The root cause tags.

Root Cause Analysis

Root Cause Resource Name

90UT OF 40 ITEMS MATCHING FILTERS

10.40.2.202 to 10.40.2.201

SD2BUCO01/OCH-1-1-20 to SD2MOS01/OCH-1-1-15

SD2BUD01/OCH-1-1-36 to SD2MOS01/0CH-1-1-18

SD2KHAR01/OCH-1-1-9 to SD2KURSK01/0CH-1-1-12
ILA-SD2KHARD1-SD2KURSKD1-1/0TS-1-1-3 to ILA-SD2KHARO1-SD2KURSK01-2/0TS-1-1-2
10.40.3.238 t0 10.40.3.237

ILA-SD2KONO01-SD20RYOL01-1/0TS-1-1-3 to ILA-SD2KONQ01-SD20RYOL01-2/0T5-1-1-2
ILA-SD2BRYAQ1-SD2KONOO1-1/0TS-1-1-3 to ILA-SD2BRYA01-SD2KONO01-2/0T5-1-1-2

10.40.2.225 to 10.40.2.226

Root Cause Analysis

Filter E ] 1

Root Cause Resource Name

9 OUT OF 40 ITEMS MATCHING FILTERS

10.40.2.202 to 10.40.2.201

SD2BUCO1/OCH-1-1-20 to SD2ZMOS0L/OCH-1-1-15

SD2BUD01/OCH-1-1-36 to SD2MOS01/0CH-1-1-18

SD2KHAR01/0CH-1-1-9 to SD2KURSK01/OCH-1-1-12
ILA-SD2KHARO1-SDZKURSKOL-1/0TS-1-1-3 to |LA-SD2KHARDL-SD2KURSKO1-2/0TS-1-1-2

10.40.3.238 to 10.40.3.237

Affected Links
Root Cause: SD2KHAR01/OCH-1-1-9 to SD2KURSK01/OCH-1-1-12

Link Name = Link Description
41TEMS

SD2KHARD1/ETH-1-1-8 to SDZKURSKOL/ETH-1-1-11
SD2KHAR01/0DU-1-1-8 to SD2KURSK01/0DU-1-1....
SDZKHAR01/ODU-1-1-9 to SD2KURSKDL/ODU-1-1...

SD2KHAR01/0TU-1-1-9 to SD2KURSK01/0TU-1-1...

© 2022 Cisco and/or its affiliates. All rights reserved.

Root Cause -
Resource Type

L3 Logical

OCH

OCH

OCH

aTs

L3 Logical

aTs

oTs

L3 Logical

Root Cause -
Resource Type

12 Logical

L3 Logical

Affected Links: The total number of elements affected by this root cause.

Root Cause Tags

Tag All
Tag All
Tag All
Tag All
Tag All
Tag All
Tag All
Tag All

Tag Al

Root Cause Tags

Tag All
Tag all
Tag all
Tag All
Tag All

Tag All

Link Type

Ethernet

Select the required root cause. Detailed information for the root cause appears.

Affected Capacity (Gbps): The total bandwidth lost in Gbps (the total of all links).

Link Tags

Tag All
Tag All
Tag All

Tag Al

Root Cause Resource Name: The root cause link name. In this example, the OTS link.

~  Affected Links hd

In the applications bar, select RCA. A list of the root causes appears with the following information:

©]
|4
Q

Affected Capacity -~ Time

(Gbps)

193.0
100
100
10.0
0.0
0.0
0.0
0.0

147.0

Affected Links *  Affected Capacity ~
(Gbps)

66 193.0

Link Speed
(Gbps}
10.0

00

00

0.0

Time

Impact Type

Link dawn
Link down
Link down

Link down
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3. Hover over the root cause resource name and click ¥ to view the root cause in the map.

—-—
Root Cause Analysis

Nizhny
Novgorod

Filter By Impacted

Root Cause Resource Name

9 0UT OF 40 ITEMS MATCHING FILTERS

10.40.2.202 t0 10.40.2.201 ¢ (F «

SD2BUCO1/OCH-1-1-20 to SD2MOS01/0
SD2BUD01/OCH-1-1-36 to SD2M0OS01/d
Donetsk _
SD2KHARO1/OCH-1-1-9 to SD2KURSKD
ILA-SD2ZKHARO1-SD2KURSKO01-1/0TS-1.

10.40.3.238 t0 10.40.3.237

S,

Q search...

O MOLY @ MO! P O MO > @ MO! > ® CRLMO » 2 TenGigk0/0/1/ »

= 10.40.2.202 t0 10.40.2.201  * ¥
Used By

Name: 10.40.2.202 to 10.40.2.201
Layer: Router Logical

Role: Regular

Operational Status: Down
Protection Status: Unknown

Path Group Type: Single Path

Port A: TenGigE0/0/1/11 (CR1.MOS)
Port B: TenGigE0/0/1/14 (CR1.BUC)

SQ v
! SCAL

A
‘_.T-MLI_)U
"\m‘ﬁ}'{t‘rlﬂ,‘ :
\im P
""‘( '
;

= Tag: All

QOCO0BO®OEO !

3

5. You can navigate up and down the link layers by clicking on the Used By tab.

6. Inthe Used By tab, click on the link name.

Q Search...

Q@ MO P @ MO P 9 MO: P @ MO b 8 CRI.MO » ¢ TenGigF0/0/1/1 ¥

0.40.2.202 t0 10.40.2.201 ¥

Used By

IGP| 10.40.2.201 to 10.40.2.202

® 00000 »

CR1.BUC CRLMOS
10.40.2.201 10.40.2.202 |
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Donetsk

Krasnodar

Samsun

Turkey
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7. Repeat this to navigate to the next layer.

Q Search._..

9 BUC » 9 BUC ¥ 9 BUC » 9 BUC » € CRL.BUC F ¢210.40.2.201 ¥

= 10.40.2.201 t0 10.40.2.202 * ¥

[LSP| CR2.5TO:CR2.ATH:lsp_1661442049119 =

I

CR2.5TO CRZATH
10.40.0.114 10.40.0.73

CR1.BUC:CR1.5TO:lsp_166144204916%

I

CR1.BUC CRLSTO
10.40.0.71 10.40.0.54

CRL.BUC:CR2.COP:lsp_1661442049168

I

CR1.BUC CR2.COP
10.40.0.71 10.40.0.52

ERLATH:ERLBEL:lsp_1661442048153

I

ERLATH ERL.BEL
10.41.1.85 10.41.0.45

CR2.ATH:CR2.HEL:lsp_1661442049164

I

CR2.ATH CR2Z.HEL
10.40.0.73 10.40.0.47

CR1.HEL:CR2.BUC:Isp_1661442045125

I

CR1HEL CR2Z.BUC
10.40.0.115 10.40.0.72

8. Continue until you get to the uppermost layer. The Explorer map is updated as you navigate.

)
.‘

Q search...

9 STO » 9570 » 9STO » 9 STO » & CRZSTO » +310.40.0.114 »

= CR2.STO:CR2.ATH:Isp_166... * ¥

Used By

Nizhoy
Name: CR2.STO:CR2.ATH:|sp_1661442049119 Novgorod
Layer: LSP

Hold Priority: 7

LSP Technology: MPLS
Setup Priority: 7

Speed BPS: 3.00 Gbps

Role: Regular

Operational Status: Down
Protection Status: Unknown
Path Group Type: Single Path
Port A: 10.40.0.114 (CR2.STO)
Port B: 10.40.0.73 (CR2.ATH)

Danetsk
- Tag All

Krasnodar

“ Q00 ®O®OO OO

Samsun
Ankara

Turkey
- & 00«
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9. Select the Path tab to view the layers.

Q, search...

@ STO » 9 STO » @ STO P 9 STO » @ CR2.STO b ¢10.40.0.114 »

= CR2.STO:CR2.ATH:lsp_166... * ¥

Info Used By Path

-

LSP IGP LOG PHY ETH ODU ODU OTU OCH

["] cr2.5T0
¢ 10.40.0.114

CR2.5TO

q«lll?s

() CR2.5TO
“» HundredGigEQ/0/2/6

«* HundredGigE0/0/2/7
() CRL.STO

>

<% 10.40.3.177
[[] CRLSTO
5 10.40.3.181

() CRLSTO
% TenGigED/0/1/12

CR1.STO
¢ TenGigE0/0/1/12

5D25T002 A d

10. In this example, there are two root cause failures. The Ethernet root cause failure affects the PHY layer above it, but the
OMS root cause failure does not affect any of the links above it and so there are 0 affected elements.

Q ILA-SD2M0S01-SD2SPB01-7

@ [Valencia] * @ Valencia * @ VAL » ® CRLVAL * ©> TenGIgE0/0/0/6 *

10.40.1.126 to 10.40.1.125

Info Used By

LOG PHY ETH ODU ODU OTU OCH OMS OTS FIBER

[_| SDIVALOL

k » 1-3-5&8

[] SDIVALOY

\13 548

Jd SDICORO... o

ILA-SD1COR01-SD1VALO1-S
> 1-1.5&8
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11. In this example, the root cause failure affects two links, the MC and OMS links.

Root Cause Analysis R seseueave @ * O

Filter By Impacted

Root Cause Resource Name - RoctCauscResource = oot Cause Tags - Aecked Links $ AiccdCopacy - | Timc - =

Type (Gbps)

9 0UT OF 40 ITEMS MATCHING FILTERS

10.40.2.202 t0 10.40.2.201 L3 Logical Tag All L] 1830

‘SD2BUCO1/OCH-1-1-20 to SD2ZMOSOL/OCH-1-1-15 OcH Tag Al 4 10.0

SD2BUDOL/OCH-1-1-36 10 SD2MOSOL/OCH-1-1-18 OCH Tag Al 4 100

SD2KHAROL/OCH-1-1-8 1o SDZKURSKD1/0CH-1-1-12 OCH Tag Al 4 10.0

ILA-SD2KHARD1-SD2KURSKOL-1/0TS-1-1-3 to ILA-SD2KHAROL-SD2ZKURSKO1-2/0TS-1-1-2 ors Tog Al 2 0.0

10.40.3.238 10 10.40.3.237 L3 Logical Tag Al 1 00 .
Affected Links

Root Cause: ILA-SD2KHAR01-5D2KURSK01-1/0TS-1-1-3 to ILA-5D2KHARO1-SD2KURSK01-2/0TS-1-1-2

Link Nsme ~  Link Description - LinkType *  LinkTags = LinkSpeed (Gbps) ~  Impact Type -
20MEMs
SD2KHARDI/MC-1-1-4_1 to SDZKURSKOL/MC-1-3-2_1 MCline SD2KHARDL/MC-1-1-4_L 10 SDZKURSKD1/MC-1-1-2_1 Me Tag Al 0.0 unkdown

Sto 13 oms Tag 41l 00 Link down

Q search...

9 XHAR > O KHAR > © KHAR » @ KHAR » @ CRLKHAR » ©910.40.3.238 +

= 10.40.3.238 to 10.40.3.237

Info Used By Path
1G9 LG PHY ETH ODU OOU OTU OCH NMC MC MC OMS OTs FBER  § 4
L1

SD2KHARDL

SDZKHARDL

§

SDZKHARDL Scpov

Volgograd

Astrak

Stayropol

\ SO AR, .

ILA-SD2KHAROL-SC

Abkhazia

Georgia

Samsun

Ankara

Turkey

Alglers Adana

P

i
o
;.
1
49
g
i
2
‘4
9
5
i
3
2

®:
o]

12. In this example, there is an Admin Status: Down. This means that this element constitutes a root cause failure in and of
itself (and not simply an affected element).

Q_ ILA-SD2M0S01-SD2SPB01-7

9 [Cordoba] » @ Cordoba * 9 COR » ® CRL.COR *

© TenGigE0/0/0/7

Info

GUID: PO/r_physical/640eb904b3651f8e/ad2095e495c¢...
Name: TenGigE0/0/0/7

Type: Router Physical Port

ETH Port Type: ETH 10G

Physical Address: aa:bb:cc:dd:ee:ff

Speed BPS: 10.0 Gbps

Provider: Topogen

Description: to CR1.VAL:TenGigE0/0/0/6

Relative Direction: None

Admin Status: Down

Operational Status: Up

Device: CR1.COR show less
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Download the Root Causes

You can download a comma separated file with the root cause information.

To download root causes:

1. Inthe applications bar, select RCA.

2. click®¥ . A root_cause_analysis_<date>.csv file is downloaded.

3. Open the downloaded file to view a list of the root causes appears with the following information:

> Root Cause: The root cause link name. In this example, the OTS link.

> Root Cause Type: The root cause link type.

o Affected Link: The link affected by this root cause.

o Affected Type: The type of the link affected by this root cause.

o Capacity [Gbps]: The bandwidth lost in Gb for the affected link.

Execution Parameter

|Va|ue

|Time Machine

Root Cause

SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L0O01/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
| SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L0O01/1-3-5&8
| SD1BKLO1/1-2-5&8 to SD15L0O01/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L.001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L0O01/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L0O01/1-3-5&8
SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8
i SD1BKLO1/1-2-5&8 to SD15L001/1-3-5&8

14/05/2020 00:21

Root Cause Type Affected Link

0TS CR2.5QY:CR1.FRA:Isp_0

oTs CR1.MAN:CR1.ROM:Isp_0

oTs CR2.ROM:CR1.BEL:Isp_0

oTSs CR2.5QY:CR2.COR:lsp_0

oTSs 10.40.0.26 to 10.40.0.25

oTS CR1.BKL:CR2.5QY:Isp_0

oT5 CR1.LIV:CR2.FRA:lsp_0

oT5 CR1.0VE:CR2.5QY:Isp_0

oT5 SD1BKL01/1-10-1 to SD15QY01/1-6-1
0TS CR1.PAR:CR2.5QY:lsp_0

oTs CR2.MIL:CR1.5QY:Isp_0

oTs CR1.DUB:CR2.VIE:Isp_0

oTs CR2.ROM:CR1.LIV:Isp_0

oTSs CR1.BKL/TenGigE0/0/0/6 to CR2.5QY/TenGigE0/0/0/6
oTS CR1.LIS:CR1.MAN:Isp_0

oT5 CR1.MIL:CR2.DUB:Isp_0

oT5 CR1.DUB:CR1.BEL:Isp_0

oT5 CR1.BEL:CR2.BIL:lsp_0O

0TS SD1BKLO1/1-4-1 to SD1CAMO1/1-9-1
oTs CR1.DUB:CR1.BKL:lsp_0

oTs CR1.MAN:CR1.FRA:Isp_0

oTs CR2.LIV:CR1.BKL:Isp_0

oTSs CR1.BEL:CR1.0OVE:lsp_0

oTS CR2.VIE:CR2.MAN:Isp_0

oTS CR2.VIE:CR1.DUB:Isp_0

oT5 SD1BKLO1/1-10-100-2 to SD1DUS01/1-4-100-2
oT5 CR2.DUB:CR2.FRA:Isp_0

oTs CR2.BKL:CR1.MiL:lsp_0

Affected Type Capacity [Gbps]

LSP
LSP
LSP
LSP
IGP
LSP
LSP
LSP
oTU
LSP
LSP
LSP
LSP
R_PHYSICAL
LSP
LSP
LSP
LSP
oTU
LSP
LSP
LSP
LSP
LSP
LSP
ETH
LSP
LSP

0.01
0.01
0.01
0.01
0
0.01
0.01
0.01
0
0.01
0.01
0.01
0.01
10
0.01
0.01
0.01
0.01
0
0.01
0.01
0.01
0.01
0.01
0.01
10
0.01
0.01
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