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Preface

This Cisco Renewable Energy Offshore Wind Farm Solution Release 1.0 Cisco Validated Design (CVD) Implementation Guide provides a
comprehensive explanation of the offshore wind farm operator (asset operator) network infrastructure implementation. It includes
information about onshore network, offshore network, turbine area network (TAN), and farm area networks (FAN). It also discusses
offshore wind farm solution use cases, such as wind farm operator enterprise network services, physical security, miscellaneous
systems, supervisory control and data acquisition (SCADA) for wind turbine generators, and more. Implementation guidance also is
provided for the Cisco Ultra-Reliable Wireless (CURWB) network for service operations vessel (SOV) to offshore substation (OSS)
connectivity.

This document includes information about the solution architecture and possible deployment models and provides guidelines for
deployment. It also discusses best practices and potential issues to be aware of when deploying the reference architecture.

Document Objective and Scope

This implementation guide provides comprehensive details about the Cisco renewable energy offshore wind farm asset operator’s
network infrastructure implementation. This implementation leverages Cisco Industrial Ethernet switches, Cisco Catalyst 9300 and 9500
Series switches, Cisco Next Generation Firewall (NGFW), Cisco Digital Network Architecture Center (Cisco DNA Center), Cisco C9800 WLC
and APs, and CURWB.

This document also provides detailed information about wind farm implementation use cases, including physical safety and security and
offshore wind farm network enterprise services such as IP telephony, network security, and so on. The implementation steps that are
described in this document can be used as a reference for wind farm deployments as described in Cisco Solution for Renewable Energy:
Offshore Wind Farm 1.0 Design Guide:

https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise/design-zone-industry-solutions/wind-farm-design-guide.pdf

Detailed implementation for other wind farm use cases such as the turbine vendor’s control network, power automation and control,
and marine related systems that are not validated in this solution and are outside the scope of this document.

This document provides detailed information about the implementation of the Cisco Renewal Energy Offshore Wind Farm operator’s
network, which includes the implementation of a wind farm offshore, onshore access and core network services, Cisco SD-WAN
backhaul, network security service, wind farm data enter, and management applications.

This document provides example of offshore wind farm operator’s network configurations and WAN backhaul with private multiprotocol
label switching (MPLS) network configuration for the deployment models and network topologies that are validated in the solution.
Detailed implementation of network routing protocols and configuring MPLS network backhaul is beyond the scope of this document.

Audience

The audience for this guide includes, but is not limited to, system architects; network, computer, and systems engineers who manage
offshore wind farm assets; field consultants; Cisco Solution Support specialists; and customers.

You should be familiar with networking protocols and IP routing, basic network security, and QoS. You also should have some
understanding of server virtualization using hypervisor and the Cisco Renewable Energy Offshore Wind Farm Solution Architecture,
which is described in Cisco Solution for Renewable Energy: Offshore Wind Farm 1.0 Design Guide.



https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise/design-zone-industry-solutions/wind-farm-design-guide.pdf
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Cisco Offshore Wind Farm Solution Implementation Guide

Introduction

Chapter 1: Introduction

Most countries are investing in renewable energy generation to accelerate the move toward carbon neutrality. The following
technologies are growing steadily and being deployed at scale:

= Onshore and offshore wind
. Onshore solar farms
= Onshore battery storage

Other renewable technologies also are being researched and developed, such as wave, tidal, and energy storage technologies. We will
start to see more innovative renewable energy deployments in the future.

Some countries are leading the push to integrate renewable energy into the grid. China and the UK are examples of countries leading
the way with large deployments of wind farms, both onshore and offshore. European countries in general are setting big targets for
offshore wind farms. And the United States is predicted to become a major offshore wind energy producer in the coming decade. Cisco
can help with renewable energy technologies, and this document focuses on the challenges offshore wind farms are facing and the
solutions that Cisco offers to address them.

Deploying and operating renewable technologies can be challenging. They need to operate in harsh and remote locations, a secure and
reliable network is required, and that network needs to work flawlessly with the various OT and IT technologies that form the solution.

The offshore wind farm solution architecture includes ruggedized access network devices, such as Cisco Industrial Ethernet (IE) switches
and Cisco Industrial Routers (IR). It also includes Cisco Catalyst 9300 and 9500 Series switches, Cisco Next Generation Firewalls (NGFW)
and the Cisco Unified Computing Systems (UCS) servers, C9800 Wireless LAN Controllers (WLCs), CURWB, and other network
infrastructure components. These devices and components provide a scalable and secure network for wind farm solution use cases.

The wind farm solution implementation is based on the design that is recommended in Cisco Solution for Renewable Energy: Offshore
Wind Farm 1.0 Design Guide.

Implementation Flow

Figure 1-1 shows the implementation flow that this document describes for an offshore wind farm network. We recommend that a wind
farm network be implemented according to this flow.

Figure 1-1: Wind Farm Solution Implementation Flow

Offshore
Substation (OSS)
network
implementation

Implementing

Wireless access
networks

Implementing
Network
Management
and automation

Farm Area
Network (FAN)
Implementation

Implementing WAN
backhaul and
Control Center

Implementing
Network Security
and QoS

Implementing OSS
Infrastructure
Applications

Onshore
Substation (ONSS)
network
implementation

The document addresses the implementation of the following network building blocks in sequence to implement an end-to-end offshore
wind farm solution:

= Implementation of an offshore substation (OSS) network, which includes OSS core Catalyst 9500 Series switches StackWise Virtual
(SVL), an infrastructure access switch stack using Catalyst 9300 Series switches, a farm area network (FAN) ring aggregation switch
stack, and an OSS DMZ network with a firewall.
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Implementation of a FAN ring topology on Cisco Catalyst Industrial Ethernet switches, including REP configuration for FAN
resiliency, and a turbine area network (TAN) with REP subtended rings for high availability.

Deployment of an OSS infrastructure access network switch stack and related applications such as Cisco Cyber Vision Center (local),
Cisco Secure Network Analytics (SNA) NetFlow collector, OPC-UA Server applications, and more.

Implementation of an onshore substation (ONSS) network, which includes ONSS core Catalyst 9500 Series switches StackWise
Virtual (SVL), an ONSS network access switch stack using Catalyst 9300 Series switches, and an ONSS DMZ network with a firewall.

Implementation of WAN backhaul using Cisco Industrial 8340 Series rugged routers (IR8340) leveraging a Cisco SD-WAN
deployment.

Deployment of wind farm control center network components, including a WAN headend, a firewall, and applications such as Cisco
DNA Center, Cisco ISE, Cyber Vision Global Center, SNA Manager, and so on.

Deployment of wireless network components, such as WLC, access points, CURWB radios, and so on for wind farm wireless
network access.

Implementation of network management services using Cisco DNA Center, and automated provisioning of wind farm network
components using Cisco DNA Center workflows and day N template features.

Configuration of network security components, such as Firepower, Cyber Vision network sensors, SNA NetFlow, and so on, and
quality of service (QoS) provisioning in the OSS network.
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Chapter 2: Solution Network Topology and
Addressing

This chapter discusses the various topologies that are used for the wind farm solution validation and implementation. It includes the
following topics:

Solution Validation Topologies
Network VRFs and VLANs
IP Addressing

Solution Components

Solution Validation Topologies

Two deployment topologies have been validated as part of the Offshore Wind Farm CVD Solution validation effort:

Offshore wind farm wired network topology with turbine area networks (TAN), a farm area network (FAN), an offshore substation
(0SS), an onshore substation (ONSS), WAN backhaul, and a control center. See Figure 2-1, which shows the offshore wind farm
wired network topology, including endpoints for various validated wind farm use cases.

Offshore wind farm wireless network topology, consisting of Cisco WLCs and access points that provide Wi-Fi access for the OSS,
FAN, and TAN, and a CURWB network that provides wireless connectivity for SOVs back to the OSS. See Figure 2-2.
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Figure 2-1: Wind Farm 1.0 Wired Network Topology
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Figure 2-2: Wind Farm 1.0 Wireless Network Topology
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Network VRFs and VLANs

This section describes example virtual routing and forwarding (VRF) and VLANs that are configured in the wind farm solution network
and layer 3 routing configuration between OSS and ONSS core networks. The wind farm network is segmented by using VLANs for
various end points and applications traffic. There is a dedicated VRF and VLAN for each service and endpoint and for application traffic in
the network. Table 2-1 provides examples of VRFs and VLANSs in the network.
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Table 2-1: Examples of VLANs and VRFs Validated in this Implementation

VRF Name VLAN ID VLAN Name and Description

Management_VRF = 100 = 0SS infrastructure applications and services VLAN
(VRF for network management = 101 = Network device management VLAN
traffic) = 102 = Cyber Vision sensors IP subnet for collection network
= 103 =  Wi-Fi APs management VLAN
= 104 = Network management traffic simulation VLAN
= 105 = REP admin VLAN
= 106 = CURWB management VLAN
VnV_VRF = 500 = VLANs for CCTV cameras in FAN and TAN
(voice and video VRF) = 600 = |P telephony devices voice VLAN
Wi-Fi access = 900 = Employee and contractor Wi-Fi access
= 901 = Guest Wi-Fi access
CURWB = 1000 = CURWSB traffic
OT_VRF = 700 = SCADA OT traffic VLAN in TAN and turbine base network

(TBN)
Example: turbine controller VLAN, SCADA clients

(SCADA and other OT traffic)

Global routing table (GRT) = 800 = 0SS local VLAN in OSS network only (not to be routed)
= 801 = ONSS local VLAN in ONSS network only (not to be routed)

IP Addressing

This section describes example IP addressing prefixes that are used in the topologies that Figure 2-1 and Figure 2-2 show.

Note: The IP addresses that are shown in this section are examples used only for the solution validation as internal subnetworks in the

CVD lab. This information provides a reference for selecting subnets for the solution implementation. We recommend choosing private
network prefixes and an IP addressing scheme based on the solution deployment and devices that are connected to the offshore wind

farm network.

Table 2-2: Example list of IP Addressing Validated in this Implementation

VRF Name Subnet ID Default Description
Gateway
Management_VRF 100 10.10.100.0/24 10.10.100.1 0SS infrastructure applications and
services VLAN
101 10.10.101.0/24 10.10.101.1 Network switches, routers, FP

management VLAN

102 10.10.102.0/24 10.10.102.1 Cyber Vision sensors IP subnet for
collection network

103 10.10.103.0/24 10.10.103.1 Wi-Fi AP management

104 10.10.104.0/24 10.10.104.1 VLAN for network management traffic

105 10.10.105.0/24 10.10.105.1 REP admin VLAN
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106 10.10.106.0/24 10.10.106.1 CURWB management
VnV_VRF 500 172.16.50.0/24 172.16.50.1 VLAN for CCTV cameras in TAN and FAN
501 172.16.51.0/24 172.16.51.1 VLAN for video traffic simulation
600 172.16.60.0/24 172.16.60.1 VLAN for voice communications (IP
telephony) in TAN and FAN
601 172.16.61.0/24 172.16.61.1 VLAN for voice traffic simulation
Wi-Fi access 900 172.16.90.0/24 172.16.90.1 VLAN for employee and contractor Wi-Fi
901 172.16.91.0/24 172.16.91.1 VLAN for guest Wi-Fi
CURWSB access 1000 172.18.100.0/24 172.18.100.1 VLAN for CURWB traffic
OT_VRF 700 172.16.70.0/24 172.16.70.1 SCADA OT traffic VLAN in TAN and TBN
Example: turbine controller VLAN, SCADA
Clients
701 172.16.71.0/24 172.16.71.1 SCADA OT traffic simulation VLAN
Global routing table 800 172.16.80.0/24 172.16.80.1 0SS Local VLAN in OSS network only
(GRT) (Nonroutable across OSS and ONSS)
801 172.16.81.0/24 172.16.81.1 ONSS Local VLAN in ONSS network only
(Nonroutable across OSS and ONSS)

Solution Components

This section lists the Cisco hardware and software component versions that are validated in the wind farm solution implementation
topologies that Figure 2-1 and Figure 2-2 show.

It also describes the wind farm third-party hardware and software components that are validated in this implementation.

Table 2-3: Cisco Components and Versions Validated in the Wind Farm Solution

Hardware Model Role in Offshore Wind Farm Software or Firmware Version

IE3400-8P2S, Turbine nacelle switch, non-HA 17.11.1
IE3400-8T2S

IE3400-8P2S, Turbine nacelle switch, HA 17.11.1
IE3400-8T2S

IE3400-8P2S, Turbine base switch 17.11.1
IE3400-8T2S

C9300-24UX Farm area aggregation 17.11.1
C9500-16X 0SS core switch, HA 17.11.1
C9300-24UX 0SS IT network access switch 17.11.1
C3850-24UX ONSS core switch 16.12.1

10
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vBond

Firepower 2140 0SS and ONSS DMZ firewall 7.0.1

Firepower Management Center Firewall management application 7.0.1

(FMC)

IR8340 ONSS WAN edge router 17.111

DN2-HW-APL Cisco DNA Center Network 2.3.6.0
Management Appliance

UCS-C240-M5S Unified Computing System (UCS) 3.1.3c

Cisco ISE Virtual Appliance AAA server 3.2

loX Sensor App Cyber Vision network sensors 4.1.2

Cisco Cyber Vision Center Global OT security dashboard 4.1.2

and local

C9800-L-C-K9 Wireless LAN controller 17.11.1

IW6300-AP Cisco IW6300 ruggedized AP for Wi-Fi | 17.11.1
access

AIR-AP9120 Cisco AP for Wi-Fi access 17.11.1

CURWB FM3500 and FM4500 CURWB mesh point 9.4

CURWB FM1000 Gateway CURWB mesh gateway 1.6.0

CURWB FM-Monitor VM CURWB FM-Monitor 1.0.1

Cisco Secure Network Analytics IT and OT security management 7.4.1

(Stealthwatch)

ASR-1002-HX Control center headend router 17.3.4a

Cisco SD-WAN vManage, vSmart, WAN management 20.8.1

Table 2-4: Third-party Hardware and Software Validated in this Wind Farm Solution

Hardware Model

Role in Offshore Wind Farm

Software/Firmware Version

(ADM)

AXIS P3717-PLE Turbine physical security 10.3.0
(CCTV) camera
Axis Device Manager Video server for CCTV camera 5.9.42

Microsoft Windows 2016
Server

AD, DHCP, and DNS servers in
control center

Windows 2016 Server Edition

Note: Ensure that you enable appropriate licenses for the features and functions for the network components that are listed in Table 2-3

and Table 2-4. See the product data sheets for more information.

11
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Chapter 3: Offshore Substation Network
Implementation

This chapter includes the following topics:

= Offshore Substation Core Network Implementation
= Configuring FAN Ring Aggregation Switch Stack

= Configuring OSS Infrastructure Network Access

L 0SS Network DMZ with Firewall

Offshore Substation Core Network Implementation

Cisco Catalyst 9500 Series switches can be used as core switches in the wind farm solution. For redundancy, Cisco StackWise Virtual
(SVL) is configured between two 9500 switches, with each switch sharing an interface with the distribution layer and access switches.

An SVL domain is elected as the central management point for the entire system when accessed via a management IP address or
console. The switch that acts as the single management point is referred to as the StackWise Virtual active switch. The peer chassis is
referred to as the SV standby switch. The StackWise Virtual standby switch also is considered to be a hot-standby switch because it is
ready to become the active switch and it takes over all functions of the active switch if the active switch fails.

The connection to the distribution layer is accomplished with interfaces that are configured as switchport trunks. Switched Virtual
Interface (SVI) is used for the layer 3 configuration, and the SVIs serve as the default gateways for management VLANSs.

Bringing Up Catalyst 9500 StackWise Virtual

Configuration of 9500 starts with configuring SVL. Figure 3-1 shows how the cabling of the two Cisco 9500 switches must be done before
starting SVL configuration:

Figure 3.1: DAD and SVL links for 9500 SVL
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Figure 3-2 shows the workflow for the initial bring-up of the Catalyst 9500 Series switches.

Figure 3-2: Workflow for Initial Bring-Up of Catalyst 9500 Series Switches in the Wind Farm OSS Core
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This solution uses one connection for the SVL and one connection for the dual active detection link. For detailed SVL configuration steps
and prerequisites, see “Configuring Cisco StackWise Virtual” in High Availability Configuration Guide, Cisco I0S XE Bengaluru 17.5.x
(Catalyst 9500 Switches):

https://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst9500/software/release/17-
5/configuration_guide/ha/b 175 ha 9500 cg/configuring cisco stackwise virtual.html

After the physical connection of the 9500 switches is complete, follow these steps to complete the SVL configuration:
1. Perform these actions to configure SVL:
a. Reassign the switch numbers of the two switches to switch numbers 1 and 2, and assign priorities as follows:

9500-1:

12
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Switch 1 priority 15
9500-2:

switch 1 renumber 2
switch 1 priority

b. Complete the following SVL configuration on each of the switches:
9500-1:

stackwise-virtual

domain 2

|

interface TenGigabitEthernetl/1/1
stackwise-virtual link 1

i

interface TenGigabitEthernetl/1/5

stackwise-virtual dual-active-detection
|

9500-2:

interface TenGigabitEthernet2/1/1

stackwise-virtual link 1
i

interface TenGigabitEthernet2/1/5
stackwise-virtual dual-active-detection

c. Reload the two switches to cause the SVL configuration to take effect.
d. Enter the following command on each 9500 switch to verify that switches are now in SVL mode:
show stackwise-virtual

The command output should show that the two switches are in Active Standby mode and show their configured switch
numbers.

2. Configure layer 3 for 9500 SVL:

a. Configure a switched virtual interface (SVI) for management VLAN 101, assign an IP address to it, and forwarding VRF in
Management_VRF:

hostname WF-0SS-C9500
interface Loopback0
ip address 192.168.5.2 255.255.255.255
!
vlan 101
name OSS NET MGMT
!
interface VlanlOl
vrf forwarding Management VRF
ip address 10.10.101.1 255.255.255.0
ip ospf network point-to-point
!
vrf definition Management VRF
rd 100:1
|
address-family ipv4
route-target export 100:1
route-target import 100:1

exit-address-family
!

b.  Configure OSPF routing for control center reachability:

router ospf 101 vrf Management VRF
router-id 1.1.1.1
redistribute connected

network 10.10.101.0 0.0.0.255 area 0.0.0.0
|

13
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3.

Configure layer 2 for 9500 SVL:
a. Configure port-channels and trunk port on the links going to the Catalyst 9300 FAN aggregation:

interface TenGigabitEthernetl/0/3
description ##Connection to 9300 Agg##
channel-group 1 mode desirable

|

interface TenGigabitEthernet2/0/3
description ##Connection to 9300 Agg##
channel-group 1 mode desirable

|

|

interface Port-channell

switchport mode trunk
|

b. Configure port-channels and trunk port on links going to the C9300 access switch of the 0SS infrastructure network and
on the links going to the ONSS core:

interface TenGigabitEthernetl/1/3
channel-group 2 mode desirable
description ##Connection to 9300 Access##
|

interface TenGigabitEthernet2/1/3
channel-group 2 mode desirable
description ##Connection to 9300 Access##
|

!

interface Port-channel?2
switchport mode trunk

|

interface TenGigabitEthernetl/1/7
channel-group 3 mode desirable
description ##ConnectionTo38504##
|

interface TenGigabitEthernet2/1/7
channel-group 3 mode desirable
description ##ConnectionTo38504##
|

interface Port-channel3

switchport mode trunk
I

Configuring FAN Ring Aggregation Switch Stack

A pair of Cisco Catalyst 9300 Series switches in a stack is configured as a FAN ring aggregation switch in the wind farm network. This
section describes the implementation of a FAN ring aggregation switch stack.

Catalyst

9300 Switch Stack for FAN Aggregation

Figure 3-3 shows the workflow configuring a Cisco Catalyst 9300 access switch stack.

Figure 3-3: Workflow for Configuring Catalyst 9300 Access Switch Stack

1.

Complete SVL
and DAD
connection & Complete Complete
configuration for Layer 3 Layer 2

both 9500 configuration configuration
switches and for 9500 for 9500
then reload
9500 switches

388447

Configure a 9300 access switch stack by connecting the stack cables for each switch and booting each switch.
When the switches come up, they are in a stack. The active and standby switches are selected automatically.

Alternatively, you can assign a priority and switch number to a switch manually. The switch that is to be the active switch should be

14
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assigned a higher priority.

For information about Cisco Catalyst 9300 Series switch stack configuration, see “Managing Switch Stacks” in Stacking and High
Availability Configuration Guide, Cisco 10S XE Amsterdam 17.3.x Catalyst 9300 Switches:

https://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst9300/software/release/17-
3/configuration guide/stck_mgr ha/b 173 stck mgr ha 9300 cg/managing switch stacks.html

2. Configure layer 3 for the 9300 switch stack:
a. Configure the management SVI interface as Vlan101 and assign an IP address to VIan101:
hostname WF-0SS-C9300Agg
vlan 101
interface Vl1anlOl

ip address 10.10.101.13 255.255.255.0

|
b. Configure the ip routing command and then configure the default route to point to the 9500 SVL:

ip routing
i

ip route 0.0.0.0 0.0.0.0 10.10.101.1
3. Configure Layer 2 for the Cisco Catalyst 9300 switch stack:
a. Configure port-channels and trunk port on links going to the Catalyst 9500 SVL:

interface TenGigabitEthernetl/1/3
description ##ConnectionTo95004##

channel-group 1 mode desirable
!

interface TenGigabitEthernet2/1/3
description ##ConnectionTo95004##

channel-group 1 mode desirable
!

interface Port-channell
switchport mode trunk

b. Enter the following command to verify that the port-channel is up and that the trunk port is created:

show etherchannel summary

Configuring OSS Infrastructure Network Access

Before configuring layer 2 and layer 3 for the C9300 stack of the OSS infrastructure network, ensure that the switch stack
configuration for the C9300 is complete as described in the previous section. The follow these steps on the C9300 stack.

1. Perform these actions to complete the layer 3 configuration for the C9300 stack from the CLI:

a. Configure the management VLAN and the SVI in Vlan101:

hostname 0SS-C9300-Access

vlan 101
|

interface Vlanl01
ip address 10.10.101.5 255.255.255.0

b. Configure the Catalyst 9500 SVL as the default gateway:
ip default-gateway 10.10.101.1
|

2. Perform these actions to configure layer 2 for the C9300 stack from the CLI:
a. Configure port-channels and the trunk port on links that are connected to the Catalyst 9500 SVL:

interface TenGigabitEthernetl/1/1
description ##ConnectionTo95004##

channel-group 1 mode desirable
|

interface TenGigabitEthernet2/1/1

15
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description ##ConnectionTo9500##

channel-group 1 mode desirable
!

interface Port-channell
switchport mode trunk

b. Enter the following command to verify that the port-channel is up and that the trunk port is created:

show etherchannel summary

Number of channel-groups in use: 1

Number of aggregators: 1

Group Port-channel Protocol Ports

—————— e et e et et e T e
1 Pol (SU) PAgP Tel/1/1(P) Te2/1/1(P)

show interfaces trunk
Port Mode Encapsulation Status Native wvlan
Poll on 802.1qg trunking 1

0SS Network DMZ with Firewall

This section describes the implementation of a firewall in an OSS DMZ network.

Cisco Firepower Next Generation Firewall (NGFW) Implementation

Cisco Firepower is an integrated suite of network security and traffic management products that is deployed either on purpose-built
platforms or as a software solution. In the wind farm solution, the 2140 series Firepower model is used. In this implementation, a
Firepower device is managed by the Firepower Management Center (FMC). The FMC is installed in the Control Center UCS as shown
in Figure 2-1.

FMC is a fault-tolerant, purpose-built network appliance that provides a centralized management console and database repository
for a Firepower system deployment. FMC controls the network management features on devices, including switching, routing, NAT,
VPN, and so on.

In the wind farm solution, FMC is deployed as a virtual machine. It must be configured in the same network as the management
ports of Firepower NGFWs.

Figure 3-4 shows the workflow for the Firepower configuration.

Figure 3-4: Workflow for Configuring Firepower
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For more information about FMC and the configuration steps for management of Firepower, see “Getting Started With Firepower” in
Firepower Management Center Configuration Guide:

https://www.cisco.com/c/en/us/td/docs/security/firepower/70/configuration/guide/fpmc-config-guide-
v70/introduction to the cisco firepower system.html

After the FMCis installed as a virtual appliance as described in “Getting Started With Firepower,” open the FMC console and configure
the management IP address (which should have reachability to the FPR management IP address), configure the default gateway, and log
in credentials.

Next, log in to a Microsoft Windows PC that is in a network that the FMC can reach and open the FMC in a web browser. Enter the
configured FMC IP address and login credentials. The FMC is now ready to start configuring Firepower.

Firepower Installation and High Availability Configuration

In the wind farm solution, Firepower is used to provide network security between zones and secure access to third-party OPC-UA clients
that are connected behind a firewall. Firepower is configured with high availability (HA) to provide redundancy in the setup. An HA pair
of Firepower Threat Defense (FTD) devices results in a single logical system for policy application, system updates, and registration. With
HA, the system can fail over either manually or automatically.
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A third-party turbine vendor SCADA network connects to the OSS DMZ network through a firewall, as described in Cisco Solution for
Renewable Energy: Offshore Wind Farm 1.0 Design Guide. OPC-UA clients from the OSS infrastructure network access OPC-UA servers in

the third-party network via secure Firepower policies.

Before configuring Firepower as described in the following sections, follow these steps to configure Firepower for routed mode and to
be managed via the FMC.

1.

Configure routed mode.

Routed mode for Firepower must be chosen as a part of the initial configuration when the FTD device boots up for the first time. If
Firepower was not configured for routed mode when the FTD device booted for the first time, enter the following command in the
Firepower CLI to configure Firepower for routed mode:

> configure firewall routed

This will destroy the current interface configurations, are you sure that you want to
proceed? [y/N] y

The firewall mode was changed successfully.

For more detailed information, see “Transparent or Routed Firewall Mode for Firepower Threat Defense” in Firepower
Management Center Configuration Guide, Version 7.0:

https://www.cisco.com/c/en/us/td/docs/security/firepower/70/configuration/guide/fpmc-config-guide-
v70/interface_overview_for_firepower_threat_defense.html

Configure management via the FMC.

See Cisco Firepower 2100 Getting Started Guide for the steps to perform the initial configuration of Firepower Threat Defense (FTD)
and configure the management of the FTD via the FMC:

https://www.cisco.com/c/en/us/td/docs/security/firepower/quick_start/fp2100/ftd-fdm-2100-gsg.html

Configuring Firepower for Wind Farm Solution Use Cases

Figure 3-5: Workflow for Configuring Cisco Firepower Using FMC
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To configure Firepower, follow these steps.

1.

After adding both devices to the Firepower Management Center, perform the following steps to configure high availability:
a. Under Devices, choose Device Management.

b. From the Add drop-down menu, choose High Availability.

c. Inthe Add High Availability Pair dialog box, enter a logical name for the high availability pair in the Name field.

d. Under Device Type, choose Firepower Threat Defense.

e. Choose the Primary Peer device for the high availability pair.

f.  Choose the Secondary Peer device for the high availability pair.
g. Click Continue.
h.  From the LAN Failover Link drop-down list, choose an interface with enough bandwidth to reserve for failover

communications.

Note: Only interfaces that do not have a logical name and do not belong to a security zone are listed in the Interface drop-
down list in the Add High Availability Pair dialog box.

i.  Enter any identifying logical name for the link in the dialog box that appears.
j. Enter a primary IP address for the failover link on the active unit. This address should be on an unused subnet.

Note: 169.254.0.0/16 and fd00:0:0:*::/64 are Firepower internally-used subnets and cannot be used for the failover or state
links.

k.  Click OK. It then takes a few minutes for system data to be synchronized.

For more detailed information about configuring high availability and cabling FPRs for high availability, see “High Availability for
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FTD” in Firepower Management Center Configuration Guide, Version 7.0:

https://www.cisco.com/c/en/us/td/docs/security/firepower/70/configuration/guide/fpmc-config-guide-
v70/high_availability_for_firepower_threat_defense.html

2. Perform the following steps to configure Firepower interfaces:
a. Choose Devices > Device Management and click the edit icon that corresponds to the HA pair.

b. Click the Edit icon next to the interface to be configured and configure the details for that interface, as shown in Figure 3-6.
Figure 3-6: Configuring Interfaces

Edit Physical Interface Q

General IPvd IPv6 Advanced Hardware Configuration FMC Access

Name:
OPC_Client_Int

Enabled

Description
Going to OPC Client

Mode:
None v

Security Zone
inside_zone v

MTU:
1500

Propagate Security Group Tag

‘. Cancel \m

Repeat Steps 2a and 2b as needed to bring up the other Firepower interfaces and assign IP addresses and names to them.
3. Perform the following steps to configure routing for network reachability via Firepower.

Because Firepower acts as the firewall between the DMZ and the outside network, a static default route must be configured on
Firepower so that permitted devices can reach the DMZ.

a. Choose Devices > Device Management and click the edit icon that corresponds to the HA pair.
b. Click the Routing tab.

c.  Click Static Route.

d. Click Add Route.

e. Click the IPv4 radio button.

f.  From the Interface drop-down list, choose the interface to which this static route applies.

g. Inthe Available Network window, a network object for the destination network can be added clicking + . To add a static
default route, choose the network any-ipv4 ( 0.0.0.0/0) from the Available Network window.

h. Inthe Gateway field, enter the IP address or network/hosts object of the gateway router, which is the next hop for this route.
i.  Inthe Metric field, enter the number of hops to the destination network.

Valid values range from 1 to 255. The default value is 1. See Figure 3-7.
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Figure 3-7: Example of Adding a Static Default Route

Edit Static Route Configuration 2 %
Type: e IPvd IPV6
Interface™

OPC_UA_Serverintf v

(interface starting with this icon (3 signifies it is available for route leak)
Available Network ' -+ Selected Network

Q_ Search | Add | any-ipvé

o)

9500VIan100 -

IPv4-Benchmark-Tests
IPv4-Link-Local
IPv4-Multicast
|Pv4-Private-10.0.0.0-8

Ensure that egress virtualrouter has route to that destination
Gateway

10.10.106.11 v B

Metnc:

1

Tunneled:

Route Tracking:

OK Cancel

The configured routes appear as shown in Figure 3-8.

Figure 3-8: Example View of a Static Route Configured in Firepower

+ Add Houte

Leaked from

Network 4 Interface Virtual Router

Gateway Tunneled Matric Tracked

v |Pv4 Routes

any-ipvé CPC_UA_Serverintf Global 10.10.106.11 false 1 7

Note: The output shown above is a sample output and a large section of output may have been omitted. For more detailed
information, see “Static and Default Routes for Firepower Threat Defense” in Firepower Management Center Configuration Guide,
Version 7.0:

https://www.cisco.com/c/en/us/td/docs/security/firepower/70/configuration/guide/fpmc-config-guide-
v70/static and default routes for firepower threat defense.html

4. Perform the following actions to configure an access control policy:
An access control policy allows or disallows communication between different zones.
a. Choose Policies > Access Control > New Policy from the Main menu.

b. Click Add Rule and configure the policy. See Figure 3-9 for an example.
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Figure 3-9: Adding an Access Control Policy
Editing Rule - AllowOPC (7]

Ll
[ AllowOPC Enabled Move

Action Time Range

@ Allow - B Nene v |+

Zones Networks VLAN Tags A Users Applications Ports URLs Dynamic Attributes Inspection Logging Comments

Available Zones C Source Zones (1) Destination Zones (1)

Q Search by name outside_zone v inside_zone

inside_zone

outside_zone

c. Choose Edit policy > Add Rule and add the source and destination zone for allowing communication between the OPC-UA
server in a third-party network and OPC-UA client in an OSS network.

d. Under Ports, create a port object by clicking + > Add object and then entering details for the port objects, as shown in Figure
3-10.

Figure 3-10: Creating a Port Object

Editing Rule - AllowOPC

Name

| AllowOPC | (¥ Enabled Move
Action Time Ra
| © Allow v = | None

Zones Networks VLAN Tags A Users Applications

Available Ports +
Add Object

Add Group

| @ Search by name or value

| AOL |
e. For OPC UA communication, create a port object with the following UDP ports:

48010
49320
53530
62620
62626

See Figure 3-11 for an example.
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Figure 3-11: Adding Ports Objects

New Port Objects

Name
0OPC62620

Protocol
e TCP

uppP

ICMP
IPv6-ICMP
Other

Port

| 62620

Allow Qverrides

Choose any item from the Available Ports window as the source port, choose the ports that you created in Step 4e as the
destination ports, and click Save. See Figure 3-12.

Figure 3-12: Adding Access Control Policy

Editing Rule - AllowOPC

Name
AllowOPC Enabled Move
Action Time Range
@ Allow - 7] None *
Zones Networks VIANTags A Users Applications Ports URLs
—
Available Ports C + Selected Source Ports (0)
Q, Search by name or value any
Add to Source
AOL
Bittorrent Add to Des on |
DNS_over_TCP
DNS_over_UDP
FTP
Click Deploy.

Figure 3-13: Rules Configured Under Access Control Policy

Rules Security Inteligence HTTP Responses Logging Advanced
Eilter by Devige T Seacch Rules
Source Dest Seurce Dest VLAN Source
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Chapter 4: Farm Area Network
Implementation

This chapter describes how to manually bring up a farm area network (FAN) ring in a wind farm by using switch CLI commands. You also
can perform this procedure by using the Cisco DNA Center REP provisioning workflow, which simplifies the configuration and
management of devices (see Onboard TAN Switches).

This chapter includes the following topics:
= Configuring a Farm Area Network Ring

= Configuring a Turbine Area Network

Configuring a Farm Area Network Ring

Figure 4-1 shows the workflow for bringing up a farm area network (FAN) ring.

Figure 4-1: FAN Ring Bring-up Workflow

Complete physical
cabling of FAN ring’s

Configure REP

Complete initial for FAN ring and

configs on each of

Base switches as the Base switches

per the topology

verify reachability
to the gateway

388365

FAN Ring Topology and REP Ring Configuration

After completing physical connections for bringing up FAN ring, configure each of the 3400 switches as follows to create VLANs and
bring up the management interface:

hostname name

vlan 101

name Management_vlan
vlan 105

name REP_ADMIN_VLAN
rep admin vlan 105
interface Vlan101

ip address dhcp
interface range gi 1/1-2
switchport mode trunk

A sample configuration for a 3400 switch is as follows:

hostname FAN-BS1
vlan 101

name Management vlan
vlan 105

name REP ADMIN VLAN
interface VlanlOl

ip address dhcp

rep admin vlan 105

Configuring REP for the FAN Ring

REP configuration for the FAN ring is done with the 9300 aggregation switch interface as the edge port. The configuration in the FAN ring
must be performed in either the clockwise or counterclockwise direction.

1. Enter the following commands on the 9300 aggregation switch:

Conft

Vlan 105

Rep admin vlan 105

Int range Te 1/1/2,2/1/2
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Rep segment 1 edge

2. Configure the neighboring 3400 switches in either a clockwise or counterclockwise direction by entering the following commands
on each switch:

Conft

Rep admin vlan 105
Int range gi 1/1-2
Rep segment 1

2. Replicate this 3400 configuration on all 3400 switches of the FAN ring sequentially in the direction chosen in Step 2.

3.  After all switches in the FAN ring are configured, verify REP by entering the show rep topology CLI command in any of the member
switches.

For more detailed information about REP configuration, see REP Command Reference:

https://www.cisco.com/c/en/us/td/docs/optical/cpt/r9 3/command/reference/cpt93 cr/cpt93 cr chapter 0111.pdf

Configuring a Turbine Area Network

Configuring Turbine Area Network without High Availability

A turbine area network (TAN) without high availability is configured by linearly by connecting a 3400 switch to a node of the FAN ring
using two links that are formed into a port-channel. The port-channel provides redundancy.

Here is a sample configuration on a base switch that forms part of the TAN:
!

int range gi 2/1-2

channel-group 3 mode desirable

switchport mode trunk

switchport trunk allowed vlan 1-2507,2509-4094

The same base switch configuration must be repeated on the TAN switches on the interfaces that connect to the base switch.

Configuring TAN with High Availability and REP Subtended Ring

TAN high availability with a REP subtended ring is created with two kinds of REP segments:
= REP closed segment (TAN2): In this type of REP ring, the primary and secondary edges of the REP reside on the same switch
= REP open segment (TAN3): In this type of REP ring, the primary and secondary edge of the REP reside on different switches

TAN2 Ring Configuration

A TAN2 ring is formed similarly to the FAN ring with edge ports configured on the base switch, as shown in the wind farm topology in
figure 2-1. Switches should be configured as follows:

= Base switch configuration:

Int range Te 1/1/1,2/1/1

Rep segment 2 edge

rep stcn segment 1 /* to send a segment TCN for this new segment in the main REP ring
segment*/

®  TAN switch configuration:

Rep admin wvlan 105
Int range gi 1/1-2
Rep segment 2

=  TANS3 ring configuration (REP open segment).
TANS3 ring is formed similarly to the FAN ring, except that the edge port is configured on two different 3400s.

FAN-BS4#conf t
Int range Gi 2/1
Rep segment 3 edge
rep stcn segment 1
FAN-BS3#conf t
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Int range Gi 2/1

Rep segment 3 edge
rep stcn segment 1
TAN3-BSl#conf t

Rep admin vlan 105
Int range gi 1/1-1/2
Rep segment 3
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Chapter 5: Implementing OSS Infrastructure
Applications and Services

This chapter includes the following topics:

= Cisco Cyber Vision Center Local Installation and Configuration

. Cisco Stealthwatch Flow Collector Installation and Configuration

= SCADA OPC-UA Server Installation and Configuration

= Cisco Cyber Vision Sensor installation on a 9300 Switch to Detect OPC-UA Traffic

Cisco Cyber Vision Center Local Installation and Configuration

This section describes the deployment of Cisco Cyber Vision Center (CVC) local in an offshore substation infrastructure network, and the
deployment of network sensors on IE3400 Series switches in the TAN and FAN.

Cisco Cyber Vision Center Installation

CVC can be deployed as a virtual machine (VM) or as a hardware appliance. In Figure 2-1, Cyber Vision Center (local) is deployed as a VM
on a Cisco Unified Computing System (UCS) in the OSS infrastructure network. After CVC (local) is installed, it is registered with Cyber
Vision Global Center in the control center for centralized management and monitoring.

For CVD installation instructions and resource recommendations, see Cisco Cyber Vision Center VM Installation Guide, Release 4.1.2:

https://www.cisco.com/c/en/us/td/docs/security/cyber vision/publications/Center-VM/Release-4-1-
2/b Cisco Cyber Vision Center VM Installation Guide.html

We recommended that the CVC application be installed in the OSS network with dual interfaces, one interface for management and the
other for sensor communication. The following is an example of the IP addressing schema used in the CVC installation:

=  Administration interface (eth0): 10.104.206.225 (routable IP address for CVC Ul access)
= Collection interface (eth1): 10.10.100.30 (OSS infrastructure VLAN)

= Collection network gateway: 10.10.100.1 (OSS infrastructure gateway)

" NTP: 10.10.100.1

See “Operational Technology Flow and Device Visibility using Cisco Cyber Vision” in Cisco Solution for Renewable Energy: Offshore Wind
Farm 1.0 Design Guide for detailed design and deployment considerations for CVC and network sensors on TAN and FAN IE switches.

Configuring Cyber Vision Center Data Synchronization

4

To synchronize local CVC data with CVC Global in the control center, follow the instructions in “Configure Center data synchronization”
in Cisco Cyber Vision Center VM Installation Guide, Release 4.1.2:

https://www.cisco.com/c/en/us/td/docs/security/cyber_vision/publications/Center-VM/Release-4-1-
2/b Cisco Cyber Vision Center VM Installation Guide/m Configure the Center CENTER VM v3 4 0 O.html#topic 5397

Cisco Stealthwatch Flow Collector Installation and Configuration

The Stealthwatch Flow Collector (SFC) is responsible for collecting all NetFlow telemetry that is generated by a network’s flow-capable
devices. The SFC is the heart of the Stealthwatch system and is where data normalization and analysis occur.

The Stealthwatch Management Console (also known as Stealthwatch Manager) and Stealthwatch Flow Collector (SFC) are deployed as
virtual appliances on ESXI hosts in the wind farm control center and OSS infrastructure, respectively. Install the SMC in the control
center before installing the SFC in the OSS infrastructure network.

For more detailed information about Stealthwatch design, see “Cisco Secure Network Analytics (Stealthwatch)”in Cisco Solution for
Renewable Energy: Offshore Wind Farm 1.0 Design Guide:

https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise/design-zone-industry-solutions/wind-farm-design-guide.pdf
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For information about installing the SMC and SFC Virtual Edition without datastore see Cisco Secure Network Analytics Virtual Edition
Appliance Installation Guide 7.4.2:

https://www.cisco.com/c/dam/en/us/td/docs/security/stealthwatch/system installation configuration/7 4 2 VE Appliance Installati
on Guide DV 1 3.pdf

For information about configuring the SMC and SFC Virtual Edition without datastore, see Cisco Secure Network Analytics System
Configuration Guide 7.4.2:

https://www.cisco.com/c/dam/en/us/td/docs/security/stealthwatch/system installation configuration/7 4 2 System Configuration
Guide DV 1 2.pdf

Note: Make sure to register the SFC with the SMC after the flow collector is installed and configured with basic network settings.

Note: Make sure to activate Cisco Smart Software Licensing for the SNA appliances (SMC and SFC) after the installation and
configuration. For information about SNA licensing, see Cisco Secure Network Analytics Smart Software Licensing Guide 7.4.2:

https://www.cisco.com/c/dam/en/us/td/docs/security/stealthwatch/license/7 4 2 Smart Software Licensing Guide DV 1 0.pdf

SCADA OPC-UA Server Installation and Configuration

As shown in Figure 5-1, ports 48010, 49320, 53530, 62620, and 62626 must be allowed for Firepower for successful OPC-UA
communication between the OPC-UA server and OPC-UA client.

Figure 5-1: OPC-UA Server in Third-Party Network and OPC-UA Client in OSS Infrastructure Network
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The OPC-UA client application provides the following options for OPC-UA client/server communication:
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Username and password-based secure OPC-UA

Anonymous and unsecure OPC-UA packet simulation

x.509 certificate based secure OPC-UA communication between a client and server

Figure 5-2 shows a Wireshark trace of the OPC-UA packet flow. It begins with an OPC-UA hello message from the client, when the
simulated OPC-UA packets are sent from server to the client. The OPC-UA client application can connect to the OPC-UA server
application via HTTP and TCP over secure and unsecure communication media.

Figure 5-2: OPC-UA Wireshark Capture

Time

135, 915848
135.946843
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OPC-UA message types and Flow

Hello message

Acknowledge message
OpenSecureChannel message: OpenSecureChannelRequest
OpenSecureChannel message: OpenSecureChannelResponse

Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation
Secure Conversation

Message: CreateSessionRequest

Message (Message fragment 125)
Message: CreateSessionResponse (Message Reassembled)
Message: ActivateSessionRequest
Message: ActivateSessionResponse
Message: CreateSubscriptionRequest
Message: CreateSubscriptionResponse
Message: CreateMonitoredItemsRequest
Message: CreateMonitoredItemsResponse
Message: ReadRequest

Message: ReadResponse

Message: ReadRequest

Message: ReadResponse

Figure 5-3 shows the OPC-UA message types from the Hello message to the close of the OPC-UA session.

Figure 5-3: OPC-UA Message Types

OPC-UA message types
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Open secure channel request
Open secure channel response

Create session request
Create session response

Activate session request
Activate session response

Read request

Read response

Close session request

Close session response

Close secure channel request

Any OPC-UA client application from vendors such as Unified Automation, Matricon, Kepware, and others provides options for fetching
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data using HTTP or TCP, as shown in Figure 5-4.

Figure 5-4: OPC-UA Client application Supporting Different Encryption Types
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Figure 5-5 shows the OPC-UA client application fetching parameters from an OPC-UA server application over TCP.

Figure 5-5: OPC-UA Client Fetching Data from and OPC-UA Server
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Figure 5-6 shows the Prosys OPC-UA server application provisioned to establish a connection to a server over TCP or HTTP.

Attributes and References | DataView X | 4

v Subscription Enabled | Subscription Settings.. Logging Settings...

#  HNodelD DisplayName Value DalaType SourceTh Server 5U ol
0 ns=3ji=1.. Counter 23 int32 04/05/23 1043 04/05/23 10:43.. GOOD (0x0... Reporting
1 ns=3j=1.. Random 0.0682.. Double 04/05/23 10:43... 04/05/2310:43... GOOD (0x0... Repoiting
2 ne=3j=1.. Sawlooth 1.6 Double  04/05/2310.43... 04/05/2310:43.. GOOD (0x0... Reporting
3 ns=3js1..  Sinusold -0.415.. Double 04/05/231043.. 04/05/2310:43... GOOD (0x0.. Reporting
4 ns=3i=l.. Square 20 Double  04/05/23 10:43... 04/05/23 10043, GOOD (0x0.. Repoiting
5  nes3iEl.. Trianghe -0.266.. Double 04/05/2310:43.. 04/05/2310:43... GOOD (0xD.. Reporting

Note: If an OPC-UA client application is in a different network than the distributed controlled system-process control network (DCS-
PCN), there is a DNS entry in the C:\windows\System32\etc\hosts file, as shown in Figure 5-6.
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Figure 5-6: OPC-UA Server
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Edition; Free

Figure 5-7 shows a hosts file that is configured with a DNS entry for an OPC-UA client connection to an OPC-UA server over TCP or HTTP.

Figure 5-7: DNS Entry for OPC-UA Server and Client in Hosts File
# Copyright (c) 1993-2009 Microsoft Corp.

#

# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.

#

# This file contains the mappings of IP addresses to host names. Each

# entry should be kept on an individual line. The IP address should

# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one
# space.

#

# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.

#
#
#
#
#

For example:

102.54.94.97 rhino.acme.com # source server
38.25.63.10 X.acme.com # x client host

# localhost name resolution is handled within DNS itself.
# 127.90.0.1 localhost
# isl localhost

[130.6.18.91 www.yourdomain.com

Cisco Cyber Vision Sensor installation on a 9300 Switch to Detect OPC-UA
Traffic

The general workflow for installing Cyber Vision sensors on 9300 switches is as follows:

Step 1: Mount the USB SSD on a 9300 switch and install the Cyber Vision sensor application on the mounted drive.
Step 2: Configure the Cyber Vision sensor application on the 9300 switch so that OPC-UA traffic can be detected.
Step 3: Install the Cyber Vision sensor on the 9300 switch from the Cyber Vision Center.

Step 4: Edit the yaml file on the 9300 switch and add OPC-UA ports.

Step 5: Verify the OPC-UA flow in Cisco Cyber Vision Center.

These steps are described in detail in the following sections.

Step 1: Mount the USB SSD on a 9300 Switch and Install the Cyber Vision Sensor Application on the Mounted
Drive

To install the CVC sensor application on a 9300 switch, mount the USB SSD on the switch and install the CVC sensor application on the
USB-SSD drive. For more detailed instructions, see “Installing a USB 3.0 SSD” in Cisco Catalyst 9300 Series Switches Hardware Installation
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Guide:
https://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst9300/hardware/install/b c9300 hig/m 9300 installing a usb30ssd.html

After you install the CVC sensor application, verify that the switch can reach the Cyber Vision Center by pinging the CVC collection of IP
address from the 9300 switch. Ensure that there is IP reachability to the CVC local manager instance from OSS-access on the 9300, as

shown in Figure 5-8.

Figure 5-8: Ping CVC Collection IP address from C-9300

Password:

08S-C9300-Access#ping 10.10.166.30

Type escape sequence to abort.

Sending 5, 1@@-byte ICMP Echos to 10.10.100.30, timeout is 2 seconds:

Success rate is 10@ percent (5/5), round-trip min/avg/max = 1/1/1 ms
0S5-C9308-Access#]l

Step 2: Configure the Cyber Vision Sensor Application on the 9300 Switch

1. Configure the following IP addresses on the 9300 switch to bring up the Cyber Vision sensor application and integrate the switch
with CVC:

= CVCAdmin Interface (eth0)
= Collection interface (eth1)

=  Collection network gateway
L NTP

2. Configure the IP addresses in Cisco Cyber Vision as shown in Figure 5-9 (sample IP addresses shown).

Figure 5-9: Cyber Vision Configuration Parameters

Get Cisco device configuration

Device IP:

10.10.1900.4

Capture IP address:
169.254.1.2

Capture VLAN number:
2508

Collection prefix length:

24

Collection gateway:
10.10.101.1
Disk size:

Use up to 15GB

Enable iox on the C-9300 switch:

configure terminal

iox
end !

Device port:

443

Capture prefix length:
30

Collection IP address:

10.10.101.5

Collection VLAN number:
101

Use global credentials:
No
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For more detailed information, see “Initial Configuration” steps in Cisco Cyber Vision Network Sensor Installation Guide for Cisco IE3300
10G, Cisco IE3400 and Cisco Catalyst 9300, Release 4.1.0:

https://www.cisco.com/c/en/us/td/docs/security/cyber vision/publications/IE3400/b Cisco Cyber Vision Network Sensor Installatio

n_Guide for Cisco 1E3300 10G Cisco IE3400 and Cisco Catalyst 9300/m Installation procedures IE3400 Catalyst 9300 v3 4 0 O.

html#topic 5146

Step 3: Install the Cyber Vision Sensor on the 9300 Switch from the Cyber Vision Center

1. Install the Cyber Vision extension file:

a.
b.

C.

Download the extension (.ext file) from cisco.com.
In Cyber Vision Center, choose Admin > Extensions.

Click Import Extension File button and then browse to the extension file.

2. Install a sensor:

In Cyber Vision Center, choose Admin > Sensors > Sensors.

Click Deploy Cisco Device.

In the IP address field, enter the IP address of the switch.

In the Port field, enter 443 for a network sensor.

In the User field, enter the username for logging in to the switch.

In the Password field, enter the password that is associated with the user account on the switch.

In the Center IP field, enter the IP address of the Center that the sensors should use for communication.
For dual interface Center deployments, we recommend that you enter the eth1 IP address.

Under Capture mode, choose options as needed to designate what data the sensor processes.

In this validation, the Optimal (default) option was selected.

Click Deploy.

3. Configure the additional options that appear:

j.

In the Capture IP address field, enter the ERSPAN destination IP address for the sensor.

In the Capture prefix length field, enter the prefix that is associated with the ERSPAN IP address.
In the Capture VLAN number field, enter the monitoring session destination VLAN.

In the Collection IP address field, enter the IP address of the ethO interface of the sensor.

This IP address is used for communication with the CVC.

In the Collection prefix length field, enter the prefix that is associated with the sensor IP address.

In the Collection gateway field, enter the IP address of the gateway that the sensor should use for communicating through the
network.

In the Collection VLAN number field, enter the VLAN of the sensor IP address.

Under Application type, click the radio button of the type of sensor you wish to deploy. For the Passive and Active Discovery
option, additional information is required:

i. Inthe IP address field, enter an IP address for the sensor to use in Active Discovery. Note that this IP address needs to be
from the same subnet as the end devices that you wish to discover. If active discovery is necessary on the same subnet as
the sensor itself, you can click the USE COLLECTION button.

ii. In the Prefix length field, enter the prefix associated with the IP address.
iii. Inthe VLAN field, enter the VLAN for the subnet.

(Optional) Click the ADD ONE button to configure another Active Discovery interface. This secondary interface should be
configured for performing active discovery on a different subnet than what was specified for the first interface.

Click deploy.

For more information about Cyber Vision sensor installation on a 9300 switch, see “Procedure with the Cyber Vision sensor
management extension” in Cisco Cyber Vision Network Sensor Installation Guide for Cisco IE3300 10G, Cisco IE3400 and Cisco Catalyst
9300, Release 4.1.0:
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Figure 5-10 shows the sensor installation from CVC on a 9300 using the extension method.

Figure 5-10: Cyber Vision Installation via Extension
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Figure 11 shows the status of the sensor deployment on the CVC Dashboard after completing the installation.
Figure 5-11: Cyber Vision Installation Completion Display on CVC Dashboard
2 x ~ [ -
Content Statistics
200/ pag
OPC
Property Value Occurences
| L licathon-uri e DESKTOP-GGYM20U ProsysOPC:UaBrowser

OpC-Ud-af urre DESKTOP-HSOVPLL-OPCUASimul ationServer

All devic

prewet s opc-ua-endpoint-url opclcpDESKTOP-HSOVPLLS3530/OPCUASIimulation Server

fired

st Opc-ud-max-not cations-per-publish 0
OpC-uUa-Mmessage-type ActivateSessionRequest

Criteri OpC-ua-message-type
opc-ua-r
OPC-Ud-Mmesss BrowseRequest
OpCHUa-me BrowseReiponie 2
OpC Ud-Mmessage-type CreateMonitoreditemsRequest
OpC-ua-message-Lype CreateMonitoreditemsResponse Fd

Opc-Ua-message-type CreateSessionRequest

CreateSessionResponse

opc-ul-message-type CreateSubscriptionRequest

CreateSubseriptionRespanie

OpenSecureChannelRequest

Step 4: Edit the yaml File on the 9300 Switch and Add OPC-UA Ports
OCP-UA ports must be added to the CVC sensor for the detection of the OPC-UA flows and traffic.
1. Update the /iox_data/etc/flow/config.yaml file on the 9300 switch to add the required ports.
The following example shows ports 48010, 49320, 53530, 62620, and 62626 added in the config.yaml file.

0S5-C9300-Access#app-hosting connect appid ccv_sensor iox x86 64 session
sh-5.0# cd /iox data/etc/flow/

sh-5.0# vi config.yml

gopacket:
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opcua:
mapping: tcp:4840, tcp:51210,
tcp:12403,tcp:49320, tcp:53530,tcp:62626,tcp:48010,tcp:62620

2. Enter the following command to reload the 9300 switch:

flowctl reload

Step 5: Verify the OPC-UA Flow in Cyber Vison Center
From the Cyber Vision Center Dashboard, verify that the OPC-UA flow is as shown in the following figures.
Figure 5-12 shows OPC-UA frame types in the Cyber Vision Center Dashboard.

Figure 5-12: OPC-UA Frame Types in CVC Dashboard

OPC

Property Value Ocourences

pc-ua-application-url ser:DESKTOP-GGIH

po-ua-application-uri urn:DESKTOR-HSOVPLL-OPCUA SimulationServer

opc-ua-endpoint-ur opetep DESKTOP-HSOVPLL:53530/0PCUA/SimulationServer

Criteri ope-ua-message-type

Figure 5-13 shows a more detailed view the OPC-UA traffic flow on the Cyber Vision Center dashboard.
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Figure 5-13: OPC-UA Flow Detail in CVC Dashboard
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Chapter 6: Implementing the Onshore
Substation Network

This chapter includes the following topics:
= Onshore Substation (ONSS) Core Network Implementation
= Configuring ONSS Infrastructure Network Access

. 0SS Network DMZ with Firewall

Onshore Substation (ONSS) Core Network Implementation

This section describes the steps for configurating the OSS network of the wind farm topology.

Catalyst 9500 StackWise Virtual

Configure Catalyst 9500 StackWise Virtual (SVL) switch by following the steps in Catalyst 9500 StackWise Virtual. Also complete the SVL
mode configuration, layer 2 configuration, layer 3 configuration, and port-channel configuration by using the steps that are described in
Chapter 3: Offshore Substation Network Implementation. After completing these configurations, enter the following CLI commands to
enable ONSS and OSS network reachability to the WAN edge router:

vlan 2001

interface V1an2001

vrf forwarding Management VREF

ip address 10.201.201.2 255.255.255.0
!

router eigrp 2001
|

address-family ipv4 vrf Management VRF
redistribute ospf 101 metric 1 1 1 1 1
network 10.10.101.0 0.0.0.255

network 10.201.201.0 0.0.0.255
autonomous-system 900
exit-address-family

In addition, update the OSPF configuration on the 9500 switch in the ONSS as follows:

router ospf 101 vrf Management VRF
router-id 2.2.2.2

redistribute connected

redistribute eigrp 900

network 10.10.101.0 0.0.0.255 area 0.0.0.0
network 10.201.201.0 0.0.0.255 area 0.0.0.0

Here is an example of a completed routing configuration for 9500 SVL switch of the ONSS:

interface Loopback0
ip address 192.168.5.1 255.255.255.255
!

vlan 2001

interface V1an2001

vrf forwarding Management VRF

ip address 10.201.201.2 255.255.255.0
!

!
router eigrp 2001

|

address-family ipv4 vrf Management VRF
redistribute ospf 101 metric 1 1 1 1 1
network 10.10.101.0 0.0.0.255
network 10.201.201.0 0.0.0.255
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autonomous-system 900

exit-address-family
!

router ospf 101 vrf Management VRF

router-id 2.2.2.2

redistribute connected

redistribute eigrp 900

network 10.10.101.0 0.0.0.255 area 0.0.0.0
network 10.201.201.0 0.0.0.255 area 0.0.0.0

Configuring ONSS Infrastructure Network Access

Configure the ONSS C9300 stack by following the steps in Configuring OSS Infrastructure Network Access.
Similarly, configure C9300 aggregation, if required, by following the steps in Configuring FAN Ring Aggregation Switch Stack.

0SS Network DMZ with Firewall

Cisco Next Generation Firewall (NGFW) Implementation

Configure Firepower by following the steps for the OSS layer in Cisco Firepower Next Generation Firewall (NGFW) Implementation.

Turbine Vendor OPC-UA client
The OPC-UA client connects to the OPC-UA server by using either Open, a username and password, or AES-128/256 security keys.
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Chapter 7: Implementing Wireless Access
Networks

This chapter includes the following topics:

= Offshore Wind Farm Wi-Fi Implementation

= QOperating the Wireless Network

= Offshore Wind Farm CURWB Implementation for SOV to OSS Connectivity

Figure 7-1 shows the overall wireless deployment architecture for offshore wind farm Wi-Fi access and CURWB for vessel-to-0OSS
connectivity.

Figure 7-1: Offshore Wind Farm Wireless Architecture
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Offshore Wind Farm Wi-Fi Implementation

This section provides implementation details for offshore wind farm Wi-Fi access.

Wi-Fi implementation includes the following components:

=  Cisco DNA Center located in the control center is used to configure and manage the Wi-Fi deployment
L MSFT AD is used to manage employee user identities

= |SEis used as an AAA server for centralized policy management

L Cisco Trustsec is used for segmentation

= |SEis used to host the guest wireless portal

= (9800 WLCs are used as wireless LAN controllers

= Cisco 9124 or Cisco IW6300 Ruggedized APs can be deployed in local mode on the OSS, FAN, and TAN as needed

Figure 7-2: Offshore Wind Farm Wi-Fi Access Architecture
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For detailed implementation about Cisco DNA Center non-fabric wireless deployment, see Catalyst 9800 Non-Fabric Deployment using
Cisco DNA Center:

https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/Catalyst-9800-Non-Fabric-Deployment-using-Cisco-DNA-
Center.pdf

Configuring C9800 WLC High Availability from Cisco DNA Center

Catalyst 9800 Series WLCs can be configured in an active/standby high availability (HA) stateful switch-over (SSO) pair. Cisco DNA Center
supports the ability to take two controllers of the same model, running the same OS version, and configure them into an HA SSO pair.

To configure the Catalyst 9800-40 WLCs (WLC-9800-1 and WLC-9800-2) as an HA SSO pair, follow these steps:
1. From the main Cisco DNA Center dashboard choose Provision.

The main provisioning screen appears, which displays the devices within the inventory. By default, the Focus: is set for Inventory.
2. Locate and check the check box next to the Catalyst 9800-40 WLC, which will be the primary of the HA SSO WLC pair.

3.  From the drop-down menu under Actions, choose Provision > Configure WLC HA.
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The High Availability side panel appears. An example is shown in the Fig. 7-3.
Figure 7-3: Configure C9800 WLC High Availability Using Cisco DNA Center

High Availability

/— Please make sure the Redundancy Management IP and Peer Redundancy Management IP are not ¢
— assigned to any other network entities. If used, kindly change the IP accordingly and configure.

Primary C9800 Redundancy Management IP*
WF-WLC-9800.windfarm.com 192.168.11.5

Select Secondary C9800 Peer Redundancy Management IP*
WLC.windfarm.com v 192.168.11.6| &
Netmask*

24

4. Enter appropriate information in the High Availability side panel and click Configure HA.

For Catalyst 9800 Series WLCs, the redundancy management IP and peer redundancy management IP addresses that need to be
configured within Cisco DNA Center are actually the redundancy port and peer redundancy port IP addresses. These IP addresses
are referred to as the local IP and remote IP addresses in the web Ul of the Catalyst 9800 Series WLCs. The IP subnet for the
redundancy port must be an IP subnet that is separate from any other interface on the Catalyst 9800 Series WLC. In addition, the
primary and standby Catalyst 9800 Series WLCs must use the same IP subnet for the redundancy port, so the redundancy port
connection must be a layer 2 connection.

5. Inthe pop-up window that informs you that the WLCs will be rebooted after they are placed in high availability mode, click OK to
continue and put the two Catalyst 9800-40 WLCs in HA SSO mode.

It takes several minutes for the WLCs to reboot and come up in HA SSO mode. All configuration from the primary Catalyst 9800-40
WLC, including the IP address of the management interface, is copied to the secondary Catalyst 9800-40 WLC. Cisco DNA Center
then longer shows two WLCs in inventory. Instead, a single WLC HA SSO pair with two serial numbers appears in inventory.

6. Verify that the appropriate C9800 WLC SSO HA configuration is pushed down to the WLC by choosing Administration > Device >
Redundancy.

An example is shown in Figure 7-4.
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Figure 7-4: Verifying High Availability Configuration on the C9800 WLC Ul
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7. Verify the redundancy status on the WLC by choosing Monitoring > General > System.

An example is shown in Figure 7-5. You also can monitor the status on the C9800 WLC CLI by executing the show redundancy
command as shown in Figure 7-6.

Figure 7-5: Verifying WLC High Availability Status on the WLC Monitoring Page
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Figure 7-6: Verifying High Availability Status from the C9800 CLI

WF-WLC-9888#show redundancy
Redundant System Information :

Available system uptime = 4 days, 2 hours, 31 minutes
Switchovers system experienced = 2
Standby failures = @
Last switchover reason = active unit removed
Hardware Mode = Duplex
Configured Redundancy Mode = sso
Operating Redundancy Mode = sso
Maintenance Mode = Disabled
Communications = Up

Current Processor Information :

Active Location = slot 1
Current Software state = ACTIVE
Uptime in current state = 12 minutes
Image Version = Cisco I0S Software [Dublin], C9808 Software (C9880_IOSXE-K9), Experimental Version 17.11.20239105:084252 [BLD
_V1711_THROTTLE_LATEST_202301085_881642: /nobackup/mcpre/s2c-build-ws 1081]
Copyright (c) 1986-2823 by Cisco Systems, Inc
Compiled Thu 85-Jan-23 @08:42 by mcpre
BOOT = bootflash:packages.conf,12;
CONFIG_FILE

Configuration register = @x182
Recovery mode = Not Applicable
Fast Switchover = Enabled
Initial Garp = Enabled
Peer Processor Information :
Standby Location = slot 2
Current Software state = STANDBY HOT

Uptime in current state = 7 minutes
Image Version = Cisco I0S Software [Dublin], (9888 Software (C9880_IOSXE-K9), Experimental Version 17.11.202308185:0884252 [BLD
_V1711_THROTTLE_LATEST_28238105_881642: /nobackup/mcpre/s2c-build-ws 181]
Copyright (c) 1986-2823 by Cisco Systems, Inc
Compiled Thu 85-Jan-23 20:42 by mcpre
BOOT = bootflash:packages.conf,12;
CONFIG_FILE =
Configuration register = @x182

Configuring Wi-Fi APs using Cisco DNA Center
This section describes the workflow for configuring APs using Cisco DNA Center.
1. From the Cisco DNA Center Dashboard, choose Provision > Inventory.
2. Check the check boxes next to each AP to be provisioned and rom the corresponding drop-down menu under Actions, choose
Provision > Provision Device.

Figure 7-7: Select APs to Provision

DEVICES (4)
Focus: Inventory -

'Fiter | @ Add Device Tag Actions ~ () | 4 Selected Asof: 1:12PM [ Export i Refresh
] Device Name » P Inventory > Reachablility () EoX Status (1) Manage §
B O 1§ AP3C57.31C5.7EF4 19  Software Image > @ Reachable & Not Scanned @ Managed
Provision > M d

B O B AP3c57.31C5.ADA8 19 Assign Device to Site ned @ Manage
Telemet

B < B AP2416.9DDE.DBSS 19 ¥ % Prouislon Detica ned @ Managed
Device Replacement >

B < 1§ APADB4.3965.BEAD 19 LAN Automation ned @ Managed
Compliance >

LAN Automation Status

3. For each of the APs listed, click Choose a Site, which displays a side panel that shows the site hierarchy that is configured for Cisco
DNA Center.
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Figure7-8: Assign Each AP to a Site

Serial Number Devices

FOC243919K1 AP3C57.31C5.7EF4 % Global/RTP/RTP-06/Floor-1
Apply to All (-,

FJC25251V6Q AP3C57.31C5.ADAS8 ﬁaﬂ Global/RTP/RTP-06/Floor-1

FCW2415P0OET AP2416.9DDE.DB58 ﬂi&] Global/RTP/RTP-06/Floor-1

FCW2350PKCW APA0OB4.3965.BEAD [ﬂfﬁ] Global/RTP/RTP-06/Floor-1

4. Click Save to save the site assignments for the APs, then click Next to continue to the Configuration options.

5. From the drop-down menu in the RF Profile column, select the RF profile to assign to each AP.
Figure 7-9: Provisioning RF Profiles

MNetwork Devices |/ Provision Devices

@ Assign Site e Configuration @ Summary

Serial Number Device Name AP Zone Name RF Profile 55IDs
FOC243919K1 AP3C57.31C5.7EF4 Not Applicable o .LOW S -
Apply to All

Not Applicabl \ LOW
FJC25251V6Q AP3C57.31C5.ADA8 b v 3

N li | o
FCW2415POET AP2416.9DDE.DB58 ot Appicable Low v 2
FCW2350PKCW APAOB4.3965.BEAQ Not Applicable v .LOW v 2

6. Click Next to advance to the AP Provisioning Summary page, and perform the following actions for each AP.

The AP Provisioning Summary page provides a summary of the configuration to be provisioned for each AP. Click Deploy to
provision the APs.

Note: As a best practice, make configuration changes and provision new devices in your network during scheduled network
operations change windows.
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Figure 7-10: AP Provisioning Summary Page and Deploy Options

Metwork Devices | Provision Devices

@ Assign Site @ Configuration o Summary

I AP3C57.31C5.7EF4
AP3C57.31C5.ADAS
AP2416.9DDE.DB58

APAOB4.3965.BEAD

~ Device Details
Device Name:
Serial Number:
Mac Address:

Device Location:

~ AP Zone Details

AP Zone Name

~ RF Profile Details
RF Profile:
Radio Type:
5GHz Channel Width:
6GHz Channel Width:

2.4GHz Data Rate{ln
Mbps}):

5GHz Data Rate(ln Mbps):

6GHz Data Rate(ln Mbps):

AP3C57.31C5.ADAB
FJC25251V6Q
4c:a6:4d:23:baccO

Global/RTP/RTP-06/Floor-1

default-zone

Low
2.4GHz/5GHz/6GHz
20 MHz

Best

1,2,5.5,6,9,11,12,18,24,36,48,54

6,9,12,18.24,36,48,54
6,9,12,18,24,36,48,54

Provision Device

© Now
O Later

(O Generate configuration preview
Creates preview which can be later used to deploy on selected
devices. If Site assignment Is invoked during configuration preview,
Device controllability configuration will be pushed to cofresponding
device(s). View status in Work ltems

Task Name*
Provision APs &

Cancel

Zero Wait DFS: Disabled

7. Click the Now radio button and then click Apply to apply the configuration.

A Warning pop-up window appears, which explains that all the APs that are part of the configured floor for the selected RF profile
and zone will be processed and rebooted with the selected APs.

Figure 7-11: Warning Pop-up Window

Warning

All the Unified AP(s), which are already
part of the configured floor(s) for the
selected RF profile and Zone will be
processed and rebooted along with

selected ones.
Do you want to continue?

8. Click Yes.

A Success pop-up screen should appear, with additional text indicating that after provisioning, the APs will reboot. Click OK to
confirm.

9. Navigate to the Cisco DNA Center Task Status page to monitor the status of the “Provision APs” task.
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Figure 7-12: Provision APs Task Status page

PROVISION X
Provision APs
Last updated: 1:17:26

Starts: Nov 17, 2022 1:16 PM Completed: Nov 17, 2022 1:16 PM Status: o SuccessPM
5 Refresh

¢ Back

® Initialize business Intent processing SUCCESS
& Preprocessing of business Intent SUCCESS
® Validation of business Intent SUCCESS
® Validation of device intent SUCCESS
® Converslon of business Intent to network Intent SUCCESS
® Deployment of network intent SUCCESS

View Details
@ Deployment of Model Conflg SUCCESS
® Deployment of network intent(templates) SUCCESS

Click on view details for the deployment details
[ ] Deployment of advanced configuration (templates) SUCCESS

[ ] Device Controllabliity SUCCESS

Upgrading C9800 WLC and AP Images Using Cisco DNA Center
This section describes the steps for upgrading the C9800 WLC and AP leveraging Cisco DNA Center.

1. Upload and tag the desired C9800 WLC image as the golden image in the Cisco DNA Center image repository by choosing Design >
Image Repository.
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3.

Figure 7-13: Upload and Tag the Desired C9800 WLC as the Golden Image Within the Cisco DNA Center Image Repository

Image Name Version Devices Advisories Golden Image () =  Device Roles & Tags ()
C9800-L-universalk9_wic.17.10.01.5PA.bln  17:10:01.0.1444 0 ¢ R .. .

@ Verified {Latest) 0 Critl... High -

Add On (N/A) e KPS

Choose Provision > Inventory.

Cisco DNA Center flags the WLC as non-compliant due to its current image not matching the Golden Image.

Figure 7-14: Cisco DNA Center Highlighting that the C9800 WLC is Non-Compliant

Focus: Inventory

Faner @ AddDevice Tag  Actions

[} Device Nama - = Addrens Davice Famay Reschabairy () ek Seatus Mansgeatiiny Compliance |1 Healh Score  Sie MAC Address Device Role I age Weesion
O B APICST.NCSEF4 192.188.11,11  Urified AP @ Reachabile & Mot Scanned @ Managed NiA 10 [RTP-08/FIpor-1 40840224540 ACCESS  17.9.2.52
m] B APICS) ICEADAR 1921681112 Usiflad AP © Feachable i Mot Scansed @ Managed NA [l [RTP=06/Flsdrs1  de:a8da:23base0 ACCESS  17.0.252
m] B AP2416.500€.0858 THZIGBI1.04  Unifled AP © Feschabie A Mot Scanned & Managed NiA L [RTP-0B/FIoor-1  Scial:2dftated ACCESS  17.0.2.52
0O B APADES 3965BEAD 192.168.11.13  Unified AP @ Foachatle A Mot Scanned @ Managed NiA 10 [RTP-06/Ficor-1  a0:ba:1%e363:20 ACCESS  17.9.2.52

[ ] WE-WWLE- 5800 windfarm com 192.188.11.10  Wireless Controller @ Reschabls B 0 sl © Mamaged @ Noa-Compliant 10 ~IRTPIRTP-08 1-1d:24:38:3¢ 60 ACCESS 1792

You can view detailed information about non-compliance of the C9800 WLC in Cisco DNA Center.
As shown in Figure 7-15, the non-compliance is due to the current running version of the C9800 WLC not matching the Golden
Image version in the Cisco DNA Center image repository.

Figure 7-15: Details for the C9800 WLC Being Noncompliant

@ Software Image ®

Non-Compliant since Dec 6th, 2022, 02:56:01 PM
Compliance last run on: Dec 6th, 2022, 02:56:01 PM

17.10.01 Running Version: 17.9.2

Golden Image Version

Navigate to the Cisco DNA Center Inventory page and check the check box for the C9800 WLC device to upgrade.
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Figure 7-16: Choose the C9800 WLC to Upgrade

DEVICES (5)
Focus: Inventory v

" Filter | @ Add Device Tag Actions ~ ® | 1 Selected
a Device Name » Inventory » Device Family Reachabllity (O
B  AP3C57.31C5.7EF4 Software Image >

0 o1 Image Update
Provision >

O ¢ W AP3C57.31C5.ADA8 iinage Hiete:Siatis
Telemetry >

O <& ¥ AP2416.9DDE.DBS8 Download Update Readiness Report
Device Replacement >

O ¢ W APAOB4.3965.BEAQ Check Image Update Readiness
Compliance >

| o WF-WLC-9800.windfarr Wireless Controller @ Reachable
More >

4. Review the current image on the C9800 WLC and the image being upgraded to, then click Next.
Figure 7-17: C9800 WLC Image Update Readiness and Analysis

Image Update

o Analyze Selection 2  Distribute 3 Activate 4 Schedule and Clean Up 5  summary

Analyze Selection

Before you proceed for the Update, analyze your selection.

Devices to Update: 1 Device Family: 1 Sites: 1

Q Search Table v

1 Selected Update ~ ISSU v

[ ] Device = From Image To Image Comment
@ WF-WLC-9800.windfarm.com G3800-L-universalkd_wic.17. C3800-L-universalkd_wic.17. T,
(192.168.11.10) 09.02.SPA.bin 10.01.5PA.bin

5. Configure the software distribution checks, then click Next.
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Figure 7-18: Software Distribution Checks

Image Update X

@ Analyze Selection e Distribute 3 Activate 4 Schedule and Clean Up 5 Summary

Software Distribution Checks

You can set an order on Pre and Post checks for your Software Distribution. If you don't see the check you can add a new custom
check.

1 Pre and Post checks

i Flash check svsTEM pRE -

Not able to see the check you would like to run? You can add a new check.

(o) D
6. Configure image activation, then click Next.

Figure 7-19: Image Activation Configuration

N

Image Update

@ Analyze Selection @ Distribute e Activate 4 Schedule and Clean Up 5 Summary

Software Activation Checks

You can enable and set an order on Pre and Post checks for your Software Activation. If you don't see the check you can add a new
custom check.

Skip Activation [:.

2 Pre and Post checks

i Config register check (1) SYSTEM  PRE -
-

ii Startup config check () SYSTEM PRE POST

Mot able to see the check you would like to run? You can add a new check.

(o)

7. Configure the software distribution and activation tasks, then click Next.
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Figure 7-20: Schedule Update and Clean Up

Image Update

@ Analyze Selection @ Distribute @ Activate o Schedule and Clean Up

Schedule

Schedule when you want the software distribution and activation tasks 10 occur.

':D Your time zone will be used as the default site time zone.

5

Summary

Software Distribution Software Activation

After Distribution @l

If the ITSM ServiceNow application is enabled, choose Later.

O Now (O Later
Task Name*

Distribution of C9800-L-universalk9_wic.17.1C

Flash Cleanup
Flash cleanup will store only the running image and remove all previous images saved on the device.

# Initiate Flash Cleanup after Activation

8. Review the Image Upgrade Summary, then click Submit.
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Figure 7-21: C9800 WLC Image Upgrade Summary

Image Update

@ Analyze Selection @ Distribute @ Activate @ Schedule and Clean Up e Summary

Summary

Review your entry and make changes if you wish to do

Devices to Update: 1 Device Family: 1 Sites: 1
Device From Image To Image Update Support
‘WF-WLC-9800.windfarm.com (19 C9800-L-universalkd_wic.17.09.0 €9800-L-universalkd_wlc.17.10.0
2.168.11.10) 2.5PA.bin 1.5PA.bin

Software Distribution Checks

Scheduled On
Now
Pre And Post Checks

1. Flash check SYSTEM PRE

Software Activation Checks

Scheduled On

Activation will take place right after Distribution is done.
Flash Cleanup : Enabled

Pre And Post Checks

1. Config register check SYSTEM PRE

2. Startup config check SYSTEM PRE POST

e )

9. Monitor the image upgrade process on Cisco DNA Center and verify that it completes successfully.

Figure 7-22: C9800 WLC Upgrade Task Stat