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Introduction 

The primary goal of this document is to help readers gain basic- and advanced-level knowledge about how to 

implement some typical firewall deployments in the data center using the Cisco
®
 programmable fabric. 

This document presents examples and configuration details for network integration of firewalls in various 

deployment scenarios: 

ǒ East-west firewall in routed mode: active-standby deployment model (virtual port channel [vPC] and 

non-vPC) 

ǒ East-west firewall in routed mode: clustered firewalls deployment model (vPC only) 

ǒ East-west firewall in transparent mode: active-standby deployment model (vPC and non-vPC) 

ǒ East-west firewall in transparent mode: clustered firewalls deployment model (vPC only) 

ǒ Tenant-edge firewall in routed mode: active-standby deployment model (vPC and non-vPC) 

ǒ Tenant-edge firewall in routed mode: clustered firewalls deployment model (vPC and non-vPC) 

The following scenarios are not covered in this document: 

ǒ Tenant-edge firewall in transparent mode: active-standby deployment model (vPC and non-vPC) 

ǒ Tenant-edge firewall in transparent mode: clustered firewalls deployment model (vPC only) 

A Cisco Adaptive Security Appliance (ASA) firewall was used in the preparation of the document, but any firewall 

with a feature set similar to that of the ASA 5585-X (ASA Release 9.4) can be deployed. 

This document does not provide firewall configurations. 

When applicable, examples for both static routing and dynamic routing peering are shown. 

This document assumes that heartbeat or cluster control links (CCLs) are connected outside the fabric using 

dedicated firewall interfaces. If in-band configuration is required, an additional Layer 2 segment must be 

provisioned (this configuration is outside the scope of this document). 

This document discusses two of the most popular high-availability scenarios: 

ǒ Active-standby failover 

ǒ Clustered firewalls 

The active-active failover scenario is not covered. 

Note:   Because of limitations of software and hardware support at the time of this writing, not all combinations of 

firewall types and deployment models are covered in this document. 

This document describes two types of configurations for Cisco Nexus switches: 

ǒ IP bridge domain (IPBD)ïbased configuration 

ǒ IP VLAN (IPVLAN)ïbased configuration 

In an IPBD-based configuration, the VLAN tag is mapped to the IPBD, which is mapped to the VxLAN network 

identifier (VNI). The encapsulation mapping is performed in a virtual switch instance (VSI) profile. 
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In an IPVLAN-based configuration, the downstream interfaces are used to map the receiving VLAN tag to the VNI. 

Please consult the configuration guides for the respective Cisco Nexus switches used to identify which 

configuration types are necessary in a specific case. 

All vPC dual-homing scenarios are shown using regular server leaf nodes (dedicated services leaf nodes can also 

be used). 

Target Audience 

This document is written for network architects, designers, and planning and implementation teams and application 

services and maintenance teams. 

Prerequisites 

Readers should familiarize themselves with the document Cisco Dynamic Fabric Automation before proceeding to 

read the current document. The fabric automation document covers many of the fundamental notions and terms 

used in the current document. 

Other configuration guides with useful additional information include Cisco Nexus 7000 Series NX-OS VXLAN 

Configuration Guide and Cisco Nexus 9000 Series NX-OS VXLAN Configuration Guide, Release 7.0. 

Overview: Layer 2 Domains, Protected Subnets, and East-West Firewalls 

In Virtual Extensible LAN (VXLAN) Ethernet virtual private network (EVPN) fabric, the Layer 2 segment has at least 

two numerical values identifying it. This document uses both values in the figures: 

ǒ Fabric-significant Layer 2 VXLAN VNI 

ǒ Leaf-node-significant (or switch-port-significant) IEEE 802.1Q VLAN identifier 

Traditionally, a given subnet is considered to be a distinct Layer 2 domain in which all workloads within a subnet 

receive all broadcast and unknown unicast frames that originate in the domain. The only route for the traffic to 

leave this domain traverses its default gateway (Figure 1). 

Figure 1.   Logical Diagram Showing Hosts in VLAN 101 and a Default Gateway for VLAN 101 

 

http://www.cisco.com/c/en/us/products/cloud-systems-management/dynamic-fabric-automation/index.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/vxlan/configuration/guide/b_NX-OS_VXLAN_Configuration_Guide.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/vxlan/configuration/guide/b_NX-OS_VXLAN_Configuration_Guide.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/vxlan/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_VXLAN_Configuration_Guide_7x.html
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When data needs to be forwarded between subnets within a given Virtual Routing and Forwarding (VRF) instance 

across the fabric, a transit Layer 3 VNI is used. Figure 2 shows a sample VXLAN EVPN network with two subnets 

(subnets B1 and B2), their respective SVIs and BDIs, and the Layer 3 VNI (50001) associated with their VRF 

instances. 

Figure 2.   Logical Diagram Showing Hosts in Nonprotected VLANs 111 and 112, their Respective Default Gateway SVIs and 
BDIs on Two Different Leaf Switches in the Fabric, and Their VRF Instances with the Layer 3 (Transit) VNI 

 

When a given subnet needs to be protected by the firewall, its respective default gateway is no longer placed within 

the fabric, but instead is configured on the firewall. For such a protected subnet, VXLAN EVPN fabric acts only as a 

tunnel transport. Because multiple such subnets can terminate on the firewall, this type of firewall often is referred 

to as an east-west firewall. In this scenario, workloads within the protected subnet use the east-west firewall as the 

default gateway (Figure 3). The firewall enforces security policies for data passing between subnets and maintains 

adjacency tables for all workloads from protected subnets (Address Resolution Protocol [ARP] for IPv4 and 

Neighbor Discovery Protocol [NDP] for IPv6). 

Figure 3.   Logical Diagram Showing Hosts in VLANs 101 and 102 and a Firewall Terminating these VLANs as a Default 
Gateway for the Respective Subnets 

 

Such a scenario also requires the east-west firewall to have an additional Layer 3 link, which is used to reach any 

other networks and connects back to the routed domain (Figure 4). 
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Figure 4.   Logical Diagram Showing Hosts in Protected (Subnets A1 and A2) and Nonprotected (Subnets B1 and B2) Subnets, 
with VXLAN Fabric and the East-West Firewall in Routed Mode. Default Gateways for Nonprotected Subnets B1 
and B2 Reside in the Fabric 

 

Cisco programmable fabric with VXLAN encapsulation and a BGP EVPN control plane provides multitenancy 

mechanisms and enhances traditional Layer 2 domain behavior by providing ARP suppression. This feature 

reduces the amount of flooded traffic in a given Layer 2 domain and lowers the load on the control plane of the 

firewall and on the CPU. 

The following steps present a sample topology with the east-west firewall in routed mode. Figure 5 shows the 

packet movement for traffic from host 1 to host 5. 

1. Traffic from host 1 enters the fabric in VLAN 101, where it is mapped to VNI 30101. The VXLAN Layer 2 tunnel 

with VNI 30101 traverses the fabric until it reaches the leaf node connecting to east-west firewall. The header 

of the frame is stripped and mapped back to VLAN 101. The firewall receives the traffic on the Layer 3 

subinterface for VLAN 101. 

2. Within the east-west firewall, the traffic is subjected to security firewall policies, and the routing process 

identifies that the destination subnet B1 is reachable through the Layer 3 subinterface for VLAN 200. 

3. Data traffic is tagged with VLAN 200 and sent to the VXLAN EVPN fabric, where the VLAN 200 ID is mapped 

to VNI 30200. 

4. The SVI and BDI logical interface for VLAN 200 and VNI 30200 receives the traffic and determines that the 

traffic needs to be routed to the destination network on a remote leaf node through the VXLAN EVPN fabric. 

All routing through the fabric within a given VRF instance is performed using the transit VNI, identified as the 

Layer 3 VRF VNI
1
: in this case, 50001. 

5. The destination leaf node receives the traffic with VNI 50001 in the header and determines that the data traffic 

needs to be routed out of the locally configured SVI and BDI for VLAN 111 and VNI 30111. 

6. The data traffic is then sent to host 5 with the VLAN 111 tag in the header. 

                                                 
1
 Refer to the symmetric integrated routing and bridging (IRB) discussion at 
http://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/guide-c07-
734107.html#_Toc414541685. 

http://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/guide-c07-734107.html#_Toc414541685
http://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/guide-c07-734107.html#_Toc414541685
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Figure 5.   Packet Movement in the Logical Diagram Showing Traffic Traversal from Host 1 in Protected Subnet A1 to Host 5 in 
Nonprotected Subnet B1 

 

In cases in which the firewall needs to be deployed in transparent mode, it no longer hosts the default gateway for 

the protected subnet, but acts as a transparent bridge, mapping the ingress VLAN to the respective egress VLAN. 

The VXLAN EVPN fabric itself hosts the SVI and BDI for the protected subnet (Figure 6). 

Note that the VLAN ID and VNI (301 and 302) used for such termination is different from the VLAN ID and VNI 

(101 and 102) to which the actual hosts are attached. 

Figure 6.   Logical Diagram Showing Hosts in Protected (Subnets A1 and A2) and Nonprotected (Subnets B1 and B2) Subnets, 
and VXLAN Fabric and the East-West Firewall in Transparent Mode. Default Gateways for Protected Subnets A1 
and A2 Reside in the Fabric, and the Firewall Acts as a Transparent Bridge 
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Overview: VRF Instances and Tenant-Edge Firewalls 

In multitenant environments, you can deploy a tenant-edge firewall to apply filtering policies to data traffic moving 

between the VRF instances, or tenants. In such a scenario, each firewall interface resides in a particular VRF 

instance, or tenant. Figure 7 shows the deployment in mode. 

A tenant-edge firewall can also be deployed in transparent mode in the programmable VXLAN EVPN fabric, as 

shown in Figure 8. However, this approach requires one firewall or one firewall context per protected VRF instance, 

which creates a large amount of overhead in multitenant environments and is a less popular deployment method. 

This document focuses only on tenant-edge firewall deployment in routed mode. 

Figure 7.   Logical Diagram Showing Hosts in Subnets that are Part of VRF A and VRF B, VXLAN Fabric, and the Tenant-Edge 
Firewall in Routed Mode. The Firewall Peers with the Fabric in VRF A and VRF B through IEEE 802.1Q Layer 3 
Subinterfaces 

 

Figure 8.   Logical Diagram Showing Hosts in Subnets That Are Part of VRF A and VRF B, VXLAN Fabric, and the Tenant-
Edge Firewall in Transparent Mode. The Interface in VRF A Peers with the Interface in VRF B through the 
Transparent Firewall, Which Acts as a Layer 2 Bridge between Two VRF Instances 
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East-West Firewall Deployment Scenarios 

This section presents configurations for east-west firewall deployment scenarios. 

Basic Leaf Configuration for Protected Networks 

The protected network configuration is identical for any east-west firewall deployment. This set of commands is 

configured on the leaf node to which the workloads in a protected subnet are attached. 

The Layer 2 network is configured as shown here, according to whether the Cisco Nexus switch is IPBD based or 

IPVLAN based. The configurations are used for the protected subnet VLAN 101 as shown in Figure 9. 

Figure 9.   Logical Diagram Showing Hosts in Subnets, VXLAN Fabric, and the East-West Firewall in Routed Mode. The 
Firewall Acts as a Default Gateway for Protected Subnets 10.10.101.0/24 and 10.10.102.0/24. Default Gateways for 
Nonprotected Subnets 10.10.111.0/24 and 10.10.112.0/24 Reside in the Fabric on Leaf Nodes 

 

Configuration 1a: IPVLAN-Based Leaf Switch Connecting to Hosts 

feature vn - segment - vlan - bas ed 

feature nv overlay  

 

vlan 101  

  vn - segment 30101   ##mapping the vlan 101 to Layer - 2 VNI 30101  

 

interface Ethernet1/10  

  switchport mode trunk  

  switchport trunk allowed vlan add 101  

 

router bgp 65000  

  address - family l2vpn evpn  ## enabling bgp evpn control plane for host reachability  

evpn   

  vni 30101 l2  ## enabling bgp evpn control plane for host reachability for L2 VNI 30101  

    rd auto  




































































































































