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center

1. k8s ClLls

2. k8s Log g Full Core
3.l gole TAC-Debug g.).s CEE

4. oy o I2ble TAC
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SuoWd 03l 95888 JsUb I swe s PODs ¢ 1o, J Kubernetes ¢ CEE OPS-center.

lowoduld Iglble POD gl odlzol Lluwegsle 1Jisle, J
Kubernetes 9 CEE OPS-center

1. k8s CLls

1.1 s 16 puwles IUluwe

kubectl get namespace

pCJJZ

cisco@brusmi-masterl:~$ kubectl get namespace

NAME STATUS AGE
cee-cee Active 6d
default Active 6d

kube-node-Tlease Active 6d



kube-public Active 6d
kube-system Active 6d
1fs Active 6d
nginx-ingress Active 6d
smf-data Active 6d
smi-certs Active 6d
smi-vips Active 6d

1.2 guyd JIWs 1Jgsple 1UElLod wpuwlzs luwe peswo:

kubectl get svc -n <namespace>

pCJJZ

cisco@brusmi-masterl:~$ kubectl get svc -n smf-data

NAME

base-entitlement-smf
datastore-ep-session
datastore-notification-ep
datastore-tls-ep-session
documentation

etcd
etcd-smf-data-etcd-cluster-0
grafana-dashboard-app-infra
grafana-dashboard-cdl
grafana-dashboard-smf
gtpc-ep
helm-api-smf-data-ops-center

kafka

TYPE

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

ClusterIP

CLUSTER-IP

10.97.93.253

10.101.15.88

10.110.182.26

10.110.115.33

10.110.85.239

None

10.103.194.229

10.98.161.155

10.104.32.111

10.106.64.191

10.99.49.25

10.109.206.198

None

EXTERNAL-IP

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

X.X.x.201

<none>

<none>

PORT(S)

8000/TCP

8882/TCP

8890/TCP

8883/TCP

8080/TCP
2379/TCP,7070/TCP
2380/TCP,2379/TCP
9418/TCP

9418/TCP

9418/TCP

9003/TCP,8080/TCP

3000/TCP

9092/TCP,7070/TCP



9003/TCP,8080/TCP
636/TCP,369/TCP
9008/TCP,7001/TCP, 88
8008/TCP,8080/TCP, 20

8888/TCP

Ti-ep ClusterIP 10.106.134.35 <none>
local-1dap-proxy-smf-data-ops-center ClusterIP 10.99.160.226 <none>
oam-pod ClusterIP  10.105.223.47 <none>
ops-center-smf-data-ops-center ClusterIP 10.103.164.204  <none>
smart-agent-smf-data-ops-center ClusterIP  10.97.143.81 <none>
smf-nl0-service ClusterIP  10.102.197.22 10.10.10.205
smf-nll-service ClusterIP  10.108.109.186 10.10.10.203
smf-n40-service ClusterIP  10.111.170.158 10.10.10.206
smf-n7-service ClusterIP  10.102.140.179 10.10.10.204
smf-nodemgr ClusterIP  10.102.68.172 <none>
smf-protocol ClusterIP 10.111.219.156  <none>
smf-rest-ep ClusterIP 10.109.189.99 <none>
smf-sbi-service ClusterIP  10.105.176.248 10.10.10.201
smf-service ClusterIP  10.100.143.237  <none>
swift-smf-data-ops-center ClusterIP 10.98.196.46 <none>
zookeeper ClusterIP None <none>
zookeeper-service ClusterIP 10.109.109.102 <none>

1.3 o> 96 pze9eles w9uosd IJuslole Jousles luve pesus:

kubectl get pods -n <namespace>

pCJJZ

cisco@brusmi-masterl:~$ kubectl get pods -n smf-data

NAME READY STATUS RESTARTS
api-smf-data-ops-center-57c8f6b4d7-wt66s 1/1 Running 0
base-entitlement-smf-fcdb664d-fkgss 1/1 Running 0
cache-pod-0 1/1 Running 0
cache-pod-1 1/1 Running 0

8090/TCP

8090/TCP

8090/TCP

8090/TCP
9003/TCP,8884/TCP,92
9003/TCP,8080/TCP
9003/TCP,8080/TCP, 92
8090/TCP
9003/TCP,8080/TCP
9855/TCP,50055/TCP, 5
2888/TCP,3888/TCP

2181/TCP,7070/TCP

AGE
6d

6d
6h53m

6h53m



cd1-ep-session-cl-dbb5f7874-4gmfr 1/1 Running 0 6h53m

cdl-ep-session-cl-dbb5f7874-5zbqw 1/1 Running 0 6h53m
cdT-index-session-c1l-m1-0 1/1 Running O 6h53m
cdl-slot-session-cl-m1-0 1/1 Running O 6h53m
documentation-5dc8d5d898-mv6kx 1/1 Running 0 6d

etcd-smf-data-etcd-cluster-0 1/1 Running O 6h53m
grafana-dashboard-app-infra-5b8dd74bb6-xv11n 1/1 Running 0 6h53m
grafana-dashboard-cd1-5df868c45c-vbr4r 1/1 Running O 6h53m
grafana-dashboard-smf-657755b7c8-fvbdt 1/1 Running 0 6h53m
gtpc-ep-n0-0 1/1 Running 0 6h53m
kafka-0 1/1 Running O 6h53m
1i-ep-n0-0 1/1 Running 0 6h53m
oam-pod-0 1/1 Running 0 6h53m
ops-center-smf-data-ops-center-7fbb97d9c9-tx7qd 5/5 Running 0 6d

smart-agent-smf-data-ops-center-6667dcdd65-2h7nr 0/1 Evicted 0 6d

smart-agent-smf-data-ops-center-6667dcdd65-6wfvq 1/1 Running 0 4d18h
smf-nodemgr-n0-0 1/1 Running O 6h53m
smf-protocol1-n0-0 1/1 Running 0 6h53m
smf-rest-ep-n0-0 1/1 Running 0 6h53m
smf-service-n0-0 1/1 Running 5 6h53m
smf-udp-proxy-0 1/1 Running 0 6h53m
swift-smf-data-ops-center-68bc75bbc7-4zdc?7 1/1 Running 0 6d

zookeeper-0 1/1 Running 0 6h53m
zookeeper-1 1/1 Running 0 6h52m
zookeeper-2 1/1 Running 0 6h52m

1.4 Gy 1o Bluosd IJdleds Jigsele POD (IJeduadle sldues) sldeolds sspsle IJegsss
9ldizsle 9¢.s, 3JY).



kubectl describe pods <pod_name> -n <namespace>

roC';LJZ

cisco@brusmi-masterl:~$ kubectl describe pods smf-service-n0-0 -n smf-data

smf-service-n0-0 <<< POD name

smf-data <<< Namespace

2. k8s Log 9 Full Core

2.1 1Jzuesd eds luwe 1Uzlass Jpuds pgao:

kubectl describe pods <pod_name> -n <namespace> | grep Containers -Al

roC;UZ

cisco@brusmi-masterl:~$ kubectl describe pods smf-service-n0-0 -n smf-data | grep Containers -Al

lJelosle:

smf-service:

ContainersReady True

PodScheduTled True

2.2 10ze gu lduwedlo gus pdlebs gbd s POD gJs Kubernetes:



kubectl get pods -n <namespace> | grep -v Running

pCJJZ

cisco@brusmi-masterl:~$ kubectl get pods -n smf-data | grep -v Running

NAME

READY

smart-agent-smf-data-ops-center-6667dcdd65-2h7nr  0/1

smf-service-n0-0

0/1

kubectl Togs <pod_name> -c <container_name> -n <namespace>

pCJJZ

STATUS RESTARTS AGE
Evicted 0 5d23h
CrashLoopBackOff 2 6h12m

cisco@brusmi-masterl:~$ kubectl logs smf-service-n0-0 -c smf-service -n smf-data

/opt/workspace

-rwxrwxrwx 1 root root 84180872 Mar 31 06:18 /opt/workspace/smf-service

Launching: /opt/workspace/tini /opt/workspace/smf-service

2020-06-09

2020-06-09

2020-06-09

#AHRARAAAH

2020-06-09

#AH#ARAAAH

2020-06-09

2020-06-09

#AH#ARAAAH

2020-06-09

20:26:16

20:26:16

20:26:16

20:26:16

20:26:16

20:26:16

20:26:16

.341043

.341098

.343170

.343197

.343210

.343221

.343232

I | proto: duplicate proto type

I

proto: duplicate proto type

smf-service [INFO] [main.go

smf-service [INFO] [main.go:

smf-service [INFO] [main.go:

smf-service [INFO] [main.go:

smf-service [INFO] [main.go:

registered: internalmsg.SessionKey

registered: internalmsg.NInternalTxnMsg

1181 [smfservicel] #######H####HHHARTHHAHBHAHHHHAN

19] [smfservicel ##########H###HHHRIHHARTHH#H

20] [smfservice] SMF-

21] [smfservicel ##########H###HHHRIHHARTHH#H

22] [smfservicel ##########H###HHH#IHHARTHH#H



BREHHHRRH
2020/06/09 20:26:16.343 smf-service [DEBUG] [Tracer.go:181] [unknown] Loaded initial tracing configurat

aegerTransportType: , TracerEndpoint: , ServiceName: smf-service, TracerServiceName: , EnableTracePerce

2020/06/09 20:44:28.157 smf-service [DEBUG] [RestRouter.go:24] [infra.rest_server.core] Rest message re
2020/06/09 20:44:28.158 smf-service [DEBUG] [RestRouter.go:43] [infra.rest_server.core] Set Ping as nam
2020/06/09 20:44:28.159 smf-service [INFO] [ApplicationEndpoint.go:333] [infra.application.core] Ping s
2020/06/09 20:44:30.468 smf-service [DEBUG] [MetricsServer_v1l.go:305] [infra.application.core] Checkpoi
2020/06/09 20:44:31.158 smf-service [DEBUG] [RestRouter.go:24] [infra.rest_server.core] Rest message re
2020/06/09 20:44:31.158 smf-service [DEBUG] [RestRouter.go:43] [infra.rest_server.core] Set Ping as nam

2020/06/09 20:44:31.158 smf-service [INFO] [ApplicationEndpoint.go:333] [infra.application.core] Ping s

smf-service-n0-0 <<< POD name
smf-service <<< Container Name
smf-data <<< Namespace

2.3 olds oo louble opss IJops):

1s -Trt /var/1lib/systemd/coredump/

puld:

cisco@brusmi-masterl:~$ 1s -1rt /var/lib/systemd/coredump/

total 0O

S

edlebs: szo logile IJpJd 1Jigwlgus B 1Jpuwl,y harlibisystemdicoredump/ Bs VM 1 Jgl o
$99; Iluwluws lsual eds Jozs pedspele TAC.



3. luuble TAC-Debug gJ.s CEE

3.1 ouwesd IUxged IJs oy gpdsle oo ds lseyue po Master k8s:

cisco@brusmi-masterl:~$ kubectl get namespace

NAME STATUS AGE
cee-cee Active 5d3h
default Active 5d3h

kube-node-Tlease Active 5d3h

kube-public Active 5d3h
kube-system Active 5d3h
1fs Active  5d3h
nginx-ingress Active 5d3h
smf-data Active 5d3h
smi-certs Active 5d3h
smi-vips Active 5d3h

cisco@brusmi-masterl:~$ ssh -p 2024 admin@$(kubectl get svc -n cee-cee | grep Aops-center | awk '{print
admin@10.102.44.219's password:

Welcome to the cee CLI on brusmi/cee

admin connected from 192.x.0.1 using ssh on ops-center-cee-cee-ops-center-79cf55b49b-6wrh9

[brusmi/cee] cee#

pdlzbos: B 1dpeld 1Up3ds, ulodl ©doy puwlzs |we CEE os "CEE-CEE". szu
loweosld 03l IUluue B 2lJs boo.

3.2 Juuble pgyd 2jpé TAC Jpdudle Idegpse lJpizess IJos op luwe ol

tac-debug-pkg create from <Start_time> to <End_time>



roC';LJZ

[brusmi/cee] cee# tac-debug-pkg create from 2020-06-08_14:00:00 to 2020-06-08_15:00:00

response : Tue Jun 9 00:22:17 UTC 2020 tac-debug pkg ID : 1592948929

sedod lsuol oupsu 9lpd ©uodss [Uoldss ped puwles Iluue 19 pod_name Jpl sds:

tac-debug-pkg create from <Start_time> to <End_time> logs-filter { namespace <namespace> pod_name <pod_

pCJJZ

[brusmi/cee] cee# tac-debug-pkg create from 2020-06-08_14:00:00 to 2020-06-08_15:00:00 logs-filter { na

response : Tue Jun 9 00:28:49 UTC 2020 tac-debug pkg ID : 1591662529

pdlebs: ssuos Lluyule £ 2506 TAC JBe )8 jp0s8 pu lddezle (Lulgs 9
wleoso Jeo 1§uos).

3.3 £)00 26 JJ ¢p6:

[brusmi/cee] cee# tac-debug-pkg status
response : Tue Jun 9 00:28:51 UTC 2020
Tac id: 1591662529

Gather core: completed!

Gather Togs: 1in progress

Gather metrics: 1in progress

Gather stats: completed!

Gather config: completed!



[brusmi/cee] cee#

[brusmi/cee] cee# tac-debug-pkg status
response : Tue Jun 9 00:43:45 UTC 2020

No active tac debug session <<< If none active tac debug session 1is displayed, it means that

~
pdlebo: Vs 2lds £30 w99, puwlzs eds IUGuo: Idogle lds pdudle wuozse Uiéblc
|JL§)§p5.

[brusmi/cee] cee# tac-debug-pkg create from 2020-06-08_09:00:00 to 2020-06-08_10:00:00 logs-filter { na
response : Tue Jun 9 00:45:48 UTC 2020

Available disk space on node is less than 20 %. Please remove old debug files and retry.

[brusmi/cee] cee# tac-debug-pkg delete tac-id 1591662529

3.4 luuile pgrd wuopse Igble TAC Jozpse IJpdlssuw B@b:

[nyucs504-cnat/global] cee# tac-debug-pkg create from 2021-02-24_12:30:00 to 2021-02-24_14:30:00 cores
response : Wed Feb 24 19:39:49 UTC 2021 tac-debug pkg ID : 1614195589

4. ouisd wuoese lgble TAC
eldsl ool eJles gsble peodds Jouisd ouoese lgble TAC po CEE:

4.1 SFTP o0 IJuiguosé 1Jpoes IU)ssuvss (pe 1J1gs weso IJlgoul 1o 3JY suweérd 98l
bysdl).

4.1.1lzuod eds guslo URL Joujsd Iduwedle [Jpegpeed eJdso tacpackagelD :

kubectl get ingress -n <namespace> | grep show-tac



puld:

cisco@brusmi-masterl:~$ kubectl get ingress -n cee-cee | grep show-tac

show-tac-manager-ingress show-tac-manager.cee-cee-smi-show-tac.192.168.208.10.xxx.X

412 10gb 9lzod £ds pJu8 tac-debug e, show-tac-manager pod:

. IJzuo9d s peyd Show-tac pod.

kubectl get pods -n <namespace> | grep show-tac

roC;UZ

cisco@brusmi-masterl:~$ kubectl get pods -n cee-cee | grep show-tac
show-tac-manager-85985946f6-bflrc 2/2 Running 0 12d

w. 8p woubgsd ley) EXEC Bs uwedle ouopse lgble TAC show-tac pod: 9l o g b 030 I wzdle.

kubectl exec -it -n <namespace> <pod_name> bash

ro("JUZ

cisco@brusmi-masterl:~$ kubectl exec -it -n cee-cee show-tac-manager-85985946f6-bflrc bash

Defaulting container name to show-tac-manager.

Use 'kubectl describe pod/show-tac-manager-85985946f6-bflrc -n cee-cee' to see all of the containers 1in
groups: cannot find name for group ID 101

groups: cannot find name for group ID 190

groups: cannot find name for group ID 303

I have no name!@show-tac-manager-85985946f6-bflrc:/show-tac-manager/bin$ cd /home/tac/



I have no name!@show-tac-manager-85985946f6-bflrc:/home/tac$ tar -zcvf tac-debug_1591662529.tar.gz 1591
1591662529/

1591662529/config/

1591662529/config/192.x.1.14_configuration.tar.gz.base64

1591662529/stats/

1591662529/stats/Stats_2020-06-08_14-00-00_2020-06-08_15-00-00.tar.gz

1591662529/manifest.json

1591662529/metrics/

1591662529/metrics/Metrics_2020-06-08_14-00-00_2020-06-08_15-00-00.tar.gz

1591662529/web/

1591662529/web/index.htm]l

1591662529/10gs/

1591662529/1ogs/brusmi-masterl/
1591662529/10ogs/brusmi-masterl/brusmi-masterl_Logs_2020-06-08_14-00-00_2020-06-08_15-00-00.tar.gz
I have no name!@show-tac-manager-85985946f6-bflrc:/home/tac$ 1s

1591662490 1591662529 1592265088 tac-debug_1591662529.tar.gz

4.1.3 louwe Idpd IJs 1dsdsd 1Uglue itmp Llduivguoslo [deoesd |U)issumss:

kubectl cp <namespace>/<show-tac_pod_name>:/home/tac/<file_name.tar.gz> /tmp/<file_name.tar.gz>

puld:

cisco@brusmi-masterl:~$ kubectl cp cee-cee/show-tac-manager-85985946f6-bflrc:/home/tac/tac-debug_159166
Defaulting container name to show-tac-manager.

tar: Removing leading /' from member names

cisco@brusmi-masterl:~$ cd /tmp

cisco@brusmi-masterl:/tmp$ 1s

cee.cfg

tac-debug_1591662529.tar.gz



tiller_service_acct.yaml

4.1.4 58J 1JpJ g,y SFTP o0 1duiguosé 1Jpops 1J,ssuuss.
4.2 §p wouisd ey wusese lgble TAC Ulguegsle woet (MacOS/Ubuntu).

4.2.1 1Jzuesd eds houlb show-tac pu [¢)lz "k8s get ingress™

cisco@brusmi-masterl:~$ kubectl get ingress -n cee-cee | grep show-tac

show-tac-manager-ingress show-tac-manager.cee-cee-smi-show-tac.192.168.208.10.xxx.X

4.2.2 1>¢J 1Jlo, woet o0 zols 1 pusoe,) IUb,ds Jssd:

wget -r -np https://show-tac-manager.cee-cee-smi-show-tac.192.168.208.10.xxx.x/tac/
<tac-id>/ --no-check-certificate --http-user=<NTID_username>
--http-password=<NTID_password>

5. 28 IUuwzJle oo CEE Jzese SMF PODs

5.1 ouwesd 1Usged IJs oy smi-dataOPS e, Master k8s:

cisco@brusmi-masterl:~$ ssh -p 2024 admin@$(kubect]l get svc -n smf-data | grep Aops-center | awk '{prin
admin@10.103.164.204"'s password:
Welcome to the smf CLI on brusmi/data

admin connected from 192.x.0.1 using ssh on ops-center-smf-data-ops-center-7fbb97d9c9-tx7qd

52 oid§> wedsy "vbousd puvess IJogwesd™

[brusmi/data] smf# show running-config | i logging
logging level application debug

logging level transaction debug

logging level tracing debug

Togging name infra.config.core Tlevel application debug



Togging name infra.config.core Tlevel transaction debug

logging name infra.config.core Tlevel tracing debug

Togging name infra.message_log.core Tlevel application debug
Togging name infra.message_log.core Tlevel transaction debug
Togging name infra.resource_monitor.core Tlevel application off

Togging name infra.rest_server.core level application debug

5.3 vuwesd 1Usgad IJs pud) gpdsle yvwds lseyue po Master k8s:

cisco@brusmi-masterl:~$ ssh -p 2024 admin@$(kubect]l get svc -n cee-cee | grep Aops-center | awk '{print
admin@10.102.44.219's password:

Welcome to the cee CLI on brusmi/cee

admin connected from 192.x.0.1 using ssh on ops-center-cee-cee-ops-center-79cf55b49b-6wrh9

[brusmi/cee] cee#

~
pdlebs: B IJpcld 1Up3dy, Gulodl ooy puwles |gve CEE os "CEE-CEE". szu
luweosld o3l 1luwe B 21Js bdoo.

5.4 §p wodsd zpse uvedlo SMF PODSs [Jos wwsl wsmi-"(smi-nodemgr . smf-protocol smf-rest , smf-service.
smf-udp-proxy). 9p wogese Iduwedle Jouog wolu gluwegse Ctrl+C JlsBlu cepse lJoslule:

[brusmi/cee] cee# cluster logs Asmf- -n smf-data
error: current-context must exist in order to minify
Will tail 5 logs...

smf-nodemgr-n0-0

smf-protoco1-n0-0

smf-rest-ep-n0-0

smf-service-n0-0

smf-udp-proxy-0

[smf-service-n0-0] 2020/06/08 17:04:57.331 smf-service [DEBUG] [RestRouter.go:24] [infra.rest_server.co



[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]
[smf-service-n0-0]

[smf-service-n0-0]

2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08
2020/06/08

2020/06/08

17:

17:

17

17:

17:

17:

17:

17:

17:

17:

17:

17

04:

04:

:05:

05:

05:

05:

05:

05:

05:

05:

05:

:05:

57.

57.

00.

00.

00.

01.

03.

03.

03.

06.

06.

06.

331

331

331

332

332

658

330

330

330

330

330

330

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

smf-service

[DEBUG] [RestRouter.go:43] [infra.rest_server.co
[INFO] [AppTicationEndpoint.go:333] [infra.appli
[DEBUG] [RestRouter.go:24] [infra.rest_server.co
[DEBUG] [RestRouter.go:43] [infra.rest_server.co
[INFO] [AppTicationEndpoint.go:333] [infra.appli
[DEBUG] [MetricsServer_v1l.go:305] [infra.applica
[DEBUG] [RestRouter.go:24] [infra.rest_server.co
[DEBUG] [RestRouter.go:43] [infra.rest_server.co
[INFO] [AppTicationEndpoint.go:333] [infra.appli
[DEBUG] [RestRouter.go:24] [infra.rest_server.co
[DEBUG] [RestRouter.go:43] [infra.rest_server.co

[INFO] [AppTicationEndpoint.go:333] [infra.appli

[smf-protocol-n0-0] 2020/06/08 17:04:58.441 smf-protocol [DEBUG] [RestRouter.go:24] [infra.rest_server.

[smf-service-n0-0] 2020/06/08 17:05:06.661 smf-service [DEBUG] [MetricsServer_v1l.go:305] [infra.applica

[smf-protocol-n0-0] 2020/06/08 17:04:58.441 smf-protocol [DEBUG] [RestRouter.go:43] [infra.rest_server.

[smf-protocol-n0-0] 2020/06/08 17:04:58.441 smf-protocol [INFO] [ApplicationEndpoint.go:333] [infra.app

[smf-nodemgr-n0-0] 2020/06/08 17:04:57.329 smf-nodemgr [DEBUG] [CacheClient.go:118] [infra.cache_client
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### Specific
[brusmi/cee]

[brusmi/cee]

### Specific
[brusmi/cee]
[brusmi/cee]
[brusmi/cee]

[brusmi/cee]

pod ###
cee# cluster logs

cee# cluster logs

container ###

cee# cluster logs
cee# cluster logs
cee# cluster logs

cee# cluster logs

smf-nodemgr-n0-0 -n smf-data

smf-rest-ep-n0-0 -n smf-data

smf-nodemgr -n smf-data

smf-service -n smf-data

zookeeper -n smf-data

smf-rest-ep -n smf-data



### Multiple pods ###

[brusmi/cee] cee# cluster logs "(smf-service.|smf-rest.|smf-nodemgr. |smf-protocol.|gtpc-ep.|smf-udp-pro

6 - 1ds esd IJs &)1l

6. 1 lzuod £Js eusle URL JJs osJ |J.s Grafana:

cisco@brusmi-masterl:~$ kubect]l get ingress -n cee-cee | grep grafana
grafana-ingress grafana.192.168.168.208.10.xxx.x 80, 443 6d18h

6.2 1wz LoWes 98w wol HTTPS gds IJugy IJelds:

https://grafana.192.168.208.10.xxx.X
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