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# esxcli software vib Tist |grep -i NVIDIA

* 02l pU Epdst wulpz wubgsd NVIDIA

[root@hxesxi:~] nvidia-smi
Sat Jul 22 01:31:42 2023

| NVIDIA-SMI 470.182.02 Driver Version: 470.182.02 CUDA Version: N/A |
[-=—m - i o +
GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| MIG M. |
' |

0 |

|
0 Tesla T4 On | 00000000:AF:00.0 Off |
N/A  35C P8 16w / 70W |  1971MiB / 15359MiB | 0% Default |
I | N/A |
ittt e e +
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# nvidia-smi —q

ECC Mode
Current : Enabled
Pending : Enabled

» oebsd el wuoest IJebl (ECC)

# nvidia-smi -e 0
Disabled ECC support for GPU 0000...
AT11 done.

* o2dd pu ogbsd suoe ECC:

# nvidia-smi —q
ECC Mode
Current : Disabled



Pending : Disabled
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