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About This Tutorial

The CiscoWorks Common Services tutorial provides self-paced training focused on using the key features of CiscoWorks that are common to all applications found in the bundled set of CiscoWorks products.

Common Services is the underlying software that applications within the CiscoWorks bundled solution sets rely upon. One such bundle is the CiscoWorks LAN Management Solution (LMS). LMS is a suite of network management applications used for configuring, administering, monitoring, and troubleshooting a Cisco-based network.

The tutorial is structured as a series of self-paced modules, or chapters, that conclude with self-administered exercises. The tutorial explores the architecture, features, and installation of Common Services. Also included as part of the tutorial is a helpful reference section containing links to technical documents on component products, concepts, and terminology. The tutorial material is presented through text, illustrations, hypertext links, and typical scenarios.

This tutorial is an excellent resource to introduce you to using the many features found in the CiscoWorks Common Services.
How the Tutorial Is Organized

Chapter 1: Introduction to CiscoWorks
Using Common Services
Describe CiscoWorks and its underlying software – Common Services

Chapter 2: Common Services Features
Learn about the core software of CiscoWorks – Common Services

Chapter 3: Scenarios
Using several examples, learn how to deploy CiscoWorks and use the Common Services features

Chapter 4: System Administration Guidelines
Review important system requirements, installation guidelines, and system administrative functions

Chapter 5: Helpful Links to Reference Material
A comprehensive set of links to information on CiscoWorks Common Services

How This Tutorial Is Organized

The tutorial is divided into five chapters:

**Chapter 1: Introduction to CiscoWorks Common Services**
This chapter identifies the Cisco network management applications that rely on Common Services for the underlying processes and core features found in most CiscoWorks products.

**Chapter 2: Common Services Features**
This chapter discusses the key features of the CiscoWorks Common Services through both discussions of the major functional components and screen shots of specific tasks.

**Chapter 3: Scenarios**
This chapter walks you through step-by-step examples to provide hands-on experience using the CiscoWorks Common Services features. The case studies begin with steps on how to get started, followed by using various features to achieve specific results: Configuring Multi-Server Environments and Optionally, Integrating with Cisco Secure ACS for AAA Services.

**Chapter 4: System Administration Guidelines**
This chapter provides information about the CiscoWorks client and server requirements, software installation guidelines, and additional administrative tasks. Additional information is provided here on optionally installing the Integration Utility with a third-party NMS.

**Chapter 5: References**
This chapter contains a list of additional product information, such as links to related white papers and documentation.
Chapter 1 Outline

Welcome to the CiscoWorks Common Services v3.0 tutorial! Before introducing Common Services, we must first introduce CiscoWorks. This will set the stage and introduce you to a family of products that rely on a common set of management services that are shared by CiscoWorks applications.

Chapter 2 will then focus on all the features provided by Common Services, followed by several scenarios in Chapter 3 that illustrate how to use some of the key features of Common Services. Chapter 4 will present system administration topics, including installation requirements, post installation tasks, features or tasks specific to the system administrator, installing and using the Integration Utility, and troubleshooting tips. Finally, use Chapter 5 as a way to find all your links to important information on Common Services.
What Is CiscoWorks?

CiscoWorks is a family of products, bundled into various solution sets, and based on Internet standards for managing Cisco enterprise networks and devices. These solution sets include:

- CiscoWorks LAN Management Solution (LMS) is a suite of powerful management tools that simplify the configuration, administration, monitoring and troubleshooting of Cisco networks. LMS consists of applications such as Resource Manager Essentials, CiscoView, Campus Manager, Device Fault Manager, and Internetwork Performance Monitor.

- CiscoWorks SNMS is a solution set for managing small to large networks, with 40 or fewer Cisco internetworking devices such as switches, routers, hubs, and access servers. CiscoWorks SNMS consists of Resource Manager Essentials and CiscoView.

- The CiscoWorks IP Telephony Environment Monitor (ITEM) is a suite of applications that continuously evaluates and reports the operational health of converged IP networks and IP telephony implementations. CiscoWorks ITEM provides tools to manage daily customer care responsibilities of help-desk personnel and the capability to capture performance and capacity management data.

- The CiscoWorks VPN/Security Management Solution (VMS) is a solution set for configuring, monitoring, and troubleshooting VPNs, firewalls, network intrusion detection systems (IDSs), and host intrusion prevention systems (IPSs). CiscoWorks VMS also includes network device inventory, change audit, and software distribution features.
Where Does CiscoWorks Fit In?

It is reasonable to expect that no single network management product can effectively manage all types and makes of network components. Certainly no network component vendor is going to expend critical resources to develop management products for devices of 3rd party vendors. Hence, element managers developed by specific vendors are best used to manage the details of a particular element (class or vendor type of network component) within a network; and enterprise managers are best used to manage the overall network infrastructure for availability and event notification.

So where does CiscoWorks fit in? The CiscoWorks family of products is an example of an element manager, developed specifically to manage Cisco products. Products by other vendors would be best managed using an element manager specific to them. The use of element managers, such as CiscoWorks, does not necessarily alleviate the need for an overall enterprise-level view.

Enterprise managers, or network management systems (NMS), can be used to provide an enterprise-wide network map, display alarms and events, and poll non-Cisco device MIB variables. Optionally, the CiscoWorks family of products can be integrated with some well-known NMS, such as HP OpenView Network Node Manager, to make it easier to utilize both the global features of the enterprise manager for all devices, and the more comprehensive features of the element manager for Cisco devices. (The integration of CiscoWorks is discussed later along with the Integration Utility.)

CiscoWorks focuses primarily on configuration, performance, and fault management and some aspects of security management.

The Cisco Secure line of products like Access Control Server (ACS) provide support for many Authentication and authorization services. ACS can be integrated with CiscoWorks to provide a flexible, secure environment.

Note:

- **Common Services is the foundation that all bundled CiscoWorks applications rely upon. Common Services v3.0 is the foundation for LMS v2.5. Please be aware that other CiscoWorks bundles may utilize an earlier version of Common Services and the required version must be used per CiscoWorks bundle.**
What is Common Services?

CiscoWorks Common Services are a set of management services that are shared by network management applications in a CiscoWorks solution set.

Common Services provides the foundation for CiscoWorks applications to share a common model for data storage, login, user role definitions, access privileges, security protocols, as well as navigation. It creates a standard user experience for all management functions. It also provides the common framework for all basic system level operations such as installation, data management including backup-restore and import-export, event and message handling, job and process management, and software updates.

The CD-ROM that contains CiscoWorks Common Services 3.0 also includes the following components:

- **CiscoView** — A graphical device management tool
- **Integration Utility** — An integration module that supports third-party network management systems (NMS)
- **Device Center** — A feature that provides a one-stop place where you can see a summary for a device, and launch troubleshooting tools, management tasks, and reports for the selected device.

Some of Cisco’s management products integrate CiscoWorks Common Services into their general installation and runtime environments. Providing this support enables a common user experience and allows the application to leverage information from other Common Services-based applications. Information on installation, usage and available updates for Common Services versions bundled with these Cisco management products are generally located on the primary product’s web pages.
Thank You!

Continue on to Chapter 2 to discover the many features of Common Services.
Common Services Features
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Chapter 2 Outline

Hopefully Chapter 1 has excited you to the possibilities of using CiscoWorks to help manage your network. Common Services is the foundation (in fact it is often also called the Common Management Foundation or CMF) for all CiscoWorks applications. This chapter discusses the key features and services provided by Common Services for CiscoWorks.

First, an overview of Common Services is provided to introduce the key services it provides. Also discussed are some of the applications that are included on the Common Services installation disk. Next, each of the management services will be discussed in more detail to provide the reader with an understanding of the purpose and benefit.

By the conclusion of this chapter, the reader should have a good understanding of the services provided by Common Services. Chapter 3 will then provide the jump start to using CiscoWorks through a series of scenarios that detail some of the common configurations for Common Services.
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Common Services Overview

Common Services represents a common set of management services that are shared by CiscoWorks Applications.

Common Services Overview

Common Services is a collection of common management services that are shared and used by all CiscoWorks applications. Common Services provides a foundation for CiscoWorks applications to share a common repository for devices and their associated credentials, login, and access privileges. It also provides the common framework for all basic system level operations such as installation, backup, event and message handling, job and process management, and licensing.

Common Services consists of the following five major service categories:

Homepage - Provides a launch point and top level navigation for CiscoWorks applications installed on local and remote servers, CiscoWorks resources, Cisco.com resources, other web-based applications, product updates, and urgent messages regarding CiscoWorks.

Security – Provides local or remote AAA services, secure communication between client and server, secure communication between servers in multi-server deployment allowing for shared resources.

Device Management – Provides a common centralized repository for devices and their access credentials to be used by all CiscoWorks applications. Also provides the framework for creating groups of devices to assist in troubleshooting and reporting activities.

Software Center – Provides a mechanism to retrieve the most current CiscoWorks software updates and device package updates used by CiscoWorks applications.

Admin – Provides administration services for managing the CiscoWorks server including backups, process management, job status, diagnostic tools, and server licensing.

Each of these services will be examined in more detail in the next section.
Common Services Overview

Features

- **Home Page** provides a launch point for CiscoWorks applications and other resources
- **Device And Credentials Repository (DCR)** provides a central place for managing devices and their credentials that all CiscoWorks applications can access
- **Grouping Services** provide a mechanism to logically group devices together and share between CiscoWorks applications for task execution against
- **Software Center** keeps CiscoWorks applications up-to-date
- **Multi-server environment** – new security mechanisms for secure communications and data sharing
- **ACS integration** for enhanced access and execution security
- **SNMP v3 authNoPriv and IPv6 support**

**Features**

The features of Common Services are best defined by what Common Services is: a collection of common management services shared by all CiscoWorks applications. This leads to a consistent interface and use of all CiscoWorks tools simplifying its use. For example, instead of learning how to add devices to several applications for management purposes, the user only needs to populate the Common Services Device and Credentials Repository (DCR) which is then shared by all CiscoWorks applications. Now, if one application modifies a device credential, such as a password or SNMP read community string, all other CiscoWorks applications are aware of the change since the modifying application notifies the DCR of the change.

This same benefit is realized through the use of other services provided by Common Services including:

- Application launch is simplified using a common CiscoWorks Home Page.
- AAA services are enhanced by implementing Cisco Secure ACS (Access Control Server) for flexible and customizable authentication and task authorization.
- Keep the CiscoWorks software and device package up-to-date, using the improved Software Center.
- Deploy CiscoWorks in a multi-server environment to meet your network management needs and scalability concerns.
- Network management communication between the server and the managed devices is more secure using SNMP v3 by providing support for encrypted usernames and passwords.
- IPv6 addresses are allowed and can be stored and viewed in the user interface.

Next, let's take a brief look at the applications that are included on the Common Services installation disk.
CiscoView

CiscoView is an application that is part of the Common Services software. CiscoView is a graphical device management tool that uses SNMP v2/v3 to retrieve or set performance and configuration data from networked Cisco devices. Using the performance data retrieved, CiscoView provides real-time views of Cisco devices. These views deliver a continuously updated physical/logical picture of device configuration and performance conditions. With the proper user authorization, the user can also configure a Cisco device, its cards and interfaces. The user can also monitor real-time statistics for interfaces, resource utilization, and device performance.

CiscoView simply uses SNMP to query the configuration and performance of the device and displays the information graphically. Given the proper user authorization privileges, CiscoView can also be used to change or modify the configuration of the device using SNMP.

CiscoView is a powerful SNMP configuration and monitoring tool for Cisco devices and alleviates the need for using the command line interface (CLI) to perform device configuration and monitoring.
Common Services Overview
Applications Included with Common Services – Device Center

Device Center

The Device Center is an application that is part of the Common Services software. The Device Center provides a “Device Centric” view for a single device that includes both data and links to execute tasks in various applications. Device Center allows you to perform device-centric activities, such as changing device attributes, updating inventory, Telnet etc. depending on the applications which are installed on the Common Services server. You can also launch Element Management tools, reports, and management tasks all specific to the selected device.
Common Services Overview
Applications Included with Common Services – Integration Utility

Install the Integration Utility (IU) on 3rd party NMS to integrate CiscoWorks applications into the menus; add Cisco icons, MIBs, and traps

Support for integration with NMS Platforms
- HP OpenView Network Node Manager
- Tivoli NetView

NMS Integration Utility
CiscoWorks Integration Utility (IU) is a utility that integrates CiscoWorks applications with third-party Network Management Systems (NMS). The Integration Utility is installed on the platform hosting the NMS. The operating systems supported are:

- Solaris 2.8, 2.9
- HP UX 11.0
- AIX 5.1
- Windows 2000 Professional, Server, or Advanced Server with SP3 or SP4
- Windows 2003 Server Standard or Enterprise Edition

The NMS systems supported are:

- HP OpenView Network Node Manager (NNM) versions 6.4, 7.0, and 7.0.1
- NetView version 7.1

This utility adds Cisco device icons to topology maps, allows Cisco MIB browsing from NMS, integrates traps, and sets up menu items on the NMS to launch remotely installed CiscoWorks applications, such as CiscoView and Device Center.

Refer to Chapter 4 of this tutorial for more information on installing the IU and changing the Integration Options.
Server Deployment Options

CiscoWorks includes a number of applications which can all be hosted on a single server given enough resources. Of course, having all applications on a single server simplifies the configuration of the server and the sharing of services. However, many users wish to deploy CiscoWorks across many servers whether for redundancy purposes, regional management purposes, or resource considerations. In a multi-server environment, the administrator may wish for certain information to be shared to minimize configuration and maintenance aspects.

As we shall see in the upcoming pages, Common Services includes mechanisms to configure secure communication between CiscoWorks servers that allows for a common DCR on all servers, and for one server to act as the authentication server for all servers in the management domain to allow seamless navigation (Single Sign-On (SSO)) between all CiscoWorks applications on all servers. These features allow for the sharing of device attributes and credentials among servers and applications.
<Intentionally Blank>
Management Services Homepage

• Common Services Overview
  ➢ Management Services
    ➢ Homepage
      – Security
      – Device Management
      – Software Center
      – Administration
Homepage Overview

The CiscoWorks Homepage (CWHP) basically provides common launch points and top level navigation and is broken down into three sections:

- The main section (left-hand side of the homepage) provides launch points for all CiscoWorks applications including the features within Common Services. Each application is displayed in its own panel and includes launch points for the major functions (tabs) of the application. Selecting any application launches the application to its homepage or selecting a function within the application launches the application navigated to the selected function. The Homepage can also be configured to include launch points for CiscoWorks applications installed on a remote server for support in a multi-server environment.

- The RESOURCES section in the upper right-hand corner of the homepage provides launch points for other web-based resources including links to Cisco.com for technical support, and CiscoWorks related resources. CWHP can also be configured to include launch points for any web-based product or site under the Third-Party and Custom Tools headers. This section can be hidden by customizing the homepage settings.

- The final section in the lower right-hand side of the homepage provides links to CiscoWorks product updates, as well as, any urgent messages concerning CiscoWorks. These messages are automatically retrieved from Cisco directly; the list of important messages also includes alerts to users on disk usage thresholds being reached.
Homepage
Customize Homepage Headings

Common Services > Homepage > Settings

Customize Homepage Settings

By default the title (display name) of the Homepage displays the Hostname of the CiscoWorks server. This name can be changed to something perhaps more meaningful. The homepage can also be customized to include links to other web-based tools and resources. These links are listed in the resources section of the homepage under the headings of either Third Party or Custom Tools. Again, these names may not be suitable for the links added.

Homepage allows you to customize the Homepage name as well as the customizable link headings using the Common Services > Home Page > Settings task.

When groups are discussed later, it will be seen that the top level group (or Provider Group Name) is in the form of `CiscoWorks_Application@server_hostname`, for example: CS@LMS-EastCoast, where CS refers to the Common Services DCR and LMS-EastCoast is the server hostname. When changing the Server Name of the Homepage, the administrator will be prompted to use the new homepage name as the Provider Group Name. This option requires the CiscoWorks Daemon Manager to be restarted (see Chapter 3 Getting Started scenario for more information).

The **Hide External Resources** checkbox will allow you to hide the Resources and CiscoWorks Product Updates panel in the CiscoWorks Home Page.

The **Urgent Message Polling Interval** specifies the period of time after which the CiscoWorks server will check for important messages that need to be shown to the users of this server. The list of important messages includes alerts to users on disk usage thresholds being reached. The time you set here decides the polling interval for disk watcher messages and messages you want to broadcast using the Notify Users features. To disable this feature, select **DISABLE** from the drop-down list. Disk watcher is a utility that monitors the file system. If the file system size goes above 90 percent, it displays an alert to logged in CiscoWorks users. You can use this to monitor critical file systems.

**Note(s):**

- The display name specified for the CiscoWorks Home Page should be unique across any group of CiscoWorks servers in a multi-server environment.
Customize - Add Application Links and Website Bookmarks

Two separate tasks exist that allow you to easily add CiscoWorks applications on remote servers to the local homepage and to add links to web-based tools and resources.

Use the **Common Services > Home Page > Application Registration** task to register CiscoWorks applications on remote servers. In doing so, note the following:

- A remote server’s applications can be registered from templates or imported from a remote server (this includes any custom links configured on the remote server as well. A trust relationship needs to be configured first between the servers.
- Refer to the next section – Security – for more information on defining a trust relationship between servers.

Adding custom links is simple and straightforward using the **Common Services > Home Page > Links Registration** task. Simply provide a display name, the URL, and which heading you wish the link to appear under.

*Refer to a scenario in Chapter 3 for more details on modifying the homepage.*
Management Services

Security

• Common Services Overview
  ➢ Management Services
    – Homepage
    ➢ Security
    – Device Management
    – Software Center
    – Administration
CiscoWorks Security Topics

- Browser-Client Secure Communication
- Self-Signed Certificates
- Multi-Server Trust Management
  - Single-Sign On (SSO)
- CiscoWorks AAA (default)
  - User Roles
  - Create Users
- Integration with ACS (optional)
  - Custom User Roles
  - Secured Views

CiscoWorks Security Topics

Many tasks within the suite of CiscoWorks tools can be used to modify the configuration of a device. Therefore, it is imperative to control who has access to those tasks. This section looks at how to setup secure communication between the client browser and server, two servers in a multi-server environment, and access to the server and the devices managed by the server.

In the default mode, access security (both to the server and to the various tasks) is controlled by Common Services. For flexibility, Common Services can also be configured to use an external mechanism to control login authentication. Further, if a Cisco Secure Access Control Server (ACS) is used as the external mechanism, it can also provide device authorization services as well.
Browser-Server Secure Communication

By default, communication between the client browser and the CiscoWorks server uses HTTP on the default port of 1741, except for the login exchange which uses HTTPS. If desired, all communication between the client browser and the CiscoWorks server can be secured using HTTPS on port 443.

To enable SSL communication between the browser and server, use the Common Services > Server > Security > Single-Server Management > Browser-Server Security Mode Setup task. For the new security mode to take effect, the CiscoWorks daemon will need to be restarted using the following commands.

From Windows command prompt:
net stop crmdmgtd
net start crmdmgtd

From Solaris Command prompt:
/etc/init.d/dmgtd stop
/etc/init.d/dmgtd start

Note(s):
- It may take up to 5 minutes for all service to start even though a command prompt is returned almost immediately.
- The first secure access of the server will require the client to install the security certificate from the server.
- If your CiscoWorks Server is integrated with any Network Management Station (NMS) in your network using the Integration Utility (NMIM), you must perform the integration every time you enable or disable SSL in the CiscoWorks Server. This is required to update the application registration in NMS.
- Later in this chapter, multi-server environments will be discussed. Thus, keep in mind, if using a multi-server environment, the new port number (443) must be updated as well.
Self-Signed Certificates

To use SSL (Secure Socket Layer) communication between two entities (client/server or server/server) requires the use of security certificates. When installing Common Services, a certificate was generated based on the information at hand. The **Common Services > Server > Security > Single-Server Management > Certificate Setup** task allows you to modify the certificate by filling in the fields left blank when first created for additional security. Security certificates are used for secure browser-server communication, and server to server communication in a multi-server environment.

Self-signed certificates are valid for five years from the date of creation. When the certificate expires, the browser prompts you to install the certificate again from the server where you have installed CiscoWorks.

**Note(s):**

- If you re-generate the certificate, when you are in multi-server mode, any existing peer relationship will break. The peers will need to re-import the modified certificate.
- If you modify the certificate, the Daemon Manager will need to be restarted.
Multi-Server Trust Management

In the first section of this chapter, it was noted that CiscoWorks could be deployed in a multi-server fashion. This may be done in order to distribute CiscoWorks applications, add redundancy, or allow for regional management. Whatever the reason, Common Services has a few security features useful in multi-server environments. Let’s explain these features below.

- **Single-Sign-On Mode** – allows for transparent browsing between servers without the need to re-authenticate on each server. One server is configured as the Master (Single Sign-on (SSO) Authentication server) and all others are configured as Slaves (SSO Regular servers).

- **DCR Master/Slave Mode** – ensures that all servers have the exact same DCR contents. One server is configured as the Master and all others are configured as Slaves. Updates to the device list and credentials are made to the Master DCR who then updates the DCRs of all slaves.

The administrator can choose to implement none, one, or both of these features as they see fit.

The communication between the CiscoWorks servers is enabled by a trust model addressed by certificates and shared secrets. The setup of the “trust” relationship between the servers consists of three parts:

- **System Identity Account** - used to create a “trust” user on each server with the password being used as a shared secret key to set up the trust. All servers’ System Identity accounts must have the same password. The user ID should also be the same (though not required) to simplify the configuration of the Peer Server Account. *Note that the System Identity Account is used for communication between servers and can not be used to access the CiscoWorks user interface.*

- **Peer Server Account** - users who can programmatically log into CiscoWorks servers and perform certain tasks. The name and password of the Peer Server account must match the name and password of the System Identity account on the remote server.

- **Certificates** - allows CiscoWorks servers to communicate using SSL. The certificate of one CiscoWorks server is added into the trusted store of another CiscoWorks server in order to set up a trust relationship. The Master server needs the certificate of all Slave servers; the Slave servers only need the certificate of the Master server.
Multi-Server Trust Management – Single Sign On (SSO)

As mentioned, Single Sign On helps the user to use a single session to navigate to multiple CiscoWorks servers without having to authenticate to each of them. Communication between multiple CiscoWorks servers is enabled by a trust model addressed by certificates and shared secrets.

Using SSO can be summarized as follows:

- When you first log in to the slave servers, you’re redirected to the master server for logging in. Check the URL while you log in. The login page should be that of the master server. After the login is successful, you’re redirected to the slave server home page.
- When you successfully log into the master server, you can access any slave server home page without having to log in again.
- The Master server is used for authentication purposes only.

To set up Single Sign On, one of the CiscoWorks servers must be setup as the SSO Authentication server or Master SSO server. Then using self-signed certificates, build trust between the CiscoWorks servers. A trusted certificate can be created by adding it in the trust key store of the server. CiscoWorks TrustStore or KeyStore is maintained by the certificate management framework in Common Services. Then, each slave SSO CiscoWorks server sets up a shared secret with the Master SSO authentication server. The System Identity user password acts as a secret key for SSO.

The SSO authentication server is called the Master, and the SSO regular server is called the Slave.
AAA Modes

CiscoWorks Common Services supports two modes of user authentication and authorization:

- **Non ACS Mode** - This mode is the default. Authentication (validation of username and password) can be provided by the CiscoWorks server or an external module, such as Microsoft’s Active Directory or TACACS, depending upon your platform type.

  After authentication, your authorization is based on the privileges that have been assigned to you. A privilege is a task or operation defined within the application. The set of privileges assigned to you defines your role and dictates how much and what type of system access you have. The CiscoWorks Server authentication scheme has five user roles that will be discussed shortly.

  Regardless of the login module used for authentication, a local CiscoWorks user ID and password on the server is necessary for each user so that each user can be assigned the correct roles and the user IDs on the CiscoWorks server must be identical to those in the external authentication source.

- **ACS Mode** - In this optional mode, authentication and authorization services are provided by an Access Control Server. To use this mode, you must have a Cisco Secure ACS (Access Control Server) installed on your network. Check the release notes and Chapter 4 of this tutorial for the supported ACS versions.

  Using the ACS Mode provide more flexibility when trying to limit access to specific devices or customize the default CiscoWorks user roles.
Non ACS Mode – Select Login Module

Common Services supports two modes for supporting AAA services: Non ACS and ACS. In the non-ACS mode, several mechanisms are available for user authentication. By default, Common Services performs the authentication check using user accounts added to its local database. The login module can also be set to a number of different external mechanisms (listed in the figure above) to perform the authentication service. Regardless of the method used to perform the authentication services, authorization, or task permission, is always handled by Common Services in the non-ACS mode.
CiscoWorks Security
Non-ACS Mode – Create Local CiscoWorks User Accounts

Common Services > Server > Security > Single-Server Management > Local User Setup
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User Roles

Non-ACS Mode - Create Local CiscoWorks User Accounts

Common Services allows users with the System Administration user role to create CiscoWorks user accounts and assign user roles to the account. Creating a new user is simple and straightforward using the Common Services > Server > Security > Single-Server Management > Local User Setup task. A dialog is displayed listing all the currently defined users, click Add to create a new user. Simply enter a name and password for the account and assign the user roles that user is to have. The E-mail address is optional for all user roles except Approver (E-mail is how CiscoWorks informs an Approver user of a job to approve – See RME tutorial or User Guide for more information about approving jobs).

All users can view their account using the same task, except selecting ModifyMe instead of Add. Only the password and e-mail address can be modified by the user, unless they have the System Administrator user role.
CiscoWorks Security
Non-ACS Mode – CiscoWorks User Roles

- User roles determine the tasks that can be performed by a user
- User can be assigned more than 1 user role

<table>
<thead>
<tr>
<th>Role</th>
<th>Access Ability</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Administrator</td>
<td>Server configuration and user accounts</td>
</tr>
<tr>
<td>Network Administrator</td>
<td>Device configuration</td>
</tr>
<tr>
<td>Network Operator</td>
<td>Backup for most configuration management tasks</td>
</tr>
<tr>
<td>Approver</td>
<td>Approve jobs that change device software or configuration</td>
</tr>
<tr>
<td>Help Desk</td>
<td>View reports (Default User Role – assigned to all users)</td>
</tr>
</tbody>
</table>

- Tasks displayed change depending on users assigned roles
- Tasks per user role can not be changed / customized in non-ACS mode

Non ACS Mode – CiscoWorks User Roles

CiscoWorks contains many critical tasks that can modify the behavior of a network, as well as, many totally benign tasks that simply display information. Obviously, it would not be wise to allow all types of users access to the critical functions, but at the same time it would be beneficial to allow all types of users access to the basic information. To allow for proper access to all types of users, CiscoWorks employs the concept of User Roles (also known as user privileges or permissions). Use of the various functions or tasks within all CiscoWorks applications is based upon the "roles" assigned to user accounts. In fact, if a task is not permitted to the user role assigned to the logged in user, then that task will not even be displayed in the navigation tree of the application.

CiscoWorks uses five User Roles; users can be assigned more than one user role, and all are assigned the basic user role – Help Desk.

The five user roles and their basic access ability are:

- **System Administrator** – Can perform CiscoWorks system administration tasks
- **Network Administrator** – Can perform tasks that result in network configuration changes or data collection
- **Network Operator** – Can perform tasks related to network data collection, but cannot perform any tasks that requires write access on the network
- **Approver** – Can approve jobs that change device software or configuration
- **Help Desk** – View only.
Non-ACS Mode - Permissions Report

The tasks that are executable by a user role are static and cannot be changed in the Non-ACS mode. Common Services includes a report that displays every CiscoWorks task for every application on the local server and which user roles have permission to execute it.

To view the Permissions Report, select **Common Services > Server > Reports**, on the dialog displayed select **Permissions Report** and click **Generate**.
Non ACS Mode- Example: Multi-Server Environment (SSO)

So what does this mean in the case of a multi-server environment with SSO enabled. Users attempting to login to any of the servers will have their login request forwarded to the SSO Authentication Server. This server will then process the login using whichever login module is enabled: either the database on the SSO Authentication Server or the external mechanism assigned.

As far as task authorization within CiscoWorks, the user is assigned permissions based on the user roles (defined in the upcoming pages) assigned to their account on the server they are accessing. The same user account must be defined on each server, but the user roles could be different. So, this means that if a user is to have privileges on each server, they must have an user account defined on each server. Similarly, user access to tasks can be different on each server by assigning different roles to their local accounts on each server. User roles can be different on different machines. But this is not a suggested configuration. Ideally, in local security mode, we want all users to have the same roles in all machines.

So in essence, the SSO Authentication server is only for authenticating the user logging into the server and not authorizing the user for task execution. The later, task authorization, is handled by the local server and the user’s roles defined on the local server which is being accessed.
CiscoWorks Security
Integration with ACS (optional)

Integration with ACS – (Optional)

If planning to use ACS, configure it after all CiscoWorks applications are installed. If you have installed an application after configuring the CiscoWorks Login Module to the TACACS+ mode, then the users of that application are not granted any permissions. However, the application is registered to Cisco Secure ACS.

Multiple instances of same application using the same ACS server will share settings. Any changes will affect all instances of that application.

If an application is configured with ACS and then the application is reinstalled, the application will inherit the old settings.

You can create new roles using ACS. The role you create is not shared across all the LMS applications. The role is shared across the same application in different CiscoWorks Servers registered to that particular ACS. You have to create new roles for each of the LMS applications that are running on the CiscoWorks Server. For example: Assume you have configured 10 CiscoWorks Servers with an ACS server and you have created a role in RME (say, RMESU). This role is shared for the RME application that runs on all 10 CiscoWorks Servers.

System Identity User in ACS Mode: There can only be one System Identity User per machine. The System Identity User you configure has to be a Peer Server User. In ACS mode, the System Identity user needs to be configured in ACS, with all the privileges the user has in CiscoWorks.
CiscoWorks Security
ACS Mode

ACS Mode

The ACS mode differs from the non-ACS mode in that the ACS not only authenticates the user, but also provides the user permissions (authorization); the local CiscoWorks accounts are not used in this mode. When enabling the ACS mode, the administrator is asked to register the applications with ACS. ACS will now know about the 5 standard user roles and every application and task on the CiscoWorks server. As we will see shortly, this allows for the customization of task execution.
ACS Mode – Define ACS Server in CiscoWorks

To use an Access Control Server for AAA functions, Select the AAA Mode Setup feature and change the AAA mode type to ACS. The system administrator will need to define the IP address, TACACS port and login information for the ACS in the network. When the Apply button is clicked, the following actions take place.

- A list of tasks in the CiscoWorks applications is registered with the ACS Server.
- A list of default user roles i.e. System Administrator, Network Administrator, Network Operator, Approver and Help Desk is registered with the ACS Server.
- A mapping of the tasks that the above user roles can execute is also registered with the ACS Server.

In the case of the LMS bundle, many tasks can be executed in the following products, i.e. Campus Manager, Resource Manager Essentials, Internetwork Performance Monitor, Device Fault Manager and Common Services. The mapping between user roles and these tasks are registered with the user. Note that this is a default mapping of user roles and tasks. This default mapping can be accessed in the LMS Server by traversing to Common Services panel → Server → Reports → Permission Report link and generating the report.

Note that the default mapping between tasks and the roles can be changed in the ACS Server and the changed mapping won’t be reflected in the Permission Report.
ACS Custom User Roles

ACS allows the administrator to either modify the 5 standard user roles or create new user roles on a per application basis.

For example, in the figure above, a new user role is being created called NetNightOps with the goal of giving the night supervisor some System Administration privileges to fix the CiscoWorks server, if necessary, but not enough privileges to make major changes to the server. Notice that this particular user role is for Common Services. All Common Services tasks are listed and the ACS administrator simply selects which tasks this user role will be capable of executing.

Note that using ACS, users can only be assigned one user role unlike in the non-ACS mode. Therefore, a new user roles giving complete access to all tasks will need to be created in order for the Admin user to have the same privileges as in the non-ACS mode (Admin user has all user roles assigned basically giving him total access).
ACS Secured Views

In ACS mode, privileges can be assigned on a per user or group of users basis depending on the configuration of ACS. Regardless of this fact, a user or group of users can be assigned a different user role per CiscoWorks application. Previously it was stated that each user could only be given one user role per application, this is not totally true. A better way to say this would be that each user can only have one user role per network device group (NDG - a set of devices in ACS) per application. This results in incredible flexibility to operate on some devices and view only others.

Now using ACS for authorization, a user can be given Network Administration rights for one group of devices, but only Help Desk privileges for another set of devices. The user doesn’t need to keep track of this fact because they will only see the devices they have privilege to see for a selected task. This is known as Secured Views.

For example:

- Two users Joe and Frank are configured in ACS.
- Two Network Device Groups NDG1 (contains device D1) and NDG2 (contains device D2) are configured in ACS.
- Network Administrator role is mapped to task “Edit Device Configuration”.
- Joe has a Network Administrator role on NDG1 network device group. This means he is authorized to perform “Edit Device Configuration” task on device D1 in NDG1.
- Frank has a Network Administrator role on NDG2 network device group. This means he is authorized to perform “Edit Device Configuration” task on device D2 in NDG2.
- When Joe logs into the LMS Server and accesses the “Config Editor” screen, he will see only device D1. This is because his view of devices is restricted to only devices on which he can execute task “Edit Device Configuration”. The same is applicable to Frank as well, where he can see only device D2 in the “Config Editor” screen.
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Device Management

Overview

- **Device and Credentials Repository (DCR)**
  - Common repository of devices and their credentials used by all CiscoWorks applications
  - When used in the multi-server environment, the DCR can be replicated among the Master and Slave servers

- **Grouping Services**
  - Logical grouping of devices to expedite task execution
  - System or user-defined device groups

Device Management

All management tools have one common configuration required before any management task can commence - configuring the tool to tell it which devices it needs to manage. The LMS CiscoWorks solution is not just one tool, but a collection of tools; all needing to be told which devices to manage. The adding of devices to a tool along with any necessary credentials (passwords, SNMP strings) can be a time consuming process. Fortunately, rather than perform this task for each CiscoWorks application, Common Services provides a centralized Device and Credentials Repository (DCR) that each application can then pull the desired subset of devices and credentials from in which to manage. This assists in the maintenance of the tools – for example, if a device credential is changed, rather than updating a number of tools, only the DCR needs to be updated ensuring that all CiscoWorks applications are using the most up-to-date information.

It was mentioned previously that CiscoWorks could be deployed in a multi-server environment. Taking advantage of the trust relationship, employed by Common Services, allows the possibility of sharing the DCR among the servers. One server is configured as the Master and the rest of the servers are configured as Slaves. Any changes to the DCR (Add, Edit, Delete) are performed on the Master DCR and then copied to the Slave DCRs automatically. This insures that all applications on all servers are sharing the same device and credential information.

CiscoWorks tasks are often run against a set of devices. Selecting the desired devices from a list of possibly thousands of devices could be time consuming and frustrating. Therefore, devices can be grouped using rules based on device attributes. Now, a group can simply be selected as the input for a task, saving time. Each CiscoWorks application has a number of pre-defined System Groups (i.e. in Common Services System Groups are by device type) and a user can also create their own groups. These groups can be shared between applications.

Note that the membership of a group is determined by applying a set of rules. These rules define the set of devices to be managed by the application. Thus, membership of a group could be different between two applications, if they are managing a different group of devices.
Device Management
DCR Overview (Contents and Interfaces)

First, it should be re-iterated that the DCR is a common repository for device and credential information shared by all CiscoWorks applications. The DCR does not talk or poll Cisco devices and no additional device data, such as config files, syslog messages, etc., is stored in the DCR; device data is collected by the individual CiscoWorks applications from the devices using the credentials in the DCR and is then stored in their own databases.

As you will learn shortly, the device attribute and credential information in the DCR can be managed in several ways. Most commonly, the Device and Credentials Administration or DCA GUI provides easy access to the information. Alternatively, the system administrator can management the DCR contents at the Command Line Interface (CLI) of the CiscoWorks server. The user can add, delete, modify devices, change/view DCR modes, and list the DCR attributes from the CLI of the server using the `dcrcli` subcommand in a shell environment or at the CLI of the server. (For more information on the DCR CLI, refer to the Common Services User Guide and White Paper found in Chapter 5.)

Individual CiscoWorks applications interact with the DCR to get the device list, device attributes, and device credentials. Applications can read the information as well as update the information in the DCR so that it can be shared with other applications. Let's now look at how CiscoWorks RME and Campus Manager not only read the DCR information put also add and edit the information in the DCR.
DCR Overview – Management and Use of Information

This illustration clearly identifies how the information in the DCR is populated, managed, and used by other applications. One of the first tasks to be performed by the CiscoWorks administrator is the population of the DCR. As illustrated, this can be done by using the DCA GUI to manually add devices, by bulk importing devices from a file or a third party NMS (see note below), or by using the auto-discovery feature of the Campus Manager product. Common Services also includes tools to edit the information to ensure all devices are associated with the proper access credentials (SNMP community strings, login and enable passwords, etc.). As illustrated in Chapter 3, Scenarios, information on three different types of devices is stored in the Device and Credentials Repository.

- **Standard devices.** All other Cisco devices that are not cluster managed devices or AUS managed devices are referred to as "standard devices".

- **Auto Update Server (AUS) managed devices.** The Auto Update server (AUS) supports a pull model of configuration that can be used for the initial configuration, configuration updates, operating system updates and periodic configuration verification. The DCR provides the means to store the association between AUS and AUS-managed devices. For AUS managed devices, the Display Name and AUS Device ID (device_identity) are mandatory.

- **Cluster managed devices** that form a cluster are stored in a special format. DCR provides means to store the association between the cluster members and the cluster. For cluster managed member devices, the member number, display name and cluster name are mandatory.

**Note(s):**
- Different CiscoWorks applications need different credentials to perform their tasks. The basic credential needed by all CiscoWorks applications is the SNMP v2 or v3 credentials.
- Once populated, each CiscoWorks application can subscribe to all or a subset of the devices in the DCR.
- Applications like RME, DFM, and Campus Manager discover the device type and update the device type in the DCR.
- Import from the local NMS is available for HPOV NNM 6.x and NetView 7.x. Import from a remote NMS is available for HPOV NNM 6.x, NetView 7.x, as well as ACS. Refer to Chapter 3 for details.
Device Management
DCR Master/Slave Synchronization

When CiscoWorks is deployed in a multi-server manner, they can be configured to be part of a management domain that effectively shares the device list and device credentials. This sharing is based on a Master/Slave mechanism. The DCR Master refers to the repository which contains the device list and credentials data that can be shared with DCR Slaves in the management domain. DCR Slaves replicate the DCR Master device lists and credentials and provide transparent access to applications installed in those servers.

Any changes to the device list and/or their credentials will first occur in DCR Master and then be propagated to the Slaves.

Note:

- In case of repository data updates on a Slave server, the Slave DCR server will first update Master DCR Server and then update its own repository data.
## DCR Device List

To see the devices in the DCR, as well as, the identifying device attributes, use the Common Services > Device and Credentials > Reports > Device List Report task. By default, the DCR contains 4 user-defined attribute fields that can be populated with any value to help the users identify the device. Common Services allows the default names to be changed and additional fields to be defined, if desired.

**Note:** The user-defined fields can help in the creation of meaningful device groups or add additional descriptive information about the device.

### DCR Device List

<table>
<thead>
<tr>
<th>Display Name</th>
<th>Device Type</th>
<th>IP Address</th>
<th>Description</th>
<th>User Defined Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 10.10.10.100</td>
<td>Cisco 2960</td>
<td>10.10.10.100</td>
<td>Device 10.10.10.100</td>
<td>Field 1 Field 2</td>
</tr>
<tr>
<td>2 10.10.10.101</td>
<td>Cisco 2960</td>
<td>10.10.10.101</td>
<td>Device 10.10.10.101</td>
<td>Field 3 Field 4</td>
</tr>
<tr>
<td>3 10.10.10.102</td>
<td>Cisco 2960</td>
<td>10.10.10.102</td>
<td>Device 10.10.10.102</td>
<td>Field 5 Field 6</td>
</tr>
<tr>
<td>4 10.10.10.103</td>
<td>Cisco 2960</td>
<td>10.10.10.103</td>
<td>Device 10.10.10.103</td>
<td>Field 7 Field 8</td>
</tr>
</tbody>
</table>

- **User Defined Fields**

  - These fields can be used to associate additional attributes to a device for grouping services or adding descriptions (i.e. location)
  - The 4 default user fields can be renamed and more can be added if necessary

---

Common Services > Device and Credentials > Admin > User Defined Fields

---

View complete DCR device list with identity attributes and user-defined fields
Device Management
Grouping of Devices

- **View is a Logical Grouping of Devices**
  - Use to simplify the selection of devices for various operations

- **System (predefined)**
  - Pre-defined collection of devices (i.e. MDF device types)
  - Each CiscoWorks application has different types of System Groups

- **User Defined**
  - Membership based on set of rules or criteria
  - Membership can be **Static** (manually changed only) or **Dynamic** (automatically changed when membership rules are applied)
  - Groups can be **Private** (available to creator only) or **Public** (usable by all)

---

### Grouping of Devices

Many CiscoWorks tasks are executed against a set of devices. When thousands of devices are being managed, selecting specific devices for the task could be difficult. For instance, a thousand devices are being managed and a detailed hardware report needs to be run for only the 7200 routers.

CiscoWorks uses the concepts of *groups* to simplify the selection of devices. All CiscoWorks applications introduce default groupings. For example, Common Services has default system groups that categorize devices by MDF-types in a hierarchical manner (routers, 7200 router, etc). (MDF-type is the normative name for the device type as described in Cisco’s Meta Data Framework (MDF) database. Each device type has a unique normative name defined in MDF.

All CiscoWorks applications also allow users to create their own groups. These groups are created using a set of rules and can be configured to automatically populate based on adherence to the group rules or only with user intervention basically making for dynamic and static groups. Further, groups can be limited to only the creator of the group (private), or for use by all (public).

This powerful feature further simplifies the use of CiscoWorks if meaningful groups are created. As previously mentioned, each device has 4 (or more) user fields associated with it (stored in the DCR) that can be used to help define groups. For example, User Field 1 could be assigned to device location. Then, a device group could be dynamically created based on the value of the location user field. Tasks can then be executed for devices belonging to a specific location.

When selecting devices for a task, these system-defined or user-defined groups can be used. A device can belong to multiple groups depending upon the definition of the group.
System Groups

Each application has its own System Groups that are populated as devices are added. In the case of Common Services, the system groups are based on device types. A device based system group will only be listed if a device of that type has been added to the DCR. These pre-defined groups come under the Provider Group (or the root group), which, by default, is of the format Application@server-hostname. A Provider Group exists for each CiscoWorks application installed and is the parent for all the groups defined for a particular application.

Note:
- Groups defined by any application are available for use by other applications.
User-Defined Groups

Because groups are so beneficial to the execution of CiscoWorks tasks, the administrator can create their own groups for use. As illustrated above, these groups are defined under the User-Defined heading also found as a child group to the Provider Group and a sibling to the System Group.

User-defined groups are created using rules based on devices attributes in order to determine membership. Rules can be combined using Boolean operators for greater granularity. Groups can be defined in a hierarchical fashion with each child group being a sub-group of the parent.

Each application can create their own user-defined groups, and will have different device attributes to use for rule definition based on the information collected by the application about the device.

Note:

- **When operating in a multi-server environment, the Group Admin tasks will be disabled on a Slave server. All Common Services groups can only be created on the Master server.**
User-Defined Groups, continue ...

As will be illustrated in Chapter 3 in a scenario, the creation of user-defined groups in a simple 4 step process of defining its descriptive properties, the criteria or rules for being included in the group, adding more, deleting, or fine-tuning devices in the group, and finally a quick review of the group before its all done.

As noted, each application can create their own user-defined groups, and will have different device attributes to use for rule definition based on the information collected by the application about the device. In the case of Common Services, the attributes used for rule creation are based on the device attributes defining a device in the DCR including the user-defined fields.

Sometimes it might be helpful to have a group that simply hold the grouping of other groups. **Container groups** are groups with no rule, whose membership is the union of the membership of its children. The Create Rules dialog box allows you to check the syntax in the Rules Text field. You can use this facility to validate the rules you have created. If you leave the rule blank, it creates a Container group.
Sharing Groups

Keep in mind that membership in a group is evaluated at the time of task execution and only the devices in the application’s local DCR is used for the group membership. Any application can use another applications group for running a task within the application. However, the membership of the group may be different between the two applications depending on the devices they are managing. For example, 4 routers have been added to the DCR, therefore the membership of the Routers System Group for Common Services contains 4 devices. When RME was configured, only two of the routers were subscribed to from the DCR for management by RME. So if RME selects the Common Services Router group to run one of its reports against, the report will be run against only two routers managed by RME even though under Common Services the group has 4 devices in it. In other words, when an application selects another applications group, the devices selected are determined by evaluating the group’s rules against the set of devices being managed by the requesting application.

Note(s):

- **In the ACS-mode, group membership can be further limited based on the current user’s access rights for devices.** So, if the task selected in the RME example above required a user to have Network Administrator privileges to execute, and the current user only had Network Administrator privileges for router A, then the Router Group for this task would only have a single member.

- **When operating in a multi-server environment, the Group Admin tasks will be disabled on a Slave server. All Common Services groups can only be created on the Master server.**
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Software Center

Overview

Software Center is the facility for retrieving all CiscoWorks software updates and most current device packages used by CiscoWorks applications

- Requires configuration of Cisco.com account (Common Services > Security > Cisco.com Connection Management > Cisco.com User Account Setup)
- Software Updates are downloaded to file system
- Device Package Updates can be installed directly from Web interface or downloaded to file system
- Device Packages can be scheduled for periodic download

Software Center

Many of CiscoWorks tasks require specific knowledge about a device. However, since Cisco is frequently updating and adding new device types and versions, CiscoWorks could be out-of-date for these devices. To combat this, Cisco releases Incremental Device Updates (IDU) once a quarter. Likewise, some device software may have a new release and may require updates.

The Software Center function of Common Services simplifies the updating of CiscoWorks by checking Cisco.com for software and device support updates, downloading them to the server file system along with the related dependent packages, and installing the device updates (software updates must be performed offline).

Most of the device family-based packages can be installed directly from the web interface while the device support packages such as IDU have to be installed based on the installation instructions documented in the respective readme files.

Device Updates downloads can occur on demand or in a scheduled fashion. For downloads from Cisco.com to work, the server requires login access to Cisco.com. This can be configured using the Common Services > Server > Security > Cisco.com Connection Management > Cisco.com User Account Setup task.
Check for Software Updates

From time to time, updates to all CiscoWorks applications are made available on Cisco.com. Typically, Incremental Device Updates (IDUs) are made available every 3 months. The CiscoWorks Home Page provides numerous ways to retrieve these updates:

- The lower right hand corner of the home page presents CiscoWorks Product Update notes with a link to all available updates.
- The Resource section of the home page (upper right-hand corner) contains a link to all CiscoWorks Software including updates.
- The Common Services Software Center contains a Software Update task. Selecting this task will display the currently installed CiscoWorks applications and a mechanism to retrieve updates.

Note(s):

- Incremental Device Updates (IDUs) can be downloaded from Cisco.com at: http://www.cisco.com/cgi-bin/tablebuild.pl/cw2000-campus
- If the Common Services server is behind a firewall, the proxy settings are used to download messages from Cisco.com. CiscoWorks Homepage provides an Admin user interface to accept the proxy settings. CiscoWorks Homepage alerts you if any urgent messages are found. By default, the polling interval is one minute. You can change the polling interval.
Software Updates

When accessing the Common Services > Software Center > Software Updates task, a dialog is displayed showing the bundles and individual applications installed. Clicking on an application will give the details about the Applications and Packages installed with a Product page that gives the details of the installed applications, patches, and packages of the product.

To download updates for selected applications, select the desired applications and click the Download Updates button. The user will then be prompted for a location on the file server to download any updates to.

If the user wishes to first select which updates to actually download, click the Select Updates button which will present a list of available updates for the selected applications.

Note: Each software update is accompanied by a readme file which will provide steps for installation. Software updates are done from a server command line and not the CiscoWorks GUI.
Device Updates

When accessing the **Common Services > Software Center > Device Updates** task, a dialog is displayed showing the applications installed and a count of device types supported for each product installed in the system (some applications may have none and this is OK).

Click on the device type count link to view the Device Map that lists the SysObjectID, Device Name, Package Name, and Version.

Click on the application to view a Package Map that lists all the installed device support packages of the product, and the version of each package.

To check for updates for an application, select the application and click **Check for Updates**. The user can select where to check for newer packages either at Cisco.com or on a file system (typically the file system is selected if the packages were automatically downloaded using the scheduling feature and now need to be installed). Software Center will compare the current Package Map against the current Package Map on Cisco.com. Any newer packages will be listed. Packages to download and install can be selected from this list.
Scheduled Device Downloads

A system administrator can schedule device package downloads and specify the time, frequency of the downloads, as well as the download policies. Software Center supports the following download policies:

- Download all latest device packages of products installed in the machine
- Download newer versions of currently installed packages
- Download the specified packages (comma separated)

The user must provide their Cisco.com credentials and the location to which the packages should be downloaded.
### Event Log

The Software Center Event Log (Common Services > Software Center > Activity Log > Event Log) can be used to see the details of Software Center behavior. For instance, if device updates were scheduled, the event log could be used to see how many packages were downloaded.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Description</th>
<th>Date</th>
<th>Event Type</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. nte</td>
<td>Installing Device Package(s), invoked from CLI</td>
<td>16 Feb 2005, 16:07:37 PST</td>
<td>Install Device Package(s)</td>
<td>Executed</td>
</tr>
<tr>
<td>2. cvw</td>
<td>Installing Device Package(s), invoked from CLI</td>
<td>17 Feb 2005, 15:28:19 PST</td>
<td>Install Device Package(s)</td>
<td>Executed</td>
</tr>
<tr>
<td>3. CoolView</td>
<td>Device Package Downloads Invoked through Device Updates CLI (Immediate option)</td>
<td>11 May 2005, 13:12:17 PST</td>
<td>Device Package Downloaded</td>
<td>Completed Successfully</td>
</tr>
</tbody>
</table>
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Common Services includes several administrative features to set up the server and to ensure that the server is performing properly:

- **Processes**: Provides details on managing processes.
- **Backup**: Provides scheduling of backup.
- **Licensing**: Manages licensing.
- **Collect Server Information**: Provides running of collect server information.
- **Selftest**: Provides ability to create and delete selftest information.
- **Notify Users**: Broadcasts messages to all logged on users.
- **Job Browser**: Provides details about managing jobs.
- **Resource Browser**: Provides details about managing resources.
- **System Preferences**: Configures the SMTP server, rcp user, and CiscoWorks e-mail ID.

See Chapter 4 of this tutorial for more details on these topics.

**Administration Overview**

Common Services is the home for all tasks concerning the management and maintenance of the server itself. These tasks include Backups, job and process management, and diagnostic tests. For more information on the administrative features of Common Services, see Chapter 4.
Thank You!

Continue on to Chapter 3 to learn how to use the management services of Common Services through a series of scenarios.
Common Services Scenarios

CiscoWorks LAN Management Solution (LMS) is a feature packed collection of tools used to both save time and to help simplify common network management tasks for Cisco-based networks. The foundation of these tools is the Common Services portion of LMS. All CiscoWorks applications rely on these services to perform their respective management tasks.

Chapter 2 introduced the reader to the features in Common Services. In this chapter, three scenarios will be presented detailing the steps required to configure and effectively use the features in Common Services.

The first scenario, Getting Started, provides the basics required to begin using CiscoWorks – server access, navigation, adding devices to the DCR, creating user accounts, as well as ways to enhance the use of CiscoWorks – creating device groups, and homepage customization.

The second scenario, Configuring Multi-Server Environments, demonstrates how to configure some of the features in Common Service when operating in a multi-server environment including enabling Single-Sign-On and shared DCR modes.

The final scenario, Using ACS for AAA Services, explains how to configure Common Services to use an Access Control Server as the authentication and authorization mechanisms for CiscoWorks login authentication and task authorization.

To enhance the effectiveness of the chapter as a learning resource, the reader is encouraged to follow along on an operational system, and to explore the other function options not covered by this tutorial. It would also be wise to view the help screens associated with all functions to better understand the many different options available for most tasks. Launch help by selecting the Help link in the upper right-hand corner of the Common Services desktop. The help is content sensitive.
Scenarios Overview

The scenarios presented in this chapter will demonstrate the basics for configuring a single server and then look at some of the features available when operating in a multi-server environment.

Note that neither the Single Sign-On mode or the DCR Master/Slave mode are required when operating in a multi-server environment, and that these features may also be implemented independently of each other. The prerequisites for these two modes, however, are basically identical consisting of the setup of trust between servers.

The use of ACS as the AAA mechanism for CiscoWorks is an optional feature that greatly enhances the use of the product. The steps for configuring this feature is illustrated in the last scenario.
Getting Started

- Configuring Multi-Server Environments
- Using ACS for AAA Services
Getting Started

In this first scenario, the user will first learn how to access the server and learn the basic layout and navigation of both the Homepage and Common Services desktop. This will be followed by a look at how to customize the CiscoWorks Homepage.

Before any of the applications can begin to perform any management activity, the Device and Credentials Repository (DCR) must be populated with devices. The scenario will look at how to achieve this by both adding devices manually and performing bulk device import using a file.

Note(s):

- The DCR can also be populated by bulk importing devices from a supported NMS and by using the auto-discovery feature of the Campus application. Refer to the Campus tutorial or User Guide for more information about device auto-discovery.
- Once the DCR is populated, each application must then choose which devices in the DCR that each CiscoWorks application will manage. By default, most CiscoWorks LMS applications synchronize with the DCR and use all devices. See the User Guide or tutorial for each application for more on this subject.

After the DCR is populated, the scenario discusses how to create a user-defined group, which will help in device selection when using various CiscoWorks applications.

The final step in this first scenario will show how to create a local CiscoWorks user and assign permissions. In the default mode, all AAA services are performed by Common Services. (Scenario 3 will look at how to “farm out” this service to an external ACS.)
Server Access

Accessing the CiscoWorks server is easy, simply enter the DNS name or IP address of the CiscoWorks server followed by the http port being used (port 1741 is used by default during installation) as a URL in a standard web browser (refer to Chapter 4 for complete client requirements):

http://<server-name or IP address>:1741

The login to the CiscoWorks server is done with a secure transaction, using https. Follow these steps to understand the security dialogs and get to the CiscoWorks login screen:

1. Prior to being redirected to a secure page displaying the login banner, a pop-up Security Alert is displayed informing you of a Security Alert. To simply continue, select Yes or continue to the next step.

2. Optional step: The Security Alert will continue to be presented at each subsequent login until the user installs the certificate by selecting View Certificate.
   - In doing so, the Certificate dialog will be displayed; select Install Certificate and follow the instructions presented. When finish select OK in the Certificate dialog, and then Yes on the Security Alert window.

3. To access the CiscoWorks homepage, enter your assigned User ID and password provided by the CiscoWorks system administrator.

4. Click Login.
CiscoWorks Homepage

After successful login authentication, the CiscoWorks homepage will be displayed. The homepage will display the different registered CiscoWorks applications. Also, the upper right-hand corner of the homepage displays some links to helpful external resources at Cisco.com as well as other homepage links to third party applications or tools added to the CiscoWorks homepage (refer to Homepage Customization). These external resources can be hidden; refer to Homepage Customization.

Keep informed about important updates from Cisco in the lower right-hand panel. Information about new releases or service packs will be announced here. By default, Cisco.com is polled every minute for information. This can be changed; refer to Homepage Customization.

To launch Common Services, find the Common Services panel and click on the header to take you to the main window for Common Services, or select one of the Common Services tasks listed to go directly to that task.
Homepage Navigation - Layout

Prior to using Common Services, it would be beneficial to discuss the basic layout to help you understand how to navigate through Common Services.

Since all CiscoWorks applications use Common Services for desktop support, all registered applications will have the same user interface and navigation features. The Common Services desktop appears as a series of folders representing the major task categories. The contents of these folders are accessible by selecting the appropriate folder tab. The currently selected folder is identifiable by the different color of the tab and its text. Immediately under the tabs are the options associated with the selected major task category. Notice that this bar is the same color as the selected tab helping to further identify which tab is selected. To select one of these options, simply click on it. The selected option will be in bold text. At this point, the selected option may have a dialog box associated with it, which will be displayed in the content area. The selected option may also have sub-tasks associated with it. These will be listed in a Table of Contents (TOC) dialog on the left-hand side of the screen. Again, to select one of the sub tasks, simply click it and its text will now become bold to identify it as the selected task.

When the selected task has no further sub-tasks, a dialog box with further instructions or simply displaying the requested information will be shown in the content display area. To determine where the user currently is, the display line (appropriately titled “You Are Here”) under the tab options indicates the path currently selected.

**Tutorial Annotation:** To help reduce the number of pages in this tutorial, the entire desktop is not always shown. To facilitate the user in understanding what task is being displayed, the following notation is used to represent the options clicked: **application > option > task > sub-task**.

For example to access the local user setup task, the user would be in the Common Services application, click the Server tab and then click the Security option, and finally the Local User Setup task from the TOC; in other words, **Common Services > Server > Security > Local User Setup**.
Getting Started
Homepage Customization

The homepage acts as a common launch point for all CiscoWorks applications installed on the local server, as well as, remote CiscoWorks applications registered with the local server. The homepage can also be configured with links to other web-based external resources. Two headings are included for these external resources, labeled by default as Custom Tools and Third Party.

Here we introduce Ted who is the IT manager for a large east coast based corporation. He recently purchased CiscoWorks LMS to facilitate and ease the management of their Cisco-based network. He has tasked one of his engineers, Sally, to help him configure and customize CiscoWorks for their network.

The first task was to change the name displayed on the homepage from the default name of the server to something more meaningful. Also, he wishes to use the Custom Tools heading for links to internal web-based tools and hence want to also change that name.

Before, presenting the steps, notice in the figure above that the Home Page tab has been selected and that the options include: Application Registration (use this task to add CiscoWorks applications on a remote server to the homepage), Links Registration (use this task to add URLs to other resources to be listed under either the Third Party or Custom Tools headers in the resource area of the homepage), and Settings (which Sally will use to carry out Ted’s requests).

1. Sally logs into the CiscoWorks server, and selects Common Services from the homepage. Select the Home Page tab, and then the Settings option.

2. The Homepage Settings dialog is displayed. Sally changes the Homepage Server Name to EastCoastOps and the Custom Name for the Custom Tools header to Internal Tools. Click Update to apply the changes.

3. A dialog is displayed that asks the user if the new name should also be used as the Provider Name. The Provider Name is shown as an extension to the application name in the Group Selector and helps to differentiate between applications on different servers when in DCR Master/Slave mode. Selecting Yes requires the Daemon Manager to be restarted.

If necessary to restart the daemons on a Windows server, enter “net stop crmdmgtd” from the CiscoWorks server’s command line followed by “net start crmdmgtd” Note: it takes at least 5 minutes for all the services to restart. On a Solaris platform use: /etc/init.d/dmgtd stop and /etc/init.d/dmgtd start.
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Homepage Customization - Results

The figure above shows the results of the previous page.
The new Server Name is displayed on the login banner, at the top of the homepage, and as the Provider Name on the group selector.
Also note the name change of the former Custom Tools header in the Resource area of the homepage to Internal Tools.

Custom name for one of the resources categories

Provider Name

Server Name on Login Screen and Homepage

Homepage Customization - Results
DCR Management – Set User Field Labels

The DCR is used as the common repository for all devices to be managed by CiscoWorks along with access credentials (passwords, SNMP community strings) and descriptive attributes. The user can choose to add custom attributes to help in the identifying and grouping process. By default, there are 4 user fields for this purpose, the CiscoWorks administrator can rename the fields and also choose to add more fields.

Ted wants to help identify devices based on their building location and has asked Sally to rename User Field 0 to a more descriptive heading, called Location. Then everyone will know the purpose of the user field. To perform this task, Sally performed the following steps:

1. Select Common Services > Device and Credentials > Admin > User Defined Fields.
2. The User Defined Fields dialog is displayed showing the number of currently defined fields and their label. Sally selects user_defined_field_0 and clicks Rename.
3. A new dialog is displayed asking for the new Label and Description. After entering the information, select Apply to make the changes.
DCR Management – Adding Devices Manually

Now it’s time to add the devices, their credentials, and attributes. In this step, Sally adds the devices manually, using the user interface:

1. Select Common Services > Device and Credentials > Device Management.
2. The Device Summary dialog is displayed showing the applications installed locally (if in the DCR Master/Slave mode, then the applications from the other servers would also be displayed and distinguished by a unique Provider Name). Select Add to add a new device.
3. A multiple step Device Information wizard is displayed (the number of steps vary depending on the type of device being added). Select the Standard radio button as the type of device to be added. Enter the information necessary to identify the device and click the button Add To List. This feature allows more than one device to be added at a time when the devices have the same credentials and user field attributes). When done adding devices, select Next > to go to the next step of the wizard.
DCR Management – Adding Devices Manually, continue …

4. The Add Credentials Template dialog is displayed as the next step of the add device(s) wizard. Use this template to add the access credentials for the devices being added. The only mandatory credential is SNMP read access (either v2 or v3). However, some CiscoWorks applications require access information to perform their tasks. When credential information has been entered, select Next > to go to the final step of the wizard.

5. The User Defined Fields dialog is displayed as the last step of the add device(s) wizard. Notice that the first entry is label Location as changed previously. Enter the appropriate Location for all devices being added. Click Finish to add the device(s).

Note: that all devices added to the list in the first step of the wizard get the same credentials and User Field values.

Note: SNMPv3 requires setup on a device to allow users different access to different parts of the MIB (view). The following commands allow a user read/write access to all MIB variables. (CatOS requires ‘set’ in front of the commands):

Create View – `snmp view <view-name> 1.3.6.1 included nonvolatile`

Set Security Model for group and view access – `snmp access <group-name> security-model v3 authentication read <view-name> write <view-name> nonvolatile`

Create User and authentication protocol – `snmp user <user-name> authentication md5 <password>`

Create a group and associate the user with it – `snmp group <group-name> user <user-name> security-model v3 nonvolatile`

Note: SNMP v2 and v3 can both be set, but if v3 is enabled it takes precedence.
DCR Management – Importing Devices from a File

Manually adding devices can be a very labor intensive process. Common Services also allows for bulk import of devices from a file. The Help screens for the Bulk Import processes includes a link to sample files to help define the format and set them up.

The above figure shows the DCRCSV version 3.0 file. The fields listed in the header determine what is to be imported (and exported as well). To control these fields edit the following file:

$NMSROOT\objects\dcrimpexp\conf\Export_Format_CSV.xml.

To know what the potential fields are, use the DCR CLI task. From the command line of the CiscoWorks server, enter `dcrcli -u username` where username is a CiscoWorks account. Enter the password when prompted. Enter `lsattr` to view a list of all possible fields. Modify the header line in the file accordingly.

**Note(s):**

- Version 2.0 of the CSV which is fixed and a little more straight forward can also be used, but may not always be supported
- The CSV export is always in Version 3.0 format.
DCR Management – Importing Devices from a File (Cont)

Once the file has been created, use these steps to import the file:

1. Select Common Services > Device and Credentials > Device Management.

2. The Device Summary dialog is displayed showing the applications installed locally (if in the DCR Master/Slave mode, then the applications from the other servers would also be displayed and distinguished by a unique Provider Name). Select Bulk Import.

3. The Import Devices dialog is displayed. Select File as the source of the import and enter the location and type of file. Since we want to use this new information being imported, select “Use Data from Import Source” as the conflict resolution option. If desired, the import can be scheduled, here we select Immediate. Click Import to import the devices listed into the file into the DCR.

4. The results of the import will be displayed in the Import Status dialog. If devices are listed in the Not Imported area of the dialog, click on the number to see details.

Note(s):

- If using this mechanism for simply changing credentials or attributes, the devices are not imported and will be listed as Conflicting Devices. This is correct behavior since no device are actually imported only the credentials or attributes have been changed.
- See the Campus Manager tutorial or User Guide for information on how to populate the DCR using the device auto-discovery feature of Campus.
- The “Exclude” feature allows you to specify a file that contains the list of the devices that should not be added to DCR using the Add or Import operations. During Add or Import operations, DCR makes sure that the device being added or imported is not listed in the Exclude Device List. A device can be excluded based on its hostname+domain name, IP address and device-identity fields.
DCR Management – Importing Devices from Local or Remote NMS

Even adding devices using a text file can be a very labor intensive process. Common Services also allows for bulk import of devices from local or remote third party network management system (NMS), such as HP OpenView, Tivoli NetView, and ACS (remote server).

If importing from a remote NMS, you must have permissions to log into the remote NMS without a password. Common Services uses remote login to log into the Server and get device details. The rhosts file should be modified to enable you to login without a password.
DCR Management – Results of Adding Devices

After the devices have been added to the DCR, verify the contents of the DCR by generating a Device List Report:

1. Select Common Services > Device and Credentials > Reports.
2. The Report Generator dialog is displayed listing the possible reports. Click on the Device List Report. Click on the options displayed to see more details about the devices and click Generate.

The DCR Device list report is displayed showing the devices in the DCR and associated attributes (if the options for the report were selected).

Note: to see changes to the DCR, select the Audit Report and pick a time frame to report on.
Getting Started
Grouping Services

Grouping Services

Groups are used to logically organize devices together based on some common attribute. When using CiscoWorks, tasks are often run against a set of devices. Having carefully thought out how tasks and reports will be used, user-defined groups can assist and simplify the device selection process. Ted suspects that many reports and tasks will be run against all devices in a building, and that was one reason why he added the user-defined field “Location” and populated the field with the building that the device resided in. Ted tasks Sally to use this fact to create groups based on the location of a device.

Sally uses the following steps to create a group:

1. Select **Common Services > Groups**.
2. The **Group Administration and Configuration** dialog is displayed containing a Group Selector which lists the different CiscoWorks applications known to this server.
3. Sally expands the Common Services entry to reveal the group categories for Common Services. When using Common Services to create groups, the groups must be created under the **User Defined Groups** category; so Sally selects it.
   
   If user-defined groups were already defined under Common Services, Sally could have selected one of them, thus creating a hierarchy of groups. The right side of the dialog displays information about the selected group.
4. Click **Create** to perform the next step.
Grouping Services - Properties

By clicking **Create** on the Group Administration dialog, the four step Create Group wizard is launched. The first step is to set the group properties:

5. Enter a meaningful name for the group.
6. If attributes are to be selected from an existing Common Services system or user-defined group use the **Select Group** button.
7. If creating a hierarchy of sub-groups, use the **Change Parent** button to change the group parent.
8. Membership updates can be **Automatic** meaning that if a device meets the rules of membership at any time, then it becomes a member, or loses membership if it no longer matches the membership rules. This is known as a dynamic group. Conversely, selecting **Only Upon User Request** effectively makes a static group whose membership is only changed by the group creator regardless if a device meets or no longer meets the membership rules after the group was created.
9. The **Visibility Scope** defines who will see this group in the device selector. If Sally were to select **Private**, then Ted would not be able to use this group when he logged into CiscoWorks unless he also has created a similar group.
10. Click **Next >** to go to the next step in the Create Group wizard.
Grouping Services - Membership Rules

The next step of the Create Group wizard is to define the rules that determine membership in the group. Rules can be created using just about every variable in the DCR using multiple operators including equals, contains, etc. Rules can be combined with Boolean operators to create very detailed membership rules.

11. From the variable pull down list, Sally selects Location (This is the former user_defined_field_0 variable)
12. From the Operator Pull down list, select equals.
13. In the value field enter Bldg10 (all devices added to the DCR should have had their Location variable populated with their location).
14. Click Add Rule Expression to add membership rule (the rule is placed into the rule text area, additional rules could be added using Boolean logic if necessary.
   Note that when adding multiple rules, the user may need to edit the Rule Text to add appropriate parenthesis for proper rule interpretation).
15. Click Next> to go to the next step in the Create Group wizard.
Grouping Services – Verify / Fine-Tune Group Membership

Step 3 of the Create Group wizard displays the membership of the group on the right side of the dialog box based on the membership rules just created. The left side of the dialog box is a list of the remaining available devices in the parent group.

This step can be used to fine tune membership in the group by adding and/or removing devices.

*Devices added or removed will cause the appropriate membership rules to be generated.*

16. If necessary, fine-tune the device selection and then click Next> to go to the final step in the Create Group wizard.
Grouping Services - Summary

The final wizard step shows a summary of the group just created.

17. Click **Finish** to create the group. The device selector now displays the Bldg10 group as a child group to the User Defined Groups entry.
User Accounts

At this point, Common Services is configured and ready for use (other CiscoWorks applications require additional setup prior to their use). Sally simply needs to create new CiscoWorks users and assign appropriate permission (user roles) so others can begin to use CiscoWorks.

1. Select **Common Services > Server > Security > Local User Setup**.
2. The **Local Users Setup** dialog is displayed showing all currently configured users. Select **Add** to create a new user.
3. The **User Information** dialog is displayed. Enter the following:
   - Username
   - Password
   - Optional E-mail address (required for Approver user role)
   - One or more user permissions (roles) to be assigned to this user.

Remember, the assigned user roles dictate the tasks that can be performed by this user. If they do not have the correct user permission for a certain task, then that task will not even be listed in the navigation structure.

To view the tasks associated with each user role, review the Permissions Report using the following task: **Common Services > Server > Reports > Permissions Report**.

4. Click **OK** to create the new user.
Configuring Multi-Server Environment
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Configuring Multi-Server Environments

There are many reasons to deploy more than one CiscoWorks server: to add redundancy, to distribute applications, or to regionalize network management services. Whatever the reason, Common Services includes some multi-server features to enhance the use of CiscoWorks in a multi-server environment.

The first multi-server feature is Single-Sign-On (SSO). This allows for a user to authenticate once and then browse and use any server in the management domain without having to authenticate with every server. SSO mode requires one server to be the authentication master. Since all others servers must now securely access this server to process logins, trust must be setup between the servers.

Another multi-server feature is the duplicating of DCRs to ensure all servers in the domain have the same device and credential information. This mode also requires trust between the servers and a way to login to each other.

And once trust has been established between the CiscoWorks servers, it is easy to have the homepage of one server registered with all other servers to facilitate browsing and task execution.

Now a few caveats. All these modes described above are optional in a multi-server environment and can also be used independently of each other. However, they all require some form of trust between the servers to be used. Therefore, the main goal of this scenario is to setup the trust between the CiscoWorks servers. Although all of these steps are not required for each mode, it is easiest to simply just configure them all to ensure proper trust between the servers.

Note: SSO and DCR Master/Slave Mode can be used independently or together (Both however require multi-server trust to be configured)
Update Self-Signed Certificates

Secure communications between servers require the use of certificates. When CiscoWorks is installed a self-signed certificate is generated that can be used. The administrator, however, may wish to include additional information in the security certificate. Use these steps to update a self-signed certificate:

2. The Self Signed Certificate Setup dialog is displayed with the field used for the current certificate filled in. Enter or change information as appropriate. Select Apply to install the certificate.
3. To start using the new certificates, the CiscoWorks Daemons will need to be restarted.

   To restart the daemons on a Windows server enter "net stop crmdmgtd" from the CiscoWorks server’s command line followed by "net start crmdmgtd" Note: it takes at least 5 minutes for all the services to restart.

   To restart the daemons on a Solaris platform use: /etc/init.d/dmgtd stop and /etc/init.d/dmgtd start.

   Note: Anytime a certificate is regenerated it will need to be exchanged with partners in the trust domain to continue server to server communication. We will discuss certificate exchange shortly.
Create New User for System Identity

Secure server to server communication requires each peer server to use the same shared secret. The System Identity account password is used as that shared secret. Also, DCR Master/Slave mode requires servers to login to each other, this account will also serve that purpose.

**Note:** At install time, the admin account is used as the System Identity account and the installer has the choice of selecting the password for this account. To avoid any confusion since the admin account is used to configure the system, a new user account is created here whose sole function is as the trust user.

**Note:** All servers participating in the management domain need to have the same setup performed.

1. Select **Common Services > Server > Security > Single-Server Management > Local User Setup**.
2. The **Local Users Setup** dialog is displayed showing all currently configured users. Select **Add** to create a new user.
3. The **User Information** dialog is displayed. Enter a username, password, E-mail address (required for Approver user role) and select all user permissions (required for the System Identity User).
4. Click **OK** to create the new user.
Configure Multi-Server Environments

Configure System Identity Account

Now that we have created a user to handle all trust activities, we must set this user as the System Identity Account on all servers in the domain.

2. The System Identity Setup dialog is displayed showing the current System Identity user (admin by default). Enter the user name and password just created on the previous page.
3. Click Apply.

   If you entered a user not in the local database, then an error message is displayed.
   If the user entered does not have ALL user roles, then an error message will also be displayed.
Configure Peer Server Account

In DCR Master/Slave mode, the master periodically needs to login to the Slave servers. This is done by logging into the System Identity Account. To set this up, set the Slave’s System Identity Account in the Peer Server Account. To simplify all this, the Peer Server Account on all servers should simply be the System Identity account previously created. In fact to make this even simpler, when the System Identity User is setup (previous page), it is automatically also configured in the Peer Server Account, thus basically requiring no setup. To verify the System Identity User is also a Peer Server Account:


2. The Peer Server Account Setup dialog is displayed. At least two accounts should be listed, the admin account (former System Identity account) and the new user account we created and set as the System Identity Account. (Other user accounts that have all user roles assigned may also be displayed.)

3. No need for any further action.
Exchange Certificates

The final part of the secure server to server communications is the exchanging of certificates between the Master and Slave servers. This is necessary for both SSO and DCR Master/Slave modes. The Master server will need certificates from all Slave servers and the Slave servers will need the certificate of the Master server. Slaves should also exchange certificates in order to display shared groups.

1. Select **Common Services > Server > Security > Multi-Server Trust Management > Peer Server Certificate Setup**.
2. The **Peer Server Certificate Setup** dialog is displayed listing any current peer certificates already imported. Select **Add**.
3. The **Peer CiscoWorks Certificate** dialog is displayed. Enter the IP Address or Hostname of the peer CiscoWorks server to import its certificate. Use the HTTP port for the server, and click **OK**.
4. The **Details of Client Certificate** will be displayed. Click **Accept** to import the certificate into the server’s trusted store.

At this point, the configuration for secure communication between the servers is complete.
Configure Single Sign-On Mode

There are two types of servers in the Single Sign-On mode: the SSO Authentication server (Master), and the SSO Regular server (slave). Both servers use the same task to configure their SSO role, but with different parameters, as illustrated above and described below:


2. The Single Sign-On Setup dialog is displayed showing the current SSO configuration for the server (default is Standalone).

3. SSO Master Configuration – Select the Master radio button and click Apply for the new configuration to take effect.

   SSO Slave Configuration – Select the Slave radio button and enter the IP address or Hostname of the SSO master. Also enter the SSL port (remember this is secure communications), and click Apply for the new configuration to take effect.

Now, when a user attempts to login to a SSO slave, the login request will be forwarded to the SSO Master for authentication. The user will see the login banner for the SSO Master server, but when authentication is completed, the homepage of the Slave server will be displayed. Of course, this means all users must have an account in the SSO Master server. The authorization or user permissions, however, are based on the permissions assigned to the user account on the server being accessed.
DCR Master/Slave Mode

Again, the configuration for the two types of servers in the DCR Master/Slave mode uses the same task with different parameters:

1. Select **Common Services > Device and Credentials > Admin > Mode Settings**.
2. The **Mode Settings** dialog is displayed showing the current DCR Mode configuration for the server (default is Standalone). Click **Change Mode**.
3. **DCR Master Configuration** – Select the **Master** radio button and click **Apply** for the new configuration to take effect.
   
   **DCR Slave Configuration** – Select the **Slave** radio button and the **entered hostname must exactly match the hostname in the Master's self-signed certificate**.
   
   Also enter the SSL port (remember this is secure communications). If the Slave DCR has devices in it, select the “Add new devices to Master” check box, and click **Apply** for the new configuration to take effect.

Now, all servers in the management domain should synchronize their DCR so they should all be identical. All device and credential administration will now take place on the DCR Master server.
Slave Server Update

Since the DCR Master server is now responsible for all manipulation of the DCR, some of the menus on the DCR Slave server will be different.

- When selecting the Device and Credentials tab on the DCR Slave server, the only task available is the ability to change the DCR mode.
- Selecting the Groups tab on the DCR Slave server will display an informational message reminding the administrator that no manipulation of the DCR is available on the DCR Slave.
### DCR Update

Use the DCR audit report on the Master server (Common Services > Device and Credentials > Reports > Audit Log) to see the Slave devices being imported into the Master DCR. The imported devices will be indicated by the "Device Added" value in the Changed Information Field. Notice that these devices are added by the System Identity User.

<table>
<thead>
<tr>
<th>Device</th>
<th>Changed Information</th>
<th>Date &amp; Time</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Device updated</td>
<td>2005-05-12 11:42:50.35</td>
<td>admin</td>
</tr>
<tr>
<td>2</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.32</td>
<td>trust</td>
</tr>
<tr>
<td>3</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.58</td>
<td>trust</td>
</tr>
<tr>
<td>4</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.58</td>
<td>trust</td>
</tr>
<tr>
<td>5</td>
<td>Device updated</td>
<td>2005-05-12 11:42:43.58</td>
<td>admin</td>
</tr>
<tr>
<td>6</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.05</td>
<td>trust</td>
</tr>
<tr>
<td>7</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.34</td>
<td>trust</td>
</tr>
<tr>
<td>8</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.35</td>
<td>trust</td>
</tr>
<tr>
<td>9</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.35</td>
<td>trust</td>
</tr>
<tr>
<td>10</td>
<td>Device added</td>
<td>2005-05-12 11:42:43.35</td>
<td>trust</td>
</tr>
</tbody>
</table>
Application Registration

A possible configuration in a multi-server environment is to add the applications of a remote server to the homepage of the local server. This can be done using templates if secure communication is not established between the servers, or by importing the applications if a trust relationship has been established.

Having the remote applications on the local homepage facilitates the browsing within the management domain. If SSO is enabled, browsing to a remote application will not require re-authentication. To import applications from a remote server, follow these quick steps:

1. Select Common Services > Homepage > Application Registration.
2. The Registration Location wizard dialog is displayed. Select Import from Other Servers and click Next to go to the next step of the wizard.
Application Registration (Cont)

3. Enter the remote servers hostname or IP address, the name you wish to be associated with the applications on the local homepage (to indicate the remote server), and the secure SSL port being used for secure communications. Click Next > to go to the next step of the import applications wizard.

4. A list of all CiscoWorks applications and custom resource links configured on the remote server are displayed. Select the applications and links you wish to import to the local server and click Next > to go to the final step of the wizard.
Application Registration (Cont)

5. The final step of the wizard presents a summary of the items to be imported. Select Finish to execute the import.

The homepage of the local server will now include the imported CiscoWorks applications annotated with the name of the server entered during import to indicate the remote server, and the imported links will now be included in the Resources portion of the homepage.
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Using ACS for AAA Services
Optional

The West Coast Operation folks have got their server in place. We have created a multi-server environment. Now, let’s use the Access Control Server for enhanced AAA Services.

Benefits of Using ACS
- Centralized user account management
- Provides device level authorization and restricts user to specific tasks
- Map CiscoWorks User Roles and customize roles to meet AAA needs

Using ACS for AAA Services
Cisco Secure Access Control Server (ACS) provides authentication, authorization, and accounting (AAA) services to network devices that function as AAA clients, such as a network access server, PIXFirewall, or router, and even the CiscoWorks server. This final scenario will look at the steps required to configure the CiscoWorks server as an AAA Client and use ACS for AAA services.

CiscoWorks can be optionally integrated with an ACS server to address the following tasks:
- Provide centralized user management for a group of CiscoWorks servers
- Provide device level authorization. Device level authorization restricts user access to perform certain tasks such as configuration updates and software image updates by authorizing the user for the task.
- Provide editable user roles. The user roles are mapped to tasks that the user is authorized to perform on the devices. ACS allows for the modification of the existing CiscoWorks user roles and for the creation of a new user role.
- Using ACS, groups of users can be assigned user roles per group of devices on a per application basis for the ultimate in authorization control.
Using ACS for AAA Services

The illustration above highlights the tasks for configuring ACS with CiscoWorks for AAA services.

Note(s):

• If planning to use ACS, configure it after all CiscoWorks applications have been installed and the trust relationships have been established.

• Multiple instances of same application on multiple CiscoWorks servers using the same ACS server will share settings. Any changes will affect all instances of that application.

• If an application is configured with ACS and then the application is reinstalled, the application will inherit the old settings.

• You can create new roles using ACS. The role you create is not shared across all the LMS applications. The role is shared across the same application in different CiscoWorks Servers registered to that particular ACS. You have to create new roles for each of the LMS applications that are running on the CiscoWorks Server. For example: Assume you have configured 10 CiscoWorks Servers with an ACS server and you have created a role in RME (say, RMESU). This role is shared for the RME application that runs on all 10 CiscoWorks Servers.

• System Identity User in ACS Mode: There can only be one System Identity User per machine. The System Identity User you configure has to be a Peer Server User. In ACS mode, the System Identity user needs to be configured in ACS, with all the privileges the user has in CiscoWorks.
Using ACS for AAA Services
Defining NDGs for the CiscoWorks Servers

Defining NDGs for the CiscoWorks Servers

The first step to using ACS for CiscoWorks authentication and authorization is to define the CiscoWorks server within the ACS server. The CiscoWorks server will be defined as a AAA client, just like network devices are. Just like when a user tries to login to a network device, when a user tries to login to the CiscoWorks server, the CiscoWorks server (AAA client) sends a request to the ACS server (AAA server). Follow these steps to define the CiscoWorks server as a AAA client within ACS.

1. Login to the Cisco Secure ACS server.
2. From the ACS navigation menu, choose Network Configuration.
3. In order for the Network Device Groups table to be displayed in the ACS server, the Network Device Groups option must be enabled. To enable the Network Device Groups table, click Advanced Options. Select the Network Device Groups check box. Click Submit+Restart. The Network Device Groups table will now be available.
4. In the Network Device Group (NDG) table, click Add Entry. This will allow you to create a NDG for containing one or more AAA clients, such as our CiscoWorks servers.

- Register the CiscoWorks server as an AAA client with the ACS server
  - Login to the ACS as administrator
  - Click Network Configuration
  - Click Add Entry to define a Network Device Group (NDG) for one or more AAA clients, the CiscoWorks server(s)
Using ACS for AAA Services
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Defining NDGs for the CiscoWorks Server(s), continue …

When Add Entry is selected in the Network Device Group (NDG) table, the New Network Device Group is displayed. If you have multiple CiscoWorks servers in a region that all users with the same privileges will access, they can be groups together.

In this scenario, we want to separate the three servers into their own groups. Create three separate NDGs: CiscoWorks Server NOC, CiscoWorks Server SF, and CiscoWorks Server LA.
Define CiscoWorks as an AAA Client

Now you are ready to define each of the CiscoWorks servers as AAA Clients. Follow these steps to define the CiscoWorks server(s).

1. When the Add AAA Client dialog box appears, enter:
   - The host name of the CiscoWorks server.
   - The IP address of the CiscoWorks server.
   - The Key value. *Be sure to give a value to the Key field so that the CiscoWorks server can contact the ACS server.* You will need this key when changing the CiscoWorks AAA mode.

2. Leave the NDG as (Not Assigned).

3. Click Submit if you have more clients to enter or click Submit +Restart if that was the last one.

4. Repeat for all CiscoWorks server NDGs.
Using ACS for AAA Services

Verifying the System Identity User

- Create account if it doesn’t already exist from creating a multi-server environment
- System Identity User required for communication between CiscoWorks and ACS server
- Must then create user on ACS

System Identity User requires ALL privileges

Set the System Identity to the user just created

Remember the System Identity password acts as the Shared Secret

By default the admin user can be used as the System Identity user; it has all the user roles already assigned. In some environments, system administrators will create a separate local user with all the user roles and define this new user as the System Identity user.

In either case, the System Identity user must be defined on both the CiscoWorks server and the ACS server, just like in the multi-server environment. This user is needed for communication between the servers.

When back on the ACS server, create an identical user on ACS. Remember the passwords used; this acts as the shared secret key.
Using ACS for AAA Services
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Change the CiscoWorks Login Module to ACS Mode

With the CiscoWorks server defined as an AAA client within ACS, you are now ready to change the CiscoWorks Login Module from non-ACS mode to ACS mode. Follow these steps in doing so:

1. Go to the Common Service panel, then choose Server > Security.
2. As illustrated above, select AAA Mode Setup from the TOC menu options. The AAA Mode Setup dialog box appears.
3. Select the ACS radio button in the AAA Mode Setup window.
4. Enter all the ACS server details (including the Key value entered on the ACS server). In the corresponding ACS TACACS+ port numbers fields, the default port is 49. Secondary and Tertiary IP address and hostname details are optional. The values true and false will not be accepted in the Primary, Secondary, and Tertiary IP Address/Hostname fields.
5. Mark the checkbox Register all installed applications with ACS. This option will register all the installed applications with the ACS server.
   Note that if an application is already registered with ACS, the current registration will overwrite the previous one.
6. Click Apply to begin the registration process with the ACS server. The following actions take place:
   - A list of tasks in the products is registered with the ACS server.
   - A list of default user roles—System Administrator, Network Administrator, Network Operator, Approved, and Help Desk—is registered with the ACS server.
   - A mapping of the applications tasks that the above user roles can execute is registered with the ACS user. The mapping between user roles and these tasks are registered with the user. Note that this is a default mapping of user roles and tasks and can be viewed in the CiscoWorks Permissions Report (Common Services > Server > Reports > Permission Report).
Using ACS for AAA Services
CiscoWorks Login Change - Results

After clicking Apply in the AAA Mode Setup Window, the above summary screen will be displayed. Verify that all the CiscoWorks applications successfully registered with the ACS server.

Then restart the CiscoWorks Daemon Manager to make changes effective. To restart the Daemon Manager:

From Windows command prompt:

```
net stop crmdmgtd
net start crmdmgtd
```

From Solaris Command prompt:

```
/etc/init.d/dmgtd stop
/etc/init.d/dmgtd start
```

• After clicking Apply on the AAA Mode Setup dialog, verify that all CiscoWorks applications got registered with the ACS server

• Restart the CiscoWorks Daemon Manager to make changes effective
Creating Secure Views

Secure Views allows access to perform a task on a AAA client to be restricted. Secure Views are applicable only when CiscoWorks server is in ACS Login mode. Secure Views enable filtering of group membership based on the user and the application task context in which a request is made.

In creating the secure views, let’s first understand the restrictions in this scenario:

- George is the network administrator in San Francisco. He will only manage the devices in the San Francisco network.
- Charles is the network administrator for Los Angeles. He will only manage the devices in the Los Angeles network.
- Karen and Mike both work in the NOC at the data center. They have the responsibility for all the network management servers and can manage all the devices, if needed.
Using ACS for AAA Services
Defining New Users in ACS

User Group x = User Role + (NDG1, NGG2, NDG3, …)

George
User Group 1
Network Administrator
Network Device Groups:
• San Fran CiscoWorks Server
• San Fran network devices

Charles
User Group 2
Network Administrator
Network Device Groups:
• LA CiscoWorks Server
• LA network devices

Karen Mike
User Group 3
Network Administrator, System Administrator
Network Device Groups:
• San Fran CiscoWorks Server
• LA CiscoWorks Server
• San Fran network devices
• LA network devices

Defining the New Users

The illustration above will help with defining the users and groups within ACS. Remember that the CiscoWorks servers are AAA Clients, as well as the network devices themselves.

In the previous steps, we saw how the CiscoWorks applications were registered with the ACS. In addition, the CiscoWorks user roles are also registered. The default mapping between tasks and the roles can be changed in the ACS server, but note that the changed mapping won’t be reflected in the Permission Report in CiscoWorks.
Using ACS for AAA Services
Defining a New User Role in ACS

CiscoWorks User Roles Needed
- Network Administrator
- System Administrator

CiscoWorks applications registered with ACS

Defining New User Roles in ACS

In ACS, the administrator can assign only one role for a user on a Network Device Group. If a user requires privileges other than those associated with the current role, to operate on a Network Device Group, a custom role should be created. All necessary privileges to enable the user operate on the Network Device Group should be given to this role.

In this scenario, Karen and Mike need to have System Administrator and Network Administrator privileges to operate on the devices and CiscoWorks servers for San Francisco and Los Angeles. In the upcoming steps, create a new role with Network Administrator and System Administrator privileges, and assign the role to the users so that they can operate on the appropriate network device groups.
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Defining New User Roles in ACS, continue …

Cisco Secure ACS allows you to modify the privileges to these roles. You can also create custom roles and privileges that help you customize Common Services client applications to best suit your business workflow and needs.

If another instance of RME is registered with the same Cisco Secure ACS, your instance of RME will inherit those role settings. Furthermore, any changes you make to RME roles will be propagated to other instances of RME through Cisco Secure ACS. If you reinstall RME, your Cisco Secure ACS settings will automatically be applied upon RME restart.

To modify the CiscoWorks roles and privileges on Cisco Secure ACS:

1. Select Shared Profile Components > Resource Manager Essentials and click on the RME roles that you want to modify.
2. Select or deselect any of the RME tasks that suit your business workflow and needs.
3. Click Submit.
Creating New Users in ACS

Now let’s create the users George, Charles, Karen, and Mike in ACS by following these steps:

1. From the main window of the ACS server, click **User Setup**. The User Setup dialog box appears.
2. Enter the following information:
   - Enter a username (in this example, “George”), then click **Add/Edit**.
   - Assign a password to the user **George**.
   - Assign him to group named **Group1**, then click **Submit**.

3. Similarly, create the other users by repeating these steps:
   - Create Charles and assign him to Group 2.
   - Create Karen and assign her to Group 3.
   - Create Mike and assign him to Group 3.

4. Finally, create the System Identity user. Use the same user information that was created on the CiscoWorks server. In ACS mode, the System Identity user needs to be configured in ACS, with all the privileges the user has in CiscoWorks.
Creating Device Groups in ACS

Now let’s create two device groups for the Cisco devices located in San Francisco and the other Cisco devices located in Los Angeles.

1. From the main window in ACS, click Network Configuration. The Network Device Groups dialog is displayed.
2. Click Add Entry.
3. Create two Network Device Groups—San Francisco and Los Angeles as shown above. Click Submit after each entry.
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Adding Devices to the Device Groups

Now let’s add devices into the two device groups just created for the Cisco devices located in San Francisco and the other Cisco devices located in Los Angeles.

1. From the Network Device Groups dialog, click the San Francisco link and in the San Francisco AAA Client dialog box, click Add Entry to add a single device that is located in San Francisco, a subnet, or a range of devices based on IP addresses.

   You can use the wildcard asterisk (*) for an octet in the IP address. For example, if you want every AAA client in your 192.168.13.1 Class C network to be represented by a single AAA client entry, enter 192.168.13.* in the AAA Client IP Address box. You can define ranges within an octet of an IP address. For example, if you want every AAA client with an IP address between 192.168.13.12 and 192.168.13.221 to be represented by a single AAA client entry, enter 192.168.13.12-221 in the AAA Client IP Address box.

2. Enter the Key value. The Key is the shared secret that the TACACS+ or RADIUS AAA client and Cisco Secure ACS use to encrypt the data. The key must be configured in the AAA client and Cisco Secure ACS identically, including case sensitivity.

3. Click Submit if you have more devices or subnets to enter or click Submit + Restart if that was the last one.

4. Repeat for all devices that require AAA services.

5. Repeat steps for the Los Angeles NDG and its devices.
Configuring User Groups

Now we need to tie it all together. The users were assigned to user groups when created. We can now rename these user groups. And now that the CiscoWorks applications have been registered with ACS, we can permit the users with a group to use the applications. Additionally, the flexibility of ACS will allow you to allow the users in the group to only have access to specific NDGs as well as specified task authorization on these devices, by assigning a user role to the NDG. Note that only one user role can be assigned per NDG. (For this reason, the ACS role of Administrators was created earlier. This role allows all tasks to be executed.)

1. From the main window in ACS, click Group Setup.
2. Select Group 1 from the pull-down menu to define George’s group and permissions.
3. Click Rename Group. Enter San Fran – Net Admin to define the group for the network administrators located in San Francisco.
4. Now define the NDG associations for the CiscoWorks applications in this group. Click Edit Settings.
5. Scroll through the settings and find the CiscoWorks applications.
6. The CiscoWorks Resource Manager Essentials application is illustrated. Click the radio button “Assign Resource Manager Essentials on a per Network Device Group Basis”.
7. Since George will only have network administrator privileges on the San Francisco devices, select San Francisco from the Device Group pull-down menu. Change the role for this NDG to be Network Administrator. Click Add Association.
8. Click Submit to make the changes. (You will need to click Submit+Restart when you are done making changes to the Groups.)
Using ACS for AAA Services
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Now let’s repeat this process for the NOC Data Center users, Karen and Mike, who are in Group 3.

1. From the Group Setup window, select Group 3 from the pull-down menu to define Mike and Karen’s group and permissions.

2. Click Rename Group. Enter NOC Administrators to define the group.
Remember that Karen and Mike has permission for all tasks in CiscoWorks for all device in San Francisco and Los Angeles. Therefore, the user role in ACS, Administrators, was created since NDGs can only have one role. The default roles imported from CiscoWorks limit the user to select tasks.

3. Now define the NDG associations for the CiscoWorks applications in this group. Click Edit Settings.

4. Scroll through the settings and find the CiscoWorks applications that the user needs access to. For example: Check the checkboxes next to cwhp if access to the CiscoWorks HomePage is needed.

5. The CiscoWorks Resource Manager Essentials application is illustrated. Click the radio button “Assign Resource Manager Essentials on a per Network Device Group Basis”.

6. Karen and Mike will have all privileges on the San Francisco and Los Angeles devices.
   - Select San Francisco from the Device Group pull-down menu. Change the role for this NDG to be Administrators. Click Add Association.
   - Secondly, select Los Angeles from the Device Group pull-down menu. Change the role for this NDG to be Administrators. Click Add Association.

7. Click Submit+Restart to make the changes and restart ACS.

Secured Views is now operational!
Secure Views in CiscoWorks (Tasks Authorization)

With AAA services operational with ACS, George can now login to the San Francisco CiscoWorks server. His login is authenticated from the ACS server. George was assigned the role of Network Administrator in ACS. The Network Administrator role was imported from CiscoWorks when registered. Unless the Network Administrator role was modified in the Shared Profile Components, the tasks take on the factory settings as illustrated in the CiscoWorks Permissions Report.
Secure Views in CiscoWorks (Device Authorization)

With AAA services operational with ACS, the same device views can restrict a user’s view of devices to execute tasks on and run reports. As illustrated above, George can now only manage the devices in San Francisco. However, Karen and Mike can manage all the devices in San Francisco and Los Angeles.
Thank You!

Continue on to Chapter 4 to learn about some of the administrative tasks not yet discussed.
Chapter 4 Outline

This chapter starts out by covering some basic requirements for both the CiscoWorks server, hosting the CiscoWorks Common Services v3.0 software, and the client workstation used to access the CiscoWorks applications.

The next section in this chapter highlights key information for installing CiscoWorks Common Services. For detailed installation procedures or information on upgrading from previous versions of Common Services, refer to the Installation and Setup Guide or the LMS Getting Started Guide. A link to these guides can be found in Chapter 5.

The next section briefly covers some remaining administrative maintenance tasks that are optionally, but allow the system administrator to customize or fine-tune the overall configuration of the CiscoWorks Common Services and to integrate with Cisco Secure ACS for authorization and authentication of tasks.

And finally, some common troubleshooting tips are summarized at the end of this chapter for common issues that may arise while using the features in Common Services.
System Requirements

- System Requirements
- Installation Guidelines
- Common Services Administration
- NMS Integration Utility
- Troubleshooting
Server Requirements
Windows Platform

<table>
<thead>
<tr>
<th>Network Size / Clients</th>
<th>Platform / CPU</th>
<th>Memory (RAM) &amp; Virtual Memory</th>
<th>Disk Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 500 network devices</td>
<td>1G Hz or better Pentium processor</td>
<td>• 2 GB RAM</td>
<td>80 GB hard disk (NTFS format)</td>
</tr>
<tr>
<td>And 1 client connected at a time</td>
<td></td>
<td>• 4 GB Virtual Memory</td>
<td>16 MB in Windows temporary directory</td>
</tr>
<tr>
<td>Greater than 500 network devices</td>
<td>1G Hz or better Multi-processor</td>
<td>• 4 GB RAM</td>
<td>80 GB hard disk (NTFS format)</td>
</tr>
<tr>
<td>Or more than 1 client connected at a time</td>
<td></td>
<td>• 8 GB Virtual Memory</td>
<td>16 MB in Windows temporary directory</td>
</tr>
</tbody>
</table>

* Installing multiple CiscoWorks applications on the same server may require additional resources.

Windows Server Requirements

Two different types of software licenses are available for LMS, restricted and unrestricted. The restricted license will allow CiscoWorks to manage up to 300 devices. The unrestricted license allows for CiscoWorks to manage an unlimited number of devices, theoretically.

The server resources required for Common Services depends on how many devices the server will be managing and how many clients will be accessing the server for information. The above chart provides minimum system requirements for a Windows server for several usage scenarios based on the number of managed devices and connected clients.

Note(s):

- It should be noted that the system configurations above are for a CiscoWorks server with Common Services only. Installing additional CiscoWorks applications may require additional resources.
- Common Services v3.0 must be installed prior to all CiscoWorks LMS v2.5 applications.
- As far as the physical disk drive, the Common Services software requires only 4 GB of disk space. Additional disk space is required for collected device data and paging space. For security and space reasons, the hard disk must be formatted as NTFS.
- Always check the latest CiscoWorks release notes for up-to-date information regarding system requirements.
Server Requirements, Continue …

Windows

Windows Platform

- **Windows Operating System** (only US-English and Japanese versions)
  - Windows 2000 Professional or Server with Service Pack 3 or 4; Terminal Services can be enabled in Remote Admin mode only
  
or
  - Windows 2003 Server and Enterprise Edition; Terminal Services can be enabled in Remote Admin mode only
  
or
  - Windows Advanced Server with Service Pack 3 or 4 (disable Terminal Services)
  - ODBC Driver Manager 3.5.10 or later
  - Do no install CiscoWorks on a system configured as a primary or backup domain controller; Do not install CiscoWorks in an encrypted directory.

- **Browser** (optional; required to access CiscoWorks from server platform)
  - Microsoft Internet Explorer 6.0.26 and Microsoft Internet Explorer 6.0.28.
  - Java Virtual Machine (JVM) 5.0.0.3802 and later, and Java Plug-in version 1.4.2_04 or 1.4.2_06 (Common Services SP 1).

---

**Windows Server Requirements**

Common Services is tested and supported for a finite number of system configurations. The previous page detailed minimum hardware requirements and this page lists the software and configuration requirements.

Common Services is supported on Windows 2000 Professional and Server with Service Pack 3 or later. Additionally, Windows 2003 Server and Enterprise Editions are supported. Using only these operating systems, you can install Common Services on a system with Terminal Services enabled in Remote Administration mode only; Terminal Services enabled in Application mode is not supported. If you have a enabled Terminal Server in Application mode, disable the Terminal Server, reboot the system, and start the installation again.

Windows Advanced Server is also supported; however, Terminal Services must be disabled. If you have a enabled Terminal Server, disable the Terminal Server, reboot the system, and start the installation again.

The only other system software required is ODBC Driver Manager 3.5.10.

When configuring the CiscoWorks server, do not configure the server as a primary or backup domain controller and do not install CiscoWorks in an encrypted directory.

**Browser Requirements**

On the CiscoWorks server, a web browser is not required. It can be installed, if a user wishes to access CiscoWorks directly from the server platform.

**Note(s):**

- A vulnerability in the Java Plug-in 1.4.2_04 may allow an untrusted applet to escalate privileges, through JavaScript calling into Java code, including reading and writing files with the privileges of the user running the applet. For more details, refer Sun Alert ID: 57591. This is fixed in Java Plug-in 1.4.2_06.

- To modify your CiscoWorks installation to use Sun Java Plug-in 1.4.2_06, refer to Common Services Install Guide.

- Also, Common Services, Service Pack 1, now installs Java Plug-in 1.4.2_06.
## Solaris Server Requirements

The server resources required for Common Services depends on how many devices the server will be managing and how many clients will be connected to the server simultaneously. The above chart provides minimum system requirements for a Solaris server for several usage scenarios based on the number of managed devices and number of concurrent CiscoWorks users or clients.

### Note(s):

- **It should be noted** that the system configurations above are for a CiscoWorks server with Common Services v3.0 only. Installing additional CiscoWorks applications may require additional resources.
- **As far as the physical disk drive**, the Common Services software requires only 4 GB of disk space. Additional disk space is required for the data collected; thus, an 80 GB hard drive should be sufficient.
- **Common Services v3.0 must be installed** prior to all CiscoWorks LMS v2.5 applications.
- **CiscoWorks Common Services also supports** Ultra SPARC II, III, and IIe and Ultra SPARC III and III Cu machines.
- **Always check the latest CiscoWorks release notes and install guides** for up-to-date information regarding system requirements.

### Solaris Platform

<table>
<thead>
<tr>
<th>Network Size / Clients</th>
<th>Platform / CPU</th>
<th>Memory (RAM) &amp; Swap Space</th>
<th>Disk Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 500 network devices And 1 client connected at a time</td>
<td>Sun Ultra SPARC IIIi (see notes)</td>
<td>• 2 GB RAM • 4 GB swap</td>
<td>80 GB hard disk /tmp must be on swap partition</td>
</tr>
<tr>
<td>Greater than 500 network devices Or more than 1 client connected at a time</td>
<td>Sun Ultra SPARC10 (see notes)</td>
<td>• 4 GB RAM • 8 GB swap</td>
<td>80 GB hard disk /tmp must be on swap partition</td>
</tr>
</tbody>
</table>

* Installing multiple CiscoWorks applications on the same server may require additional resources.
Server Requirements, Continue …

Solaris Platform

- **Solaris Operating System** (only US-English and Japanese versions)
  - Solaris 2.8, 2.9
  - Use the `showrev -p` command to verify that these patches have been applied.
    - Required and recommended patches for server and client listed in Install Guide
    - Patch 106292-05 must not be installed

- **Browser** (optional)
  - Netscape 7; Use Netscape downloaded only from the Sun site.
  - Java plug-in version 1.4.2_04 or 1.4.2_06 (see notes)

---

**Solaris Server Requirements**

In the Solaris environment, Common Services has currently only been tested and certified to run on US-English and Japanese versions of Solaris 2.8 or 2.9. The installation and setup guide lists the required and recommended Sun patches. A link to this guide can be found in Chapter 5.

**Web Browser / Java Notes**

- Obtain Netscape 7 only from the Sun web site.
- Both Java Plug-in 1.4.2_04 and 1.4.2_06 are supported. However, a vulnerability in the Java Plug-in 1.4.2_04 may allow an untrusted applet to escalate privileges, through JavaScript calling into Java code, including reading and writing files with the privileges of the user running the applet. For more details, refer Sun Alert ID: 57591. This is fixed in Java Plug-in 1.4.2_06.
- CiscoWorks neither exploits nor is impacted by this vulnerability. If you choose to use Sun Java Plug-in 1.4.2_06 instead of the one provided in Common Services (1.4.2_04), you can choose the plug-in manually.
- To modify your CiscoWorks installation to use Sun Java Plug-in 1.4.2_06, refer to the Common Services Install Guide.
Client Requirements

Access to the installed CiscoWorks applications is achieved using a standard web browser. On Windows based platforms, CiscoWorks has been tested and certified using Microsoft Internet Explorer (6.0.26 and 6.0.28 for Windows 2000/XP and 6.0.3790.0 for Windows 2003), Netscape Navigator 7.1, and Mozilla 1.7. Solaris based platforms running US-English or Japanese versions of Solaris 2.8 or 2.9 can use Netscape Navigator 7.0 or Mozilla 1.7.

Client systems should have at least 512 MB of memory or more; and configure the virtual memory / swap space twice that of the installed RAM.

Web Browser / Java Notes:

- Obtain Netscape 7 only from the Sun web site.
- Both Java Plug-in 1.4.2_04 and 1.4.2_06 are supported. However, a vulnerability in the Java Plug-in 1.4.2_04 may allow an untrusted applet to escalate privileges, through JavaScript calling into Java code, including reading and writing files with the privileges of the user running the applet. For more details, refer Sun Alert ID: 57591. This is fixed in Java Plug-in 1.4.2_06.
- CiscoWorks neither exploits nor is impacted by this vulnerability. If you choose to use Sun Java Plug-in 1.4.2_06 instead of the one provided in Common Services (1.4.2_04), you can choose the plug-in manually.
- To modify your CiscoWorks installation to use Sun Java Plug-in 1.4.2_06, refer to the Common Services Install Guide.
- In Common Services Service Pack 1 Java Plug-in 1.4.2_06 is installed.

Additional Note(s):

- It is always a good idea to check the latest CiscoWorks release notes for up-to-date information regarding client requirements.
- Client platforms not conforming to the above requirements may also work, but have not been tested and certified by Cisco and therefore will not be supported should problems arise.
Web Browser Configuration

- Enable Java and Java Script
- Set browser cache to at least 6 MB
- Configure your browser to accept all cookies
- Configure your browser to compare each page with its cached version every time it loads a page
- Change the default timeout to 20 minute
- Enable style sheets
- Change the default font to sans-serif for improved readability
- Disable any pop up blocker utility, installed on your client system

Web Browser Configuration

As discussed in the Client Requirements, Internet Explorer, Netscape, and Mozilla are supported web browsers to access CiscoWorks. The Install and Setup Guide describes the exact steps for configuring each of the above configuration items for each browser type. (Refer to Chapter 5 for a link to the Install Guide.)

If you have browser problems after configuring your browser, increase your disk cache settings.

After the web browser is installed on the client system, there are no additional disk space requirements. However, because the browser uses the local disk to store cached information, ensure that you have enough disk space for the amount of cached information you want to store. All information related to Common Services is stored on the CiscoWorks server.
Installation Guidelines

• System Requirements
  ➢ Installation Guidelines
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• NMS Integration Utility
• Troubleshooting
Installation Guidelines

- Use Administrator (Windows) or Root (Solaris) accounts
- If installing CiscoWorks applications on multiple servers, synchronize clocks on servers
- Verify server requirements and Required and Recommended Service Packs or Patches for operating system are installed (*server and client updates exist*)
- User need to enter System Identity Account Password during new installation and upgrade
- Name resolution is required and tested during install; if name lookup does not exist, installation will abort.
- Static IP address required for CiscoWorks server, if DHCP is enabled, user is warned

Installation Requirements

- Installation of Common Services should be performed according to the steps detailed in the Installation and Setup Guide. (A link to this guide can be found in Chapter 5.)
- All CiscoWorks applications should be installed using the root user account on Solaris platforms or the Administrator (not a cloned account) user account on Windows platforms.
- Additionally, if the applications within CiscoWorks LMS is split between multiple servers, synchronize the clock on the servers so that the sharing of information using security certificates works properly.
- If required server patches are missing, the install script prompts whether to continue installation or not. Note that there are required and recommended service packs or patches for clients as well as server. Remember that client patches are not necessary if the system is used only as a Server.
- During new installation and upgrade, the user needs to enter the System Identity Account Password. System Identity account password has to be the same for all the services in a multi-server setup.
- In prior releases, installation issues a warning message if the machine is not in DNS. In release v3.0 and later, instead of a DNS check, the installation script will check for host name resolution. If the host name lookup does not exist, the installation will abort.
- If DHCP is enabled the user is also issued a warning because when the IP address changes, CiscoWorks will no longer work.
Installation Guidelines
Continue …

- If IIS is enabled, installation will abort
- Verify TCP, UCP ports are available for use (Refer to Chapter 5)
- Install Common Services v3.0 before any CiscoWorks LMS applications; CiscoWorks applications are installed in same directory as Common Services
  - Install CiscoView from Common Services CD
  - Install Integration Utility from Common Services CD
- Refer to LMS v2.5 Quick Start Guide for installation procedure
  - License file required
  - Refer to upcoming section – “Common Services Administration” for more information on managing licenses

Installation Requirements
- If IIS (Microsoft's Internet Information Services) is enabled, the installation will abort due to a port conflict between Web Server and IIS. If IIS is disabled, the installation will issue a warning message noting the conflict between the Web Server and IIS.
- It should be noted that the Common Services CD also includes two applications/utilities: CiscoView and the Integration Utility. Like all CiscoWorks applications, these applications depend on services supplied by the Common Services software. Therefore, prior to installing the applications, Common Services should first be installed and the machine rebooted.
- And finally, starting with LMS v2.5, CiscoWorks applications require a license file to be installed to work efficiently. The licensing mechanism is discussed next.
Installation Guidelines
CiscoWorks Licenses

- LMS v2.5 has various licensing mechanisms to manage the devices in the DCR
  - **Evaluation License** – Valid for 90 days (no device limit)
  - **Purchased License** - Available in various device limits
    - Restricted device limit <300 devices (10% buffer or 330 is OK)
    - Unrestricted device limit
  - **Upgrade License** – Upgrade a restricted license to an unrestricted device limit

- CiscoWorks will bug the user with a message, once the restricted license limit is reached or exceeded

- User has an option for cumulatively adding the purchased license to manage more devices by upgrading

- License inputs are prompted only, if license for the application is not available in Common Services license repository

---

CiscoWorks Licenses
Starting with CiscoWorks LMS v2.5, system administrators will need to register CiscoWorks and obtain a license file to install on the CiscoWorks server. There are three different types of licensing mechanisms: Evaluation, Purchased, and Upgrade licenses.

- **Evaluation License** – This license allows the user to use the applications for 90 days. Thereafter, a message will be displayed reminding the user to purchase a license.

- **Purchased License** – Two types of licenses can be purchased: a restricted license and an unrestricted license. The restricted license has a device limit of 300 devices. Once the number of managed devices is reached an annoying message is periodically displayed to upgrade the license. There is a 10% head room on the device limit before the nagging message is displayed. Alternatively, an unrestricted device limit license can be purchased.

- **Upgrade License** – If a restricted license was purchased and now the device limit is exceeded, an additional license (“Purchased License”) or add-on to the existing restricted license.
Installation Guidelines
Upgrading to Common Services v3.0

- **Upgrade paths supported:**
  - Common Services v2.2 (CiscoView v5.5 and Integration Utility v1.5)
  - CD One 5th Edition
  - Core 1.0
  - CMF (Common Management Foundation) v2.1 and Core 1.0
  - Data from these earlier versions is preserved and migrated; all software components are overwritten

- **Backup mandated during upgrade / reinstall of Common Services**
  - User prompted for backup location
  - If the backup fails, the user has to retry again, or exit installation
  - Hidden options provided to proceed installation when the backup fails (refer to notes below)

- **Refer to LMS v2.5 Data Migration Guidelines document** *(link to document found in Chapter 5)*

Upgrading to Common Services v3.0

System administrators can upgrade to Common Services v3.0 from both Common Services v2.2 and CD One 5th Edition. When upgrading, all CiscoWorks applications become disabled and an upgraded version of the application will need to be installed; the data is preserved.

During an upgrade or reinstall of Common Services v3.0, a backup is mandated to avoid loss of data. If a backup is not desired, there is a hidden option to bypass the backup and proceed with the install.

- Solaris : setup.sh –b nobackup
- Windows : setup.exe nobackup

There is also a hidden option which provides a continuation option if the backup fails.

- Solaris : setup.sh –b force
- Windows : setup.exe force

**Note(s):**

- Refer to LMS v2.5 Data Migration Guidelines document on exact procedures for remote and local migration of earlier LMS releases to LMS v2.5. A link to this document can be found in Chapter 5 of this tutorial.

- Cross platform backup/restore is NOT supported. That is, you cannot backup or restore from a Solaris installation of LMS to a Windows installation and vice-versa.
Post Installation Steps

The first step after installing the products is to check for any updates for Common Services. Service Packs can be downloaded from either Cisco.com or as a Software Update from Common Services > Software Center > Software Update. The link to download from Cisco.com is:


CiscoWorks Software Updates panel, on the CiscoWorks desktop, is located at the lower right corner of the page. It displays informative messages about CiscoWorks product announcements, and help related topics. If you click the More Updates link, a popup window appears with all the Cisco Product Update details. (Refer to next page for more details.)

After any updates are installed for Common Services, it should then be fine-tuned as listed above. If the applications on the LMS bundle have been split up onto multiple servers, register the remote applications with Common Services. Secondly, add the devices to the CiscoWorks Device and Credentials Repository. This can be done in a number of ways as noted earlier in the tutorial. One of these ways is to have Campus Manager discovery them. Additionally, create user accounts and assign user roles.

Authentication and authorization of tasks can be customized by optionally using Cisco Secure ACS. The supported ACS versions are Cisco Secure ACS 3.2 and Cisco Secure ACS 3.2.3 for Windows. Support for Cisco Secure ACS 3.3.2 is available with Common Services SP 1.

It is recommended that you install the Admin HTTPS PSIRT patch, if you are using ACS 3.2.3. To install the patch:

2. Click Download CiscoSecure ACS Software (Windows) link. You can find the link to the Admin HTTPS PSIRT patch in the table.
Common Services Administration

- System Requirements
- Installation Guidelines
- Common Services Administration
- NMS Integration Utility
- Troubleshooting
Common Services Administration Overview

Common Services includes the following administrative features to set up the server and to ensure that the server is performing properly:

- **Licensing**: Manages CiscoWorks license file
- **Database Management**: Provides scheduling of database backups
- **Job Browser**: Provides details about managing jobs
- **Resource Browser**: Provides details about managing resources
- **System Preferences**: Configures the SMTP server, RCP user, and CiscoWorks e-mail ID
- **Notify Users**: Broadcasts messages to all logged on users

Common Services Administration Overview

Common Services is the home for all tasks concerning the management and maintenance of the server itself. These tasks include managing the CiscoWorks license file, database management, system preferences and more.

This section provides more information on these topics.
Licensing

The system administrator must register the CiscoWorks software and obtain a product license before starting to use an application. The licensing feature within CiscoWorks allows the system administrator to obtain a product license and license the application, view details of the current software license or update to a new license.

To obtain a product license for the CiscoWorks applications, register the software at one of the following websites. The Product Authorization Key (PAK) (aka Serial Number), which is printed on a label affixed to the Bundle sub-box, will need to be supplied:

- If you are a registered user of Cisco.com, use this website: www.cisco.com/go/license
- If you are not a registered user of Cisco.com, use this website: www.cisco.com/go/license/public

The product license will be sent to the e-mail address you entered during registration. After a product license is obtained, perform these steps to license your software:

1. Copy the license file to the CiscoWorks server, with read permission for casuser/casusers (user/group)

2. Go to Common Services > Server > Admin > Licensing. The License Information dialog box appears, as illustrated above. The License Information page displays the name, version, device limit, status, and expiration date of the license.

3. Click Update.

4. Enter the path to the new license file in the License field, or click Browse to locate the new file.

5. Click OK. The system verifies whether the license file is valid, and updates the license. The updated licensing information appears in the License Information page. Otherwise an error message is displayed.
Database Management

It is important that the CiscoWorks database be periodically backed up. The system administrator can schedule immediate, daily, weekly, or monthly automatic database backups. The database should be backed up regularly so that you have a safe copy of the database.

Common Services uses multiple databases to store client application data. These databases are backed up whenever you perform a backup.

To perform an immediate backup or schedule a new one, follow these steps:

1. Go to **Common Services > Server > Admin > Backup**. The Set Backup Schedule dialog box appears.
2. Enter the location of the Backup Directory. It is recommend that your target location be on a different partition than where CiscoWorks is installed.
3. Enter the number of backup Generations to be stored in the backup directory.
4. Enter the Time for the backup to occur. Use a 24-hour format.
5. Enter the Frequency for the backup schedule to be one of the following:
   - Immediately - The database is backed up immediately
   - Daily - The database is backed up every day at the time specified
   - Weekly - The database is backed up once a week on the day and time specified. Select a day from the Day of week list.
   - Monthly - The database is backed up once a month on the day and time specified. Select a day from the Day of month list.
6. Periodically, examine the log file at the following location to verify backup status:
   - Solaris: var/adm/CSCopx/log/dbbackup.log
   - Windows: NMSROOT/log/dbbackup.log

Note: You can Backup data using CLI on Windows and Solaris by running the following command:

```
$NMSROOT/bin/perl  $NMSROOT/bin/backup.pl <BackupDirectory> [LogFile] [Num_Generations]
```
Job Browser

Common Services provides a Job Browser for managing jobs scheduled by the various CiscoWorks applications. Using the Job Browser you can view a list of jobs, view details of each job, stop a job, and also delete a job from the list.

All users (including Help Desk) can access the Job Browser page. Users in Helpdesk, Approver, and Network Operator roles are not allowed to stop and delete jobs.

The Refresh button in Job Browser is available for all users.

Note(s):

- When integrated with the ACS login module, the System Identity user that you configured should have all the Job Management related tasks enabled. The job_browser, job_stop, and job_delete tasks should be enabled.
Resource Browser

Common Services provides a Resource Browser for managing resources. You can view and sort resources, and free locked resources, using this option, if you have appropriate privileges. All users (including Help Desk) can access the Resource Browser page. The Refresh button in the Resource Browser is available to all users.

Note(s):

- When you are using the ACS login module, the System Identity User you configure should have all the Resource Management related tasks enabled. The resource_browser and free_resource tasks should be enabled.
- To browse locked resources, you can sort the column by column header.
- To free locked resources (in case they have been erroneously orphaned), select the check box corresponding to a Job ID and click Free Resources. The Free Resources button appears only if you have system administrator, network administrator or network operator privileges.
Common Services Administration
System Preferences

Common Services > Server > Admin > System Preferences

System Preferences
The System Administrator can configure these system-wide variables on the Common Services Server using the System Preferences option. It allows the System Administrator to centrally locate information that is used by Common Services applications. These variables are:

- **SMTP Server** - Specifies the system-wide name of the SMTP server used by Common Services applications to deliver reports. The default server name is localhost.
- **CiscoWorks E-mail ID** - This is the CiscoWorks E-mail ID from which applications send mail. There is no default E-mail ID.
- **RCP User** - Name used by network device when it connects to Common services server to run the rcp (remote copy protocol). The user account must exist on UNIX systems. It should also be configured on devices as local user in the `ip rcmd` configuration command. The default RCP username is cwuser.

Variables that are common to several applications are defined below:

- **SMTP Email Server**
- **CiscoWorks Email ID**
- **Email address to send job information to**
- **User account for Remote Copy Protocol**
Common Services Administration

Who is Logged On

This option can be used if the CiscoWorks server administrator may need to know who is currently logged into the server for system administration purposes. This information can be viewed by generating one of the Common Services reports, “Who is Logged On”.

This report lists all CiscoWorks users. The list illustrates who currently has an active session with the CiscoWorks server. Users who do have an active session are classified as Online; others are classified as Offline.

The system administrator can then use this information to review the users’ roles, time logged in, last active time, and client’s IP address.
Common Services Administration

Notify Users

Notify Users can be used to view a list of users who currently have an active session with the CiscoWorks server. System administrators can then use this option to broadcast messages to online users. You can post messages to users with active CiscoWorks browsers. The users receive this message within 60 seconds. For example, the Broadcast Message field could be used to send a message indicating that the CiscoWorks server is going to be restarted in 5 minutes, please logout.

To send a broadcast message, enter the text of the message in the message field and click Send. Message status will be displayed in the Status box.

Note(s):

- If you are using Microsoft Internet Explorer, make sure your browser is set to “Check for updates on every visit to the page”. See the Installation Guide for instructions.
Common Services Administration
User Audit Logs

Common Services > Server > Reports > Audit Log

Audit Log

Audit log maintains a log of user logins into Common Services. The report will differ based on the configuration of the server: non-ACS mode or ACS mode.

In non-ACS mode, audit log report provides information on user logins to CiscoWorks Homepage and other applications launched from the Homepage. For example: the date and time on which the task was carried out, the user who performed the task, the status of the task, the application that the user accessed and the task that was performed, and a brief description of the task.

In ACS mode, audit log report log messages maintained by ACS. The information is similar to the non-ACS mode, but additional information on the user group and access privileges for the user is provided. Additionally, in ACS, you can add additional fields to be logged in the report. This can be done on the ACS server: System Configuration > Logging > CSV TACACS+ Administration.

Audit Logs are stored as comma-separated value lists (CSVs). If you are using local authentication, the files are stored on the local server. If you are using ACS authentication, the files are stored on the ACS server and you can view them from within both ACS and CiscoWorks Common Services.

To view Audit Log Report from the CiscoWorks server:
1. Select Common Services > Server > Reports > Audit Logs in the CiscoWorks Common Services navigation tree.
2. Click Generate Report. The Audit Log Data Viewer appears with a list of audit logs. The Audit Logs are listed in chronological order, with the most recent logs appearing at the top of the list. The logs are named and listed by the date on which they were created, for example Audit-Log-2004-10-27.csv.
3. Click an audit log link to view the audit log details.

To view Audit Log Report from ACS:
1. From the ACS Navigation bar, click Reports and Activity.
2. A list of report types appears. Click TACACS+ Administration. A list of Audit Logs appears.
Log File Management

Log files can grow and fill up disk space. There are ways to view the logs, their size, and locations, as well as ways to control their growth.

Using the Log File Status task, you can view information on all the log files used by CiscoWorks.

File Size displayed in red means the file exceeds its size limit. File System Utilization displayed in red means the file exceeds 90% utilization. You should reduce the size of your log files if your file system utilization is over 90%.

Since log files can grow and fill up disk space, there is a Perl script (logBackup.pl) that enables you to control this growth by backing up the log file and clearing it. Only log files that reach 90% of their size limits are backed up and the original log file is emptied.

Stop all CiscoWorks processes first before using the script.

Files maintained by this script include the Daemon Manager and Daemon process log files. Most log files are located in directories in the PX_LOGDIR directory. On UNIX systems, this directory is /var/adm/CSCOpx/log and on Windows it is %NMSROOT%/log.

Logrot Utility

The logrot utility helps you manage the log files in a better fashion and is recommended. Logrot is a log rotation program that can:

- Rotate log when CiscoWorks is running
- Optionally archive and compress rotated logs
- Rotate log only when it has reached a particular size

Logrot helps add new files easily. Logrot should be installed on the same machine where you have installed Common Services. To configure Logrot, refer to the Common Services User Guide, Configuring the Server.
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NMS Integration Utility - Overview

The CiscoWorks Integration Utility (IU) is provided on the Common Services Install CD and is a utility that integrates CiscoWorks applications with third-party Network Management Systems (NMS).

As illustrated above, this utility adds Cisco device icons to NMS topology maps, allows Cisco MIB browsing from NMS, and sets up menu items on the NMS to launch remotely installed CiscoWorks applications, such as CiscoView and Device Center. The IU needs the Network Management Integration Data Bundle to perform these tasks. Use the IU to download the latest NMIDB from Cisco.com.

Following are the Network Management Systems (NMS) supported for importing device information into the CiscoView application:

- HP Network Node Manager 6.4
- HP Network Node Manager 7.0
- HP Network Node Manager 7.0.1
- NetView 7.1


NMS Integration Utility
Install Requirements

- Install IU on platform containing the NMS (HP OpenView, NetView)
- Platform may also contain CiscoWorks Common Services v3.0, unless you are using Windows and want to use NNM with dynamic view feature (IIS is required and not supported with Common Services)
- **Hardware:** 256 MB RAM; 300 MB disk space for extracting NMIDB database
- **Unix Platforms:**
  - Solaris 2.8 and 2.9
  - HP-UX 11.0
  - AIX 5.1
- **Windows Platforms:**
  - Windows 2000 Professional with SP3 or SP4
  - Windows 2000 Server with SP3 or SP4
  - Windows 2000 Advanced Server with SP3 and SP4
  - Windows 2003 Server Enterprise Edition

Install Requirements

The Integration Utility must be installed on the platform containing the HP OpenView NNM or NetView NMS application. If CiscoWorks is also on the NMS platform, you can install the Integration Utility as part of CiscoWorks Common Services installation or as a standalone product on a remote NMS system.

The CiscoWorks Integration Utility 1.6 is part of the CD-ROM that contains CiscoWorks Common Services 3.0 and CiscoView 6.1. You can choose to install Integration Utility 1.6 when you install CiscoWorks Common Services 3.0.

If using HP OpenView Network Node Manager (NNM) on Windows and if you want to use NNM with dynamic view, it is recommended that you install Common Services 3.0 on a separate server. Internet Information Services (IIS) is needed to access dynamic view or extended topology on Network Node Manager. However, IIS should be disabled or uninstalled for CiscoWorks to work properly.

In such scenarios, we recommend you install Common Services 3.0 on a separate machine and Integration Utility as a standalone application on the machine where NNM is installed. This is applicable only on Windows.

You must be running one of these operating systems:

**On Unix:**
- Solaris 2.8 and 2.9
- HP-UX 11.0
- AIX 5.1

**On Windows:**
- Windows 2000 Professional with SP3 or SP4
- Windows 2000 Server with SP3 or SP4
- Windows 2000 Advanced Server with SP3 and SP4
- Windows 2003 Server Enterprise Edition
NMS Integration Utility
Using the Integration Utility

• Use the Integration Utility to:
  – Download and upgrade to a new NMIDB version available on Cisco.com; the NMIDB contains the Cisco device MIB definitions, icons, and application-specific information
  – Change your CiscoWorks application server location
  – Register a new CiscoWorks application with the NMS
  – Change the NMS with which you want to integrate your CiscoWorks applications
  – Get a new vendor adapter script

• Start the Integration Utility
  – NMS menu
  – UNIX server: ./nmic.sh
  – Windows server: nmic.exe or from the Programs menu

Using the Integration Utility
CiscoWorks Integration Utility uses Network Management Integration Data Bundle (NMIDB) to integrate CiscoWorks applications, icons, MIBs, and traps with third-party Network Management Systems (NMS). A new release of the NMIDB may periodically need to be download and installed.
Therefore, use the Integration Utility to:
  • Download and upgrade to a new NMIDB version available on Cisco.com.
  • Change your CiscoWorks application server location.
  • Register a new application.
  • Change the NMS with which you want to integrate your CiscoWorks applications.
  • Get a new vendor adapter script.
Using the Integration Utility – Update NMIDB

When the Integration Utility is launched, the first dialog asks to check for a new NMIDB. As mentioned, a Network Management Integration Data Bundle (NMIDB) contains all the information required to add Cisco devices to a Network Management System (NMS), such as HP OpenView Network Node Manager.

The bundle is updated frequently, and you must use the latest version to successfully use your NMS with CiscoWorks applications.

When you upgrade device support, a new NMIDB is often downloaded. If the Integration Utility detects a later version of the NMIDB, it prompts you to install it.

Alternatively, you can manually retrieve the latest NMIDB from a file on your local machine, from Cisco.com, or from another system.

If the Integration Utility has already been integrated into your NMS, you can download the data bundle from the Update Cisco Device Support menu.

Select Update Cisco Device Support from the appropriate top-level menu (the location varies depending on where CiscoView applications have been installed on your system). The new NMIDB is automatically retrieved and integrated into the NMS.

You must log in as root on UNIX or have administrator privileges on Windows to run the Integration utility.
NMS Integration Utility
Using the Integration Utility – Register Applications

Using the Integration Utility – Register Applications

Use the next dialog box, Application Integration, to select the CiscoWorks applications that you want to integrate into the NMS. Integrating an application allows you to launch that application from an icon or menu in your NMS.

Before you register applications with the NMS, you must complete downloading the data bundle for this device. If you do not download the data bundle, the Integration utility uses the already-installed NMIDB.

To integrate CiscoWorks applications to your NMS:

1. Select an application tab. There is one tab for each available application. If you are updating NMIDB for new device support only and do not need to make any application registration changes, skip the following steps and click Next.

2. To designate a default application that launches from the NMS, check the Set as default application to be launched from NMS check box. Some Network Management System adapters do not support this option. After integration takes place, double-click the device icon on the NMS map.

3. Change the registration parameters as follows:
   - To register web-based applications, enter or select:
     - HTTP/HTTPS protocol
     - CiscoWorks web server host name or IP address
     - CiscoWorks web server port number
     - Browser executable with the full path to launch the application
   - To register another application, select another application tab

4. Click Next after completing the registration process for all applications. If you made any application registration updates, a confirmation dialog box prompts you to save or cancel your changes.
Using the Integration Utility – Changing the NMS Adapter Script

You can update or change the Network Management System (NMS) with which you integrate your CiscoWorks applications. For example, you can upgrade from HP Network Node Manager 6.4 to 7.0 or you can use a different NMS.

To preserve the integration with CiscoWorks applications, you must acquire a new adapter script. Adapter scripts integrate icons, MIBs, and applications from the NMIDB into the NMS.

Before you run the adapter script to integrate your CiscoWorks applications, make sure the NMS for that script is available. To update the adapter script, follow these steps:

1. Select an adapter script from the Available Adapters list. You can select an adapter script from the list of NMS adapters provided with the Integration Utility or use an adapter script provided by the NMS vendor.

   When you select a script from the Available Adapters list, a description of that script appears in the Adapter Description dialog box.

2. Optionally, to add an adapter script to the list, click Add. Select either a file location on the server or a FTP server.

3. Click Integrate to run the selected script. The adapter script integrates the icons, MIBs, and applications into the NMS.

Note(s):

- If you have Cisco.com access, you can download adapters from the URL: http://www.cisco.com/kobayashi/sw-center/cw2000/cmc3rd.shtml.
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Process Management

Process Management is a Common Services task used to monitor and start/stop one or more CiscoWorks processes. In the event something doesn’t quite seem right with one of the CiscoWorks applications, the system administrator should first check the processes to ensure that they are running. If not, they can be restarted, or stopped and restarted, in an attempt to fix the problem.

The processes can be viewed by running the Common Services > Server > Admin > Processes task. Process Name, State, PID, RC, SigNo., Start Time and Stop Time are displayed. Core and Information field are not displayed here.

The “Refresh” button is for refreshing the entries in the table. The Tomcat and Apache processes can not be stopped from this display since communication would be cut between the server and the browser.
Troubleshooting
Process Status

Process Status is a Common Services task used to manage all CiscoWorks processes. This report displays the status of all processes. Process State column is displayed in **GREEN** color for the started processes and in **RED** color for the processes which failed to start.

The processes can be viewed by running the `Common Services > Server > Report > Process Status` task. The Admin task under the Server tab in Common Services also has tasks to run self-tests and collect information on the CiscoWorks server. We will look at these tasks next.
Server Self-Test

The Selftest option can display and create self-test reports. You can use this option to test the health and integrity of the system. The option executes various Perl scripts and reports whether or not the test passed or failed. Your login and user role determines whether you can use this option.

To create a new report, click Create. To display the new report or a previously generated report, click the report name. Self-test reports indicate whether the tests passed or failed. Reports reflect the server time.

Excerpts from a selftest report are illustrated below.

```
backup.pl
PASS the backup script is installed
Warnings: no backup log is found, please check if it's scheduled to run

database.pl
PASS Self Test succeeded for ami running dfm5pm.dll

mem.exe
PASS 3992444520 bytes of physical ram and 5976412

network.pl
PASS lookup of loopback address succeeded

odbc.pl
PASS Recommended DLL versions found.

device.pl
PASS 96 bits ethernet address

platform.pl
PASS supported platform : 'ServerNT'

snmp.pl
PASS CUSNMP.DLL and CUSNMP32.DLL found in correct place
```
Collect Server Information

The System Administrator can gather troubleshooting information about the status of the server using this option. (A command line script is also available at /opt/CSCOpx/bin/collect.info). If you collect server information through the user interface, data is stored in /opt/CSCOpx/htdocs/collect.

The user's login and user roles determines whether you can use this option. (See Permissions Report)

To create a new report, click Create. A list of report modules and options are displayed. Select the modules you want to include and click OK. By default, all the modules are selected.

To display a report, click its name in the list of available reports. The report appears with information about the product database, the operating system, disk utilization statistics, Tomcat log files and so on. Reports reflect the server time.

Excerpts from a report are illustrated below.

**Server Info**

- generated Fri May 27 23:45:20 2005

**Table of contents**

1. System Info
2. Environment
3. Memory and System Dmesg
4. Network Configuration
5. Event Logs
6. CiscoWorks Registry and components
7. JDBC Configuration
8. Process Status
9. Product Log Files
10. Tomcat Log Files
11. JRE registry

**Environment**

- AdminEmail=admin@domain.com
- ALLUSERSPROFILE=C:\Documents and Settings\All Users
- ASANY=C:\SOFTWARE\(
- ClusterLog=C:\WINNT\Cluster\cluster.log
- CommonProgramFiles=C:\Program Files\Common\COMPUTERNAME=BLR-4M31
- ComSpec=C:\WINDOWS\system32\cmd.exe
- CORE_NONSECURE_PORT=1741
- CORE_SECURE_PORT=443
- CWKDIR=C:\\Program-1\CSCOpx\objects\share\sql
- DP_NO_HOST_CHECK=NO
- LM_LICENSE_FILE=C:\Program-1\CSCOpx\objects\sql\sys\Masterserver\NMSRC07.1\CSCOpx
- NUMBER_OF_PROCESSES=4
- OS=Windows_NT
- OSAGENT_PORT=42342
- Path=C:\Program-1\CSCOpx\bin\C\Program-1\CSCOpx\objects\sql\sys\Masterserver\NMSRC07.1\CSCOpx
Troubleshooting
Log Files and Location

- **Log File Location:**
  - Default location for all the logs will be under:
    - `/var/adm/CSCOpx/log` in Solaris and
    - `$NMSROOT/log` in Windows

- **Log File Names:**
  - Licensing: `license.log`
  - Windows DCR: `DCRServer.log`
  - Solaris DCR: `daemons.log`

### Log Files and Locations

For troubleshooting purposes, the log files provide a wealth of information that can provide answers to issues that may arise.

The default location for all the logs will be under the following directories.

- `/var/adm/CSCOpx/log` in Solaris
- `$NMSROOT/log` in Windows

There are several log files. The following is a list of processes and their associated log file names.

- Default discovery log is `discovery.log`
- Default data collection log is `ani.log`
- Default User Tracking acquisition log is `ut.log`
- All User Tracking user interface related logs will be in `Cmapps.log`
- OGS logs - `CampusOGSClient.log`, `CampusOGSServer.log`
- Spanning Tree Protocol (STP) advanced reports log is `stpeng.log`
Troubleshooting
MDC Support Utility

- MDC provides diagnostics results valuable to a Cisco Technical Assistance Center (TAC) representative
- MDC collects the following information and compresses it into a single file to support the MDCs installed
  - Log Files
  - Configuration Settings
  - Memory Information
  - Complete System Information
  - Process Status
  - Host Environment

MDC Support Utility

The MDC Support utility collects log files, configuration settings, memory info, complete system related info, process status and host environment information. It also collects any other relevant data, into a deliverable tar (compressed form) file to support the MDCs installed.

The MDC Support utility also queries CCR for any other support utilities registered, and run them. Other MDCs need to register their own support utilities that will collect their relevant data.

**Windows:**

Go to: $NMSROOT\MDC\bin\n
Run: MDCSupport.exe

The utility creates a tar file in NMSROOT\MDC\etc directory. If \etc directory is full, or if you want to preserve the data collected previously by not over writing the tar file, you may create another directory by running the following command:

MDCSupport.exe Directory

**Solaris:**

Go to: /opt/CSCOpx/MDC/bin

Run: ./mdcsupport

The utility creates a tar file in CSCOpx/MDC/etc directory. If \etc directory is full, or if you want to preserve the data collected previously by not over writing the tar file, you may create another directory by running the following command:

./mdcsupport Directory

Before you close the command window, ensure that the MDC Support utility has completed its action. If you close the window prematurely, the subsequent instances of MDCSupport Utility will not function properly. If you happen to close the window, delete the mdcsupporttemp directory from NMSROOT\MDC\etc directory, for subsequent instances to work properly.
Troubleshooting

Resetting Login Module

If not using local CiscoWorks login module and alternative login module fails and no fallback method is defined, then reset the login module (see notes on procedure).

Non-Default CiscoWorks Login Module is used

No fallback option is set

Recommended

Resetting the Login Module

If using an alternative module login, instead of the default CiscoWorks Local Module, and it fails, all users will be locked out of the CiscoWorks server if no fallback option exists.

Therefore, the following CLI procedure is available to reset the login module to allow access again using the default CiscoWorks Local module for login.

Stop Daemon Manager:

- Solaris: /etc/init.d/dmgtd stop
- Windows: net stop crmdmgtd

Run the following script:

- Solaris: /opt/CSCOpx/bin/perl ResetLoginModule.pl
- Windows: $NMSROOT/bin/perl ResetLoginModule.pl

Restart Daemon Manager:

- Solaris: /etc/init.d/dmgtd start
- Windows: net start crmdmgtd
Thank You!

We hope that you have enjoyed reading this chapter and have found its contents to be helpful in using the CiscoWorks Common Services.

Cisco Systems
Reference Materials

Many Cisco reference documents have been created to help users understand the use of CiscoWorks Common Services. However, finding help and documentation can often be a challenge. This reference chapter has been created to assist you in your pursuit of additional product information. Below are links to documents and Web pages that provide further details on Common Services.

- **CiscoWorks Common Services v3.0 Information**
  - Common Services Home Page (URL)  
  - Install and Setup Guides (URL)  
  - TCP and UDP Ports Used by CiscoWorks – See Chapter 2 of Install Guide (URL)  
  - Release Notes (URL)  
  - User Guide (URL)  
  - Frequently Asked Questions (URL)  
  - Common Services Service Packs (URL)  
Other CiscoWorks Related Material

♦ CiscoWorks LAN Management Solution (LMS) (URL)
  Learn more about CiscoWorks solutions bundled in LMS:
  www.cisco.com/go/lms/

♦ LMS 2.5 Data Migration Guidelines (URL)

♦ LMS 2.5 Quick Start Guide (URL)

♦ LMS 2.5 Deployment Guide (URL)

♦ CiscoWorks Integration Utility v1.6 (User Guide) (URL)

♦ Network Professionals Connection (URL) <Select Network Management>
  http://forums.cisco.com/eforum/servlet/NetProf?page=main

♦ Cisco’s SNMP Object Navigator (URL)

♦ Solaris Patches (URL)
  To obtain the patches, contact your Sun Microsystems representative or download them from the Sun web site:
  sunsolve.sun.com/
• **Online Bug Tracker**

Search for known problems on the Cisco bug tracking system tool, called Bug Toolkit. To access Bug Toolkit, perform the following steps:

- Click on the link above (www.cisco.com/cgi-bin/Support/Bugtool/launch_bugtool.pl)
- Login to Cisco.com
- Click **Launch Bug Toolkit**.
- Locate CiscoWorks Device Fault Manager from the list of Cisco Software Products
- Then click **Next**.

• **Technical Notes / White Papers**

♦ **Network Management Systems: Best Practices White Paper** *(URL)*

a9c.shtml

The objective of this paper is to provide some deployment guidelines for all areas of network management: Fault, Configuration, Accounting, Performance, and Security (FCAPS).

♦ **CiscoWorks LAN Management Solution White Papers** *(URL)*


- **Common Services v3.0 White Paper**

  Review important features of Common Services: Homepage, DCR, SSO, Grouping Services, and ACS Integration.

- **LMS Deployment Guide**

  The objective of this paper is to review the steps to properly deploying the LMS suite of applications.

- **Cost Analysis Using CiscoWorks LAN Management Solution**

  The CiscoWorks product family can provide a quantifiable financial and IT benefit to an organization, through the automation of routine labor, as well as helping to mitigate network degradation due to device failures. While it is difficult to derive an exact figure of the true and potential cost savings for every customer situation, the Cost Analysis Tool can provide an understanding of the scale of savings involved. At this point, the question that needs to be asked is not "What is the cost of the product?" but "What is the cost of NOT using CiscoWorks?"
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Assessment Questions
Based on the information in the Common Services v3.0 product tutorial, please answer the following questions.

Q1) The Common Services CD contains which of the following? Choose all that apply.
   A) All CiscoWorks Common Services software
   B) CiscoView
   C) Integration Utility
   D) Device Center
   E) All of the above

Q2) Common Services provides many features for CiscoWorks applications. Which of the following is not provided by Common Services? Choose all that apply.
   A) CiscoWorks Homepage
   B) Login authentication to the CiscoWorks server
   C) Task authorization using predefined user roles
   D) Customization of user roles for task authorization
   E) A common repository for Cisco devices and their credentials
   F) Discovery of Cisco devices to manage
   G) Software updates for the CiscoWorks applications
   H) Process status, licensing, and backups

Q3) Common Services v3.0 provides support for SNMP v2 as well as v3 authNoPriv. Choose one.
   A) True
   B) False
Q4) The Integration Utility is always installed on the same platform as the third-party NMS (HP OpenView NNM or Tivoli NetView). Choose one.

A) True

B) False

Q5) The Integration Utility provides which of the following features? Choose all that apply.

A) Integration of Cisco MIBs and traps into the NMS

B) Integration of CiscoWorks applications into the menus of the NMS

C) Integration of Cisco device icons into the NMS topology maps

D) All of the above


A) In a multi-server environment, the DCRs are replicated across the servers providing a single view of devices

B) In a multi-server environment, CiscoWorks users can be authenticated using an ACS

C) In a multi-server environment, simply login once for a seamless navigation to all registered CiscoWorks servers in the domain

Q7) The communication between the web browser CiscoWorks client and the CiscoWorks server can be secured by enabling which protocol? Choose one.

A) Secure Socket Layer (SSL)

B) Secure Shell (SSH)

C) TACACS+

D) Data Encryption Standard (DES)

E) MD5
Q8) Why should you install the Root Certificate when logging in to CiscoWorks for the first time? Choose one.

A) You cannot access CiscoWorks without installing the root certificate
B) The password needs to be saved for future use
C) To avoid seeing the Security Alert screen every time a user logs in
D) To disable https on future logins

Q9) Before the SSO Master/Slave mode can be enabled, what steps must be taken first? Choose all that apply.

A) The servers must possess the certificate of the CiscoWorks server they wish to communicate with
B) The servers must export their certificates to a CSV or XML file
C) A Peer Server account must be established on both servers
D) The Network Administrator must sign the certificates
E) A job must be scheduled for the Approver user to authorize the certificates

Q10) The System Identity must be have the same user id and password on both communicating servers. Choose one.

A) True
B) False
Q11) Which of the following statements is true? Choose all that apply.

A) The non-ACS mode CiscoWorks Local login allows you to customize user roles.

B) The default non-ACS mode authenticates and authorizes the user using TACASC+.

C) The ACS mode requires the user to be created in the CiscoWorks database and on the ACS server.

D) In the non-ACS mode, a user can be assigned a combination of roles, but cannot be customized.

Q12) Which of the following best describes the feature Application Registration? Choose one.

A) Registers application licenses with Cisco.com

B) Registers applications from remote servers on the local homepage

C) Register applications from third party vendors on the local CiscoWorks homepage

D) Register applications to receive updates as they become available.

Q13) Which of the following statements are true regarding the Device and Credential Repository? Choose all that apply.

A) The DCR polls the network based on defined seed devices and populates the DCR

B) Devices can be manually added to the DCR using the DCA user interface

C) Devices can be imported into the DCR using a CSV file

D) The DCR can be populated from the RME application

E) The CiscoWorks applications always duplicate the entire DCR contents into their local DCRs

F) The DCR can be managed (add, delete, edit, export, etc.) using the DCR command line at the command line of the CiscoWorks server
Q14) Which of the following statements are true regarding enabling a DCR Master / Slave environment? Choose all that apply.

A) The DCR Master contains a device list and credentials that are replicated on all CiscoWorks applications.

B) The DCR Master contains a device list and credentials that are replicated on all DCR Slaves in a management domain.

C) The DCR standalone will only communicate with other standalone servers.

D) There can be more than one DCR Slave in a management domain.

E) There can be multiple DCR masters in a domain, if they exchange self-signed certificates.

F) The DCR Slave will update the Master first and then its own repository data.

G) There can be only one DCR Master in a domain.

Q15) Which statement is not true about group hierarchy? Choose all that apply.

A) Common Services manages groups in a hierarchical fashion and supports sub grouping.

B) Static groups are refreshed only when explicitly requested.

C) A container group contains the rules based on multiple dynamic groups.

D) A dynamic group is effectively computed every time its members are viewed.

E) Groups can be private the owner or public for viewing by all users.
Q16) Application groups will always have the same number of devices that appear in the Common Services group. Choose one.

A) True
B) False

Q17) Which of the following statements is true about User-Defined Groups? Choose one.

A) A sub-group created on the DCR Master in the CS@Master group will appear on the Slave in the CS@Slave group if they are in the same domain.
B) A sub-group created on the DCR Master in the RME@Master group will appear on the Slave in the RME@Slave group.
C) Groups can be created in Common Services in both the Master and the Slave mode.
D) A sub-group cannot be created in an application group on a DCR Slave.
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Assessment Questions & Answers
Based on the information in the Common Services v3.0 product tutorial, please answer the following questions.

Q1) The Common Services CD contains which of the following? Choose all that apply.

A) All CiscoWorks Common Services software
B) CiscoView
C) Integration Utility
D) Device Center
E) All of the above

Q2) Common Services provides many features for CiscoWorks applications. Which of the following is not provided by Common Services? Choose all that apply.

A) CiscoWorks Homepage
B) Login authentication to the CiscoWorks server
C) Task authorization using predefined user roles
D) Customization of user roles for task authorization
E) A common repository for Cisco devices and their credentials
F) Discovery of Cisco devices to manage
G) Software updates for the CiscoWorks applications
H) Process status, licensing, and backups

Q3) Common Services v3.0 provides support for SNMP v2 as well as v3 authNoPriv. Choose one.

A) True
B) False
Q4) The Integration Utility is always installed on the same platform as the third-party NMS (HP OpenView NNM or Tivoli NetView). Choose one.

A) True
B) False

Q5) The Integration Utility provides which of the following features? Choose all that apply.

A) Integration of Cisco MIBs and traps into the NMS
B) Integration of CiscoWorks applications into the menus of the NMS
C) Integration of Cisco device icons into the NMS topology maps
D) All of the above


A) In a multi-server environment, the DCRs are replicated across the servers providing a single view of devices
B) In a multi-server environment, CiscoWorks users can be authenticated using an ACS
C) In a multi-server environment, simply login once for a seamless navigation to all registered CiscoWorks servers in the domain

Q7) The communication between the web browser CiscoWorks client and the CiscoWorks server can be secured by enabling which protocol? Choose one.

A) Secure Socket Layer (SSL)
B) Secure Shell (SSH)
C) TACACS+
D) Data Encryption Standard (DES)
E) MD5
Q8) Why should you install the Root Certificate when logging in to CiscoWorks for the first time? Choose one.

A) You cannot access CiscoWorks without installing the root certificate
B) The password needs to be saved for future use
C) To avoid seeing the Security Alert screen every time a user logs in
D) To disable https on future logins

Q9) Before the SSO Master/Slave mode can be enabled, what steps must be taken first? Choose all that apply.

A) The servers must possess the certificate of the CiscoWorks server they wish to communicate with
B) The servers must export their certificates to a CSV or XML file
C) A Peer Server account must be established on both servers
D) The Network Administrator must sign the certificates
E) A job must be scheduled for the Approver user to authorize the certificates

Q10) The System Identity must be have the same user id and password on both communicating servers. Choose one.

A) True
B) False
Q11) Which of the following statements is true? Choose all that apply.

A) The non-ACS mode CiscoWorks Local login allows you to customize user roles.

B) The default non-ACS mode authenticates and authorizes the user using TACASC+.

C) The ACS mode requires the user to be created in the CiscoWorks database and on the ACS server.

D) In the non-ACS mode, a user can be assigned a combination of roles, but cannot be customized.

Q12) Which of the following best describes the feature Application Registration? Choose one.

A) Registers application licenses with Cisco.com

B) Registers applications from remote servers on the local homepage

C) Register applications from third party vendors on the local CiscoWorks homepage

D) Register applications to receive updates as they become available.

Q13) Which of the following statements are true regarding the Device and Credential Repository? Choose all that apply.

A) The DCR polls the network based on defined seed devices and populates the DCR

B) Devices can be manually added to the DCR using the DCA user interface

C) Devices can be imported into the DCR using a CSV file

D) The DCR can be populated from the RME application

E) The CiscoWorks applications always duplicate the entire DCR contents into their local DCRs

F) The DCR can be managed (add, delete, edit, export, etc.) using the DCR command line at the command line of the CiscoWorks server
Q14) Which of following statements are true regarding enabling a DCR Master / Slave environment? Choose all that apply.

A) The DCR Master contains a device list and credentials that are replicated on all CiscoWorks applications.

B) The DCR Master contains a device list and credentials that are replicated on all DCR Slaves in a management domain.

C) The DCR standalone will only communicate with other standalone servers.

D) There can be more than one DCR Slave in a management domain.

E) There can be multiple DCR masters in a domain, if they exchange self-signed certificates.

F) The DCR Slave will update the Master first and then its own repository data.

G) There can be only one DCR Master in a domain.

Q15) Which statement is not true about group hierarchy? Choose all that apply.

A) Common Services manages groups in a hierarchical fashion and supports sub grouping.

B) Static groups are refreshed only when explicitly requested.

C) A container group contains the rules based on multiple dynamic groups.

D) A dynamic group is effectively computed every time its members are viewed.

E) Groups can be private the owner or public for viewing by all users.
Q16) Application groups will always have the same number of devices that appear in the Common Services group. Choose one.

A) True
B) False (Depends on the devices in the application’s local DCR)

Q17) Which of the following statements is true about User-Defined Groups? Choose one.

A) A sub-group created on the DCR Master in the CS@Master group will appear on the Slave in the CS@Slave group if they are in the same domain.

B) A sub-group created on the DCR Master in the RME@Master group will appear on the Slave in the RME@Slave group.

C) Groups can be created in Common Services in both the Master and the Slave mode.

D) A sub-group cannot be created in an application group on a DCR Slave.