afran]n
CISCO.

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650
Switches)

First Published: 2017-05-31

Americas Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000
800 553-NETS (6387)
Fax: 408 527-0883



©2017 Cisco Systems, Inc. All rights reserved.



CONTENTS

PREFACE Preface xxv

Document Conventions xxv
Related Documentation  xxvii

Obtaining Documentation and Submitting a Service Request  xxvii

CHAPTER 1 Using the Command-Line Interface 1
Using the Command-Line Interface 2
Understanding Command Modes 2
Understanding the Help System 3
Understanding Abbreviated Commands 4
Understanding no and default Forms of Commands 4
Understanding CLI Error Messages 4
Using Configuration Logging 5
Using Command History 5
Changing the Command History Buffer Size 5
Recalling Commands 6
Disabling the Command History Feature 6
Using Editing Features 6
Enabling and Disabling Editing Features 7
Editing Commands through Keystrokes 7
Editing Command Lines that Wrap 9
Searching and Filtering Output of show and more Commands 10
Accessing the CLI 10

Accessing the CLI through a Console Connection or through Telnet 11

PART I Campus Fabric 13

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

CHAPTER 2 Campus Fabric 15
border 16
context 17
control-plane 18
domain 19
debug fabric auto 20
fabric auto 21
host-pool name 22
show fabric domain 24
show fabric context 25

show fabric host-pool 26

PART 11 Interface and Hardware Components 27

CHAPTER 3 Interface and Hardware Commands 29
debug ilpower 31
debug interface 32
debug Ildp packets 33
debug platform poe 34
duplex 35
errdisable detect cause 37
errdisable recovery cause 39
errdisable recovery interval 42
interface 43
interface range 45
ipmtu 47
ipv6b mtu 48
lldp (interface configuration) 49
logging event power-inline-status 51
mdix auto 52
mode (power-stack configuration) 53
network-policy 55

network-policy profile (global configuration) 56

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



power efficient-ethernet auto 57
power-priority 58

power inline 60

power inline police 63

power supply 65

show eee 67

show env 70

show errdisable detect 73

show errdisable recovery 74
show interfaces 75

show interfaces counters 79
show interfaces switchport 81
show interfaces transceiver 83
show memory platform 86
show module 89

show mgmt-infra trace messages ilpower 90

show mgmt-infra trace messages ilpower-ha 92

show mgmt-infra trace messages platform-mgr-poe 93

show network-policy profile 94

show platform hardware fed switch forward 95
show platform resources 97

show platform software ilpower 98

show platform software process list 100

show platform software process slot switch 102
show platform software status control-processor 104
show processes cpu platform monitor 107
show processes memory platform 109

show power inline 112

show stack-power 118

show system mtu 120

show tech-support 121

speed 123

stack-power 125

switchport block 127

Contents .

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

PART I1I

CHAPTER 4

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)

system mtu 128

test mcu read-register 129

voice-signaling vlan (network-policy configuration)

voice vlan (network-policy configuration)

135

137

clear ip nhrp 139

debug nhrp 140

thrp delay 142

fthrp version vrrp v3 143
glbp authentication 144
glbp forwarder preempt 146
glbpip 147

glbp load-balancing 149
glbp name 150

glbp preempt 152

glbp priority 153

glbp timers 154

glbp weighting 156

glbp weighting track 157
ip address dhep 159

ip address pool (DHCP) 162
ip address 163

ip http server 166

ip http secure-server 168
ip nhrp map 170

ip nhrp map multicast 172
ip nhrp network-id 174

ip nhrp nhs 175

ipv6 nd cache expire 177
ipv6 nd na glean 178

ipv6 nd nud retry 179

133

131



Contents .

key chain 181

key-string (authentication) 182
key 183

show glbp 185

show ip nhrp nhs 188
show ip ports all 190
show key chain 192
show track 193

track 195

vrrp 197

vrrp description 198
vrrp preempt 199

vIrp priority 200

vrrp timers advertise 201

vrrs leader 203

PART IV IP Multicast Routing 205

CHAPTER 5 IP Multicast Routing 207
cache-memory-max 209
clear ip mfib counters 210
clear ip mroute 211
ip igmp filter 212
ip igmp max-groups 213
ip igmp profile 215
ip igmp snooping 216
ip igmp snooping last-member-query-count 217
ip igmp snooping querier 219
ip igmp snooping report-suppression 221
ip igmp snooping vlan mrouter 222
ip igmp snooping vlan static 223
ip multicast auto-enable 224
ip pim accept-register 225

ip pim bsr-candidate 226

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

ip pim rp-candidate 228

ip pim send-rp-announce 229

ip pim spt-threshold 231

match message-type 232

match service-type 233

match service-instance 234
mrinfo 235

redistribute mdns-sd 237
service-list mdns-sd 238
service-policy-query 239
service-routing mdns-sd 240
service-policy 241

show ip igmp filter 242

show ip igmp profile 243

show ip igmp snooping 244

show ip igmp snooping groups 246
show ip igmp snooping mrouter 248
show ip igmp snooping querier 249
show ip pim autorp 251

show ip pim bsr-router 252

show ip pim bsr 253

show ip pim tunnel 254

show mdns cache 256

show mdns requests 258

show mdns statistics 259

show platform software fed switch ip multicast 260

PART V IPv6 263

CHAPTER 6 IPv6 265
ipv6 dhcp server vrf enable 266
ipv6 flow monitor 267

show ipv6 dhcp binding 268

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



PART VI

CHAPTER 7

Layer 2/3 271

Layer 2/3 273

channel-group 275
channel-protocol 278
clear lacp 279
clear pagp 280

clear spanning-tree counters 281

clear spanning-tree detected-protocols 282

debug etherchannel 283
debug lacp 284

debug pagp 285

debug platform pm 286
debug platform udld 288
debug spanning-tree 289
interface port-channel 291
lacp max-bundle 292
lacp port-priority 293
lacp rate 294

lacp system-priority 295
pagp learn-method 296
pagp port-priority 298
port-channel 299
port-channel auto 300
port-channel load-balance 301
port-channel load-balance extended 303
port-channel min-links 304
rep admin vlan 305

rep block port 306

rep Isl-age-timer 308

rep Isl-retries 309

rep preempt delay 310

rep preempt segment 311

Contents .

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

rep segment 312

rep stcn 314

show etherchannel 315

show interfaces rep detail 318
show lacp 319

show pagp 323

show platform software fed etherchannel 325
show platform pm 326

show rep topology 327

show udld 329

switchport 332

switchport access vlan 334
switchport mode 337
switchport nonegotiate 339
switchport voice vlan 340
udld 343

udld port 345

udld reset 347

PART VII Multiprotocol Label Switching (MPLS) 349

CHAPTER 8 MPLS 351
mpls ip default-route 352
mpls ip (global configuration) 353
mpls ip (interface configuration) 354
mpls label protocol (global configuration) 355
mpls label protocol (interface configuration) 356
mpls label range 357
show mpls label range 359

CHAPTER 9 Multicast VPN 361
ip multicast-routing 362
ip multicast mrinfo-filter 363

mdt data 364

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



Contents .

mdt default 366

mdt log-reuse 368

show ip pim mdt bgp 369
show ip pim mdt history 370
show ip pim mdt receive 3N

show ip pim mdt send 373

PART VIII Network Management 375
CHAPTER 10 Flexible NetFlow 377
cache 379

clear flow exporter 382

clear flow monitor 383
collect 385

collect counter 386

collect interface 387

collect timestamp absolute 388
collect transport tcp flags 389
datalink flow monitor 390
debug flow exporter 391
debug flow monitor 392
debug flow record 393

debug sampler 394
description 395

destination 396

dscp 397

export-protocol netflow-v9 398
exporter 399

flow exporter 400

flow monitor 401

flow record 402

ip flow monitor 403

ipv6 flow monitor 405

match datalink dotlq priority 407

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

match datalink dotlq vlan 408
match datalink ethertype 409
match datalink mac 410
match datalink vlan 411

match flow cts 412

match flow direction 413
match interface 414

match ipv4 415

match ipv4 destination address 416
match ipv4 source address 417
match ipv4 ttl 418

match ipv6 419

match ipv6 destination address 420
match ipv6 hop-limit 421
match ipv6 source address 422
match transport 423

match transport icmp ipv4 424
match transport icmp ipv6 425
mode random 1 out-of 426
option 427

record 429

sampler 430

show flow exporter 431

show flow interface 433

show flow monitor 435

show flow record 440

show sampler 441

source 443

template data timeout 445
transport 446

ttl 447

CHAPTER 11 Network Management 449

description (ERSPAN) 451

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



destination (ERSPAN) 452
erspan-id 454

filter (ERSPAN) 455

ip ttl (ERSPAN) 457

ip weep 458

monitor capture (interface/control plane) 460
monitor capture buffer 464

monitor capture clear 465

monitor capture export 466

monitor capture file 467

monitor capture limit 469

monitor capture match 470

monitor capture start 471

monitor capture stop 472

monitor session 473

monitor session destination 475
monitor session filter 479

monitor session source 481

monitor session type erspan-source 483
origin 484

show ip sla statistics 486

show capability feature monitor 488
show monitor 489

show monitor capture 491

show monitor session 493

show platform software fed switch ip weep 495

show platform ip weep 497

show platform software swspan 498
snmp-server enable traps 500
snmp-server enable traps bridge 503
snmp-server enable traps bulkstat 504
snmp-server enable traps call-home 505
snmp-server enable traps cef 506

snmp-server enable traps cpu 507

Contents .

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

snmp-server enable traps envmon 508
snmp-server enable traps errdisable 509
snmp-server enable traps flash 510
snmp-server enable traps isis 511
snmp-server enable traps license 512
snmp-server enable traps mac-notification 513
snmp-server enable traps ospf 514
snmp-server enable traps pim 515
snmp-server enable traps port-security 516
snmp-server enable traps power-ethernet 517
snmp-server enable traps snmp 518
snmp-server enable traps stackwise 519
snmp-server enable traps storm-control 521
snmp-server enable traps stpx 522
snmp-server enable traps transceiver 523
snmp-server enable traps vrfmib 524
snmp-server enable traps vstack 525
snmp-server enginelD 526

snmp-server host 527

source (ERSPAN) 531

switchport mode access 532

switchport voice vlan 533

PART IX Programmability 535

CHAPTER 12 Programmability 537
boot ipxe 538
boot manual 539
boot system 540
default boot 541
install 542
show install 546
dig 548
mlog 550

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



PART X

CHAPTER 13

CHAPTER 14

QoS

net-debug 551
net-dhcp 553
net6-dhcp 554
net-show 555
net6-show 556
net-tcp-bufs 557
net-tcp-mss 558
ping 559
ping4 560
ping6 561

563

Auto-QoS 565

QoS

auto qos classify 566
auto qos trust 572
auto qos video 580
auto qos voip 590
debug auto qos 603

show auto qos 604

607

class 608

class-map 611

match (class-map configuration) 613
match non-client-nrt 616
policy-map 617

priority 619
queue-buffers ratio 621
queue-limit 622
service-policy (Wired) 624
set 626

show class-map 632

show platform hardware fed switch 633

Contents .

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

PART XI

CHAPTER 15

PART XII

CHAPTER 16

show platform software fed switch qos 636

show platform software fed switch qos qsb 637

show policy-map 640

trust device 642

Routing 645

Bidirectional Forwarding Detection 647

authentication (BFD) 648

bfd 649

bfd all-interfaces 651

bfd check-ctrl-plane-failure 652
bfd echo 653

bfd slow-timers 655

bfd template 657

bfd-template 658

ip route static bfd 659

ipv6 route static bfd 661

Security 663

Security 665

aaa accounting 668

aaa accounting dotlx 671

aaa accounting identity 673

aaa authentication dotlx 675

aaa authorization network 676

aaa new-model 677

aaa policy interface-config allow-subinterface
access-session template monitor 680
authentication host-mode 681
authentication mac-move permit 683
authentication priority 684

authentication violation 687

679

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



cisp enable 689

clear errdisable interface vlan 690

clear mac address-table 691

cts manual 693

cts role-based enforcement 694

cts role-based 12-vrf 696

cts role-based monitor 698

cts role-based permissions 699

deny (MAC access-list configuration) 700
device-role (IPv6 snooping) 704
device-role (IPv6 nd inspection) 705
device-tracking policy 706

dotlx critical (global configuration) 708
dotlx pac 709

dotlx supplicant controlled transient 710
dotlx supplicant force-multicast 711
dotlx test eapol-capable 712

dotlx test timeout 713

dotlx timeout 714

epm access-control open 716

ip access-list role-based 717

ip admission 718

ip admission name 719

ip device tracking maximum 721

ip device tracking probe 722

ip dhcp snooping database 723

ip dhep snooping information option format remote-id
ip dhep snooping verify no-relay-agent-address 726
ip http access-class 727

ip radius source-interface 729

ip source binding 731

ip verify source 732

ipv6 access-list 733

ipv6 snooping policy 735

125

Contents .

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

key chain macsec 736

limit address-count 737

mab request format attribute 32 738
macsec network-link 740

match (access-map configuration) 741
mka policy (global configuration) 743
mka pre-shared-key 745

no authentication logging verbose 746
no dotlx logging verbose 747

no mab logging verbose 748

permit (MAC access-list configuration) 749
propagate sgt (cts manual) 753
protocol (IPv6 snooping) 755

radius server 756

sap mode-list (cts manual) 758
security level (IPv6 snooping) 760
server-private (RADIUS) 761

show aaa clients 763

show aaa command handler 764
show aaa local 765

show aaa servers 766

show aaa sessions 767

show authentication sessions 768
show cts interface 77

show cts role-based permissions 773
show cisp 775

show dotlx 777

show eap pac peer 779

show ip dhcp snooping statistics 780
show macsec 783

show mka policy 785

show mka session 788

show mka statistics 791

show mka summary 794

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



Contents .

show radius server-group 797

show storm-control 799

show vlan access-map 801

show vlan filter 802

show vlan group 803

storm-control 804

switchport port-security aging 807
switchport port-security mac-address 809
switchport port-security maximum 811
switchport port-security violation 813
tacacs server 815

tracking (IPv6 snooping) 816
trusted-port 818

vlan access-map 819

vlan filter 821

vlan group 822

PART XIII Stack Manager and High Availability 823

CHAPTER 17 Stack Manager and High Availability 825
debug platform stack-manager 826
main-cpu 827
mode sso 828
policy config-sync prc reload 829
redundancy 830
redundancy config-sync mismatched-commands 831
redundancy force-switchover 833
redundancy reload 834
reload 835
session 837
show platform stack-manager 838
show redundancy 839
show redundancy config-sync 843

show switch 845

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

stack-mac persistent timer 849
stack-mac update force 850
standby console enable 851
switch stack port 852

switch priority 853

switch provision 854

switch renumber 856

PART X1V System Management 857

CHAPTER 18 Autonomic Networking 859
autonomic adjacency-discovery 860
autonomic connect 861
clear autonomic 862
debug autonomic 864
show autonomic control-plane 865
show autonomic device 867
show autonomic interfaces 868
show autonomic intent 870
show autonomic 12-channels 871
show autonomic service 872

show autonomic neighbor 873

CHAPTER 19 System Management Commands 875
arp 877
boot 878
cat 879
clear location 880
clear location statistics 881
copy 882
copy startup-config tftp: 883
copy tftp: startup-config 884
debug voice diagnostics mac-address 885

delete 886

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



Contents .

dir 887

emergency-install 889

exit 891

flash init 892

help 893

12 traceroute 894

license right-to-use 895

location 897

location plm calibrating 900

mac address-table move update 901

mgmt_init 902

mkdir 903

more 904

no debug all 905

rename 906

request platform software console attach switch 907
request platform software package clean 909

request platform software package copy 911

request platform software package describe file 912
request platform software package expand 918
request platform software package install auto-upgrade 920
request platform software package install commit 921
request platform software package install file 922
request platform software package install rollback 925
request platform software package install snapshot 927
request platform software package verify 929

request platform software package uninstall 930

reset 931

rmdir 932

sdm prefer 933

set 934

show avc client 937

show cable-diagnostics tdr 938

show debug 940

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

CHAPTER 20

PART XV

show env 941

show env xps 943

show flow monitor 947

show license right-to-use 952

show location 954

show mac address-table move update 955
show platform integrity 956

show platform sudi certificate 957

show sdm prefer 959

system env temperature threshold yellow 961
test cable-diagnostics tdr 963

traceroute mac 964

traceroute mac ip 967

type 969

unset 970

version 972

Tracing 973

Information About Tracing 974
Tracing Overview 974
Location of Tracelogs 974
Tracelog Naming Convention 974
Rotation and Throttling Policy 975
Tracing Levels 975
set platform software trace 976
show platform software trace filter-binary 980
show platform software trace message 981
show platform software trace level 984
request platform software trace archive 987
request platform software trace rotate all 988

request platform software trace filter-binary 989

VLAN 991

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



Contents .

CHAPTER 21 VLAN 993
clear 12protocol-tunnel counters 994
clear vmps statistics 995
clear vtp counters 996
debug platform vlan 997
debug sw-vlan 998
debug sw-vlan ifs 1000
debug sw-vlan notification 1001
debug sw-vlan vtp 1002
interface vlan 1003
12protocol-tunnel 1004
12protocol-tunnel cos 1007
private-vlan 1008
private-vlan mapping 1010
show dotlg-tunnel 1012
show interfaces private-vlan mapping 1013
show 12protocol-tunnel 1014
show platform vlan 1016
show vlan 1017
show vimps 1021
show vtp 1023
switchport mode private-vlan 1029
switchport priority extend 1031
switchport trunk 1032
vlan 1035
vlan dotlq tag native 1041
vmps reconfirm (global configuration) 1042
vmps reconfirm (privileged EXEC) 1043
vmps retry 1044
vmps server 1045
vtp (global configuration) 1046
vtp (interface configuration) 1051

vtp primary 1052

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. Contents

Notices 5

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



Preface

* Document Conventions, on page Xxv

* Related Documentation, on page xxvii

* Obtaining Documentation and Submitting a Service Request, on page xxvii

Document Conventions

This document uses the following conventions:

Convention

Description

A or Ctrl

Both the » symbol and Ctrl represent the Control (Ctrl) key on a keyboard. For
example, the key combination *D or Ctrl-D means that you hold down the Control
key while you press the D key. (Keys are indicated in capital letters but are not
case sensitive.)

bold font

Commands and keywords and user-entered text appear in bold font.

Italic font

Document titles, new or emphasized terms, and arguments for which you supply
values are in ifalic font.

Courier font

Terminal sessions and information the system displays appear in courier font.

Bold Courier font

Bold Courier font indicates text that the user must enter.

[x]

Elements in square brackets are optional.

An ellipsis (three consecutive nonbolded periods without spaces) after a syntax
element indicates that the element can be repeated.

A vertical line, called a pipe, indicates a choice within a set of keywords or
arguments.

Optional alternative keywords are grouped in brackets and separated by vertical
bars.

Required alternative keywords are grouped in braces and separated by vertical
bars.
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Convention Description

[x {y|z}] Nested set of square brackets or braces indicate optional or required choices within
optional or required elements. Braces and a vertical bar within square brackets
indicate a required choice within an optional element.

string A nonquoted set of characters. Do not use quotation marks around the string or
the string will include the quotation marks.

<> Nonprinting characters such as passwords are in angle brackets.
[] Default responses to system prompts are in square brackets.
L# An exclamation point (!) or a pound sign (#) at the beginning of a line of code

indicates a comment line.

Reader Alert Conventions

This document may use the following conventions for reader alerts:

Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

Means the following information will help you solve a problem.

Caution

Means reader be careful. In this situation, you might do something that could result in equipment damage or
loss of data.

Timesaver

A

Means the described action saves time. You can save time by performing the action described in the paragraph.

Warning

IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work
on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard
practices for preventing accidents. Use the statement number provided at the end of each warning to locate
its translation in the translated safety warnings that accompanied this device. Statement 1071

SAVE THESE INSTRUCTIONS
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Related Documentation .

Related Documentation
A

Note Before installing or upgrading the device, refer to the device release notes.

* Cisco Catalyst 3650 Series Switchesdocumentation, located at:

http://www.cisco.com/go/cat3650 docs

* Cisco SFP, SFP+, and QSFP+ modules documentation, including compatibility matrixes, located at:

http://www.cisco.com/en/US/products/hw/modules/ps5455/tsd_products_support_series_home.html

Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service request, and gathering additional information,
see the monthly What's New in Cisco Product Documentation, which also lists all new and revised Cisco
technical documentation, at:

http://www.cisco.com/c/en/us/td/docs/general/whatsnew/whatsnew.html

Subscribe to the What's New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed
and set content to be delivered directly to your desktop using a reader application. The RSS feeds are a free
service and Cisco currently supports RSS version 2.0.
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Using the Command-Line Interface

This chapter contains the following topics:

* Using the Command-Line Interface, on page 2
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. Using the Command-Line Interface

Using the Command-Line Interface

This chapter describes the Cisco IOS command-line interface (CLI) and how to use it to configure your switch.

Understanding Command Modes

The Cisco IOS user interface is divided into many different modes. The commands available to you depend
on which mode you are currently in. Enter a question mark (?) at the system prompt to obtain a list of commands
available for each command mode.

When you start a session on the switch, you begin in user mode, often called user EXEC mode. Only a limited
subset of the commands are available in user EXEC mode. For example, most of the user EXEC commands
are one-time commands, such as show commands, which show the current configuration status, and clear
commands, which clear counters or interfaces. The user EXEC commands are not saved when the switch
reboots.

To have access to all commands, you must enter privileged EXEC mode. Normally, you must enter a password
to enter privileged EXEC mode. From this mode, you can enter any privileged EXEC command or enter
global configuration mode.

Using the configuration modes (global, interface, and line), you can make changes to the running configuration.
If you save the configuration, these commands are stored and used when the switch reboots. To access the
various configuration modes, you must start at global configuration mode. From global configuration mode,
you can enter interface configuration mode and line configuration mode.

This table describes the main command modes, how to access each one, the prompt you see in that mode, and
how to exit the mode. The examples in the table use the hostname Switch.

Table 1: Command Mode Summary

Mode Access Method Prompt Exit Method About This Mode
User EXEC | Begin a session with Enter logout or quit. | Use this mode to
: Switch>
your switch. * Change terminal
settings.
* Perform basic tests.
* Display system
information.
Privileged | Whileinuser EXEC ' Enter disable to exit. | Use this mode to verify
EXEC mode, enter the Devicet commands that you have
enable command. entered. Use a password
to protect access to this
mode.
Global While in privileged _ _ To exit to privileged |Use this mode to
configuration | EXEC mode, enter |PSvice (config)# EXEC mode, enter | configure parameters that
the configure exit or end, or press |apply to the entire
command. Ctrl-Z. switch.
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Mode Access Method Prompt Exit Method About This Mode
VLAN While in global . ‘ To exit to global Use this mode to
configuration | configuration mode, | P€V+ee (config=vian) #l ¢onfisuration mode, |configure VLAN
enter the vlan enter the exit parameters. When VTP
vlan-id command. command. mode is transparent, you
To return to can create
.. extended-range VLANSs
privileged EXEC
(VLAN IDs greater than
mode, press Ctrl-Z or
1005) and save
enter end.

configurations in the
switch startup
configuration file.

Interface While in global To exit to global Use this mode to
configuration | configuration mode, | PViee (config=if)# | confisuration mode, |configure parameters for
enter the interface enter exit. the Ethernet ports.
command (with a
specific int(erface). TO. rgtum o
privileged EXEC
mode, press Ctrl-Z or
enter end.
Line While in global To exit to global Use this mode to
configuration | configuration mode, | PSvice (config=line) # ¢onfioyration mode, |configure parameters for
specify a line with enter exit. the terminal line.
the line vty or line To return to
console command. privileged EXEC
mode, press Ctrl-Z or
enter end.

For more detailed information on the command modes, see the command reference guide for this release.

Understanding the Help System

You can enter a question mark (?) at the system prompt to display a list of commands available for each
command mode. You can also obtain a list of associated keywords and arguments for any command.

Table 2: Help Summary

Command Purpose

help Obtains a brief description of the help system in any
command mode.

abbreviated-command-entry ? Obtains a list of commands that begin with a particular
character string.

Device# di?
dir disable disconnect
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Command Purpose

abbreviated-command-entry <Tab> Completes a partial command name.

Device# sh conf<tab>
Device# show configuration

? Lists all commands available for a particular command
mode.

Switch> ?

command ? Lists the associated keywords for a command.

Switch> show ?

command keyword ? Lists the associated arguments for a keyword.

Device (config) # cdp holdtime ?
<10-255> Length of time (in sec) that
receiver must keep this packet

Understanding Abbreviated Commands

You need to enter only enough characters for the switch to recognize the command as unique.

This example shows how to enter the show configuration privileged EXEC command in an abbreviated form:

Device# show conf

Understanding no and default Forms of Commands

Almost every configuration command also has a no form. In general, use the no form to disable a feature or
function or reverse the action of a command. For example, the no shutdown interface configuration command
reverses the shutdown of an interface. Use the command without the keyword no to re-enable a disabled
feature or to enable a feature that is disabled by default.

Configuration commands can also have a default form. The default form of a command returns the command
setting to its default. Most commands are disabled by default, so the default form is the same as the no form.
However, some commands are enabled by default and have variables set to certain default values. In these
cases, the default command enables the command and sets variables to their default values.

Understanding CLI Error Messages

This table lists some error messages that you might encounter while using the CLI to configure your switch.
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Table 3: Common CLI Error Messages

Using Configuration Logging .

Error Message

Meaning

How to Get Help

o

% Ambiguous
command: "show

con"

You did not enter enough
characters for your switch to
recognize the command.

Re-enter the command followed by a question mark
(?) with a space between the command and the
question mark.

The possible keywords that you can enter with the
command appear.

% Incomplete
command.

You did not enter all the
keywords or values required by
this command.

Re-enter the command followed by a question mark
(?) with a space between the command and the
question mark.

The possible keywords that you can enter with the
command appear.

% Invalid input
detected at ‘*'
marker.

You entered the command
incorrectly. The caret (*) marks
the point of the error.

Enter a question mark (?) to display all the
commands that are available in this command mode.

The possible keywords that you can enter with the
command appear.

Using Configuration Logging

You can log and view changes to the switch configuration. You can use the Configuration Change Logging
and Notification feature to track changes on a per-session and per-user basis. The logger tracks each
configuration command that is applied, the user who entered the command, the time that the command was
entered, and the parser return code for the command. This feature includes a mechanism for asynchronous
notification to registered applications whenever the configuration changes. You can choose to have the
notifications sent to the syslog.

\}

Note

Only CLI or HTTP changes are logged.

Using Command History

The software provides a history or record of commands that you have entered. The command history feature
is particularly useful for recalling long or complex commands or entries, including access lists. You can
customize this feature to suit your needs.

Changing the Command History Buffer Size

By default, the switch records ten command lines in its history buffer. You can alter this number for a current
terminal session or for all sessions on a particular line. These procedures are optional.

Beginning in privileged EXEC mode, enter this command to change the number of command lines that the
switch records during the current terminal session:
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Device# terminal history [size number-of-lines]

The range is from 0 to 256.

Beginning in line configuration mode, enter this command to configure the number of command lines the
switch records for all sessions on a particular line:

Device (config-line) # history [size number-of-lines]
The range is from 0 to 256.

Recalling Commands

To recall commands from the history buffer, perform one of the actions listed in this table. These actions are
optional.

)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 4: Recalling Commands

Action Result

Press Ctrl-P or the up arrow | Recalls commands in the history buffer, beginning with the most recent
key. command. Repeat the key sequence to recall successively older commands.

Press Ctrl-N or the down arrow | Returns to more recent commands in the history buffer after recalling
key. commands with Ctrl-P or the up arrow key. Repeat the key sequence to
recall successively more recent commands.

show history While in privileged EXEC mode, lists the last several commands that you
just entered. The number of commands that appear is controlled by the
Device (config)# help setting of the terminal history global configuration command and the

history line configuration command.

Disabling the Command History Feature

The command history feature is automatically enabled. You can disable it for the current terminal session or
for the command line. These procedures are optional.

To disable the feature during the current terminal session, enter the terminal no history privileged EXEC
command.

To disable command history for the line, enter the no history line configuration command.

Using Editing Features

This section describes the editing features that can help you manipulate the command line.
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Enabling and Disabling Editing Features

Although enhanced editing mode is automatically enabled, you can disable it, re-enable it, or configure a
specific line to have enhanced editing. These procedures are optional.

To globally disable enhanced editing mode, enter this command in line configuration mode:

Switch (config-line)# no editing

To re-enable the enhanced editing mode for the current terminal session, enter this command in privileged
EXEC mode:

Device# terminal editing
To reconfigure a specific line to have enhanced editing mode, enter this command in line configuration mode:

Device (config-line)# editing

Editing Commands through Keystrokes

This table shows the keystrokes that you need to edit command lines. These keystrokes are optional.

\)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 5: Editing Commands through Keystrokes

Capability Keystroke Purpose

Move around the command line to | Press Ctrl-B, or press the | Moves the cursor back one character.
make changes or corrections. left arrow key.

Press Ctrl-F, or press the | Moves the cursor forward one character.
right arrow key.

Press Ctrl-A. Moves the cursor to the beginning of the
command line.

Press Ctrl-E. Moves the cursor to the end of the
command line.

Press Esc B. Moves the cursor back one word.

Press Esc F. Moves the cursor forward one word.

Press Ctrl-T. Transposes the character to the left of the
cursor with the character located at the
Cursor.
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Capability

Keystroke

Purpose

Recall commands from the buffer
and paste them in the command line.
The switch provides a buffer with
the last ten items that you deleted.

Press Ctrl-Y.

Recalls the most recent entry in the buffer.

Press Esc Y.

Recalls the next buffer entry.

The buffer contains only the last 10 items
that you have deleted or cut. If you press
Esc Y more than ten times, you cycle to
the first buffer entry.

Delete entries if you make a mistake
or change your mind.

Press the Delete or
Backspace key.

Erases the character to the left of the
Cursor.

Press Ctrl-D.

Deletes the character at the cursor.

Press Ctrl-K.

Deletes all characters from the cursor to
the end of the command line.

Press Ctrl-U or Ctrl-X.

Deletes all characters from the cursor to
the beginning of the command line.

Press Ctrl-W.

Deletes the word to the left of the cursor.

Press Esc D. Deletes from the cursor to the end of the
word.
Capitalize or lowercase words or | Press Esc C. Capitalizes at the cursor.
capitalize a set of letters.
Press Esc L. Changes the word at the cursor to
lowercase.
Press Esc U. Capitalizes letters from the cursor to the

end of the word.

Designate a particular keystroke as
an executable command, perhaps as
a shortcut.

Press Ctrl-V or Esc Q.
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Editing Command Lines that Wrap .

Capability Keystroke Purpose

Scroll down a line or screen on Press the Return key. Scrolls down one line.
displays that are longer than the
terminal screen can display.

Note The More prompt is used
for any output that has
more lines than can be
displayed on the terminal
screen, including show
command output. You
can use the Return and
Space bar keystrokes
whenever you see the
More prompt.

Press the Space bar. Scrolls down one screen.

Redisplay the current command line | Press Ctrl-L or Ctrl-R. | Redisplays the current command line.
if the switch suddenly sends a
message to your screen.

Editing Command Lines that Wrap

You can use a wraparound feature for commands that extend beyond a single line on the screen. When the
cursor reaches the right margin, the command line shifts ten spaces to the left. You cannot see the first ten
characters of the line, but you can scroll back and check the syntax at the beginning of the command. The
keystroke actions are optional.

To scroll back to the beginning of the command entry, press Ctrl-B or the left arrow key repeatedly. You can
also press Ctrl-A to immediately move to the beginning of the line.

Note

The arrow keys function only on ANSI-compatible terminals such as VT100s.

In this example, the access-list global configuration command entry extends beyond one line. When the cursor
first reaches the end of the line, the line is shifted ten spaces to the left and redisplayed. The dollar sign ($)
shows that the line has been scrolled to the left. Each time the cursor reaches the end of the line, the line is
again shifted ten spaces to the left.

Device (config) # access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1
Device (config)# $ 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1.20 255.25
Device (config)# $t tcp 131.108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq
Device (config)# $108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq 45

After you complete the entry, press Ctrl-A to check the complete syntax before pressing the Return key to
execute the command. The dollar sign ($) appears at the end of the line to show that the line has been scrolled
to the right:
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Device (config) # access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1$

The software assumes that you have a terminal screen that is 80 columns wide. If you have a width other than
that, use the terminal width privileged EXEC command to set the width of your terminal.

Use line wrapping with the command history feature to recall and modify previous complex command entries.

Searching and Filtering Output of show and more Commands

You can search and filter the output for show and more commands. This is useful when you need to sort
through large amounts of output or if you want to exclude output that you do not need to see. Using these
commands is optional.

To use this functionality, enter a show or more command followed by the pipe character (]), one of the
keywords begin, include, or exclude, and an expression that you want to search for or filter out:

command | {begin | include | exclude} regular-expression

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain output are
not displayed, but the lines that contain Output appear.

This example shows how to include in the output display only lines where the expression protocol appears:

Device# show interfaces | include protocol

Vlanl is up, line protocol is up

V1lanlO is up, line protocol is down
GigabitEthernetl/0/1 is up, line protocol is down
GigabitEthernetl/0/2 is up, line protocol is up

Accessing the CLI

You can access the CLI through a console connection, through Telnet, or by using the browser.

You manage the switch stack and the stack member interfaces through the active switch. You cannot manage
stack members on an individual switch basis. You can connect to the active switch through the console port
or the Ethernet management port of one or more stack members. Be careful with using multiple CLI sessions
to the active switch. Commands you enter in one session are not displayed in the other sessions. Therefore,
it is possible to lose track of the session from which you entered commands.

Note

We recommend using one CLI session when managing the switch stack.

If you want to configure a specific stack member port, you must include the stack member number in the CLI
command interface notation.

To debug a specific stack member, you can access it from the active switch by using the session
stack-member-number privileged EXEC command. The stack member number is appended to the system
prompt. For example, Switch-2# is the prompt in privileged EXEC mode for stack member 2, and where the
system prompt for the active switch is Switch. Only the show and debug commands are available in a CLI
session to a specific stack member.
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Accessing the CLI through a Console Connection or through Telnet

Before you can access the CLI, you must connect a terminal or a PC to the switch console or connect a PC to
the Ethernet management port and then power on the switch, as described in the hardware installation guide
that shipped with your switch.

CLI access is available before switch setup. After your switch is configured, you can access the CLI through
a remote Telnet session or SSH client.

You can use one of these methods to establish a connection with the switch:

* Connect the switch console port to a management station or dial-up modem, or connect the Ethernet
management port to a PC. For information about connecting to the console or Ethernet management port,
see the switch hardware installation guide.

* Use any Telnet TCP/IP or encrypted Secure Shell (SSH) package from a remote management station.
The switch must have network connectivity with the Telnet or SSH client, and the switch must have an
enable secret password configured.

The switch supports up to 16 simultaneous Telnet sessions. Changes made by one Telnet user are reflected
in all other Telnet sessions.

The switch supports up to five simultaneous secure SSH sessions.

After you connect through the console port, through the Ethernet management port, through a Telnet session
or through an SSH session, the user EXEC prompt appears on the management station.
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* border, on page 16

* context, on page 17

* control-plane, on page 18

* domain, on page 19

* debug fabric auto, on page 20

« fabric auto, on page 21

* host-pool name, on page 22

* show fabric domain, on page 24

* show fabric context, on page 25

* show fabric host-pool, on page 26
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border ip address

Syntax Description

Command Default

Command Modes

ip address  Configures the IP address of the fabric border device.

None.

Fabric-auto-domain configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Use this command to configure the IP address of the fabric border device. Border devices in the fabric domain
connect traditional Layer 3 networks or different fabric domains to the local domain, and translate reachability
and policy (VRF and SGT ) information from one domain to another. Fabric border devices correspond to
proxy egress tunnel routers in LISP.

This command auto-generates LISP configuration, to orchestrate the fabric overlay. The show-running
configuration command shows the fabric domain configuration including the auto-generated commands.

Example

The following configuration is auto-generated when this command is run on your device:

Device (config-fabric-auto-domain) #border 198.51.100.4

ipv4d use-petr 198.51.100.4 priority 10 weight 10

For information about the ipv4 proxy etr command, see LISP Command Reference..
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context

context [Jj

context name name id id

Syntax Description

Command Default

Command Modes

context name Creates a new layer 3 context in the fabric domain.

id id Assigns an ID to the context.

None

Fabric-auto-domain configuration mode

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

A virtual context provides virtualization at the device level, using virtual routing and forwarding (VRF), to
create multiple instances of Layer 3 routing tables. Contexts or VRFs provide segmentation across IP addresses,
allowing for overlapped address space and traffic separation. \

This command enables the auto-generation of LISP (Locator ID Separation Protocol) and VRF (Virtual
Routing and Forwarding) configuration, to orchestrate the fabric overlay. The show-running configuration
command shows the virtual context configuration including the auto-generated base line commands.

Example

Device (config-fabric-auto-domain) #context name guest
id 10

The following configuration is auto-generated when this command is run on your device:

ip vrf guest

description Auto-provisioned vrf for context example-context (source - fabric auto)
router lisp

eid-table vrf guest instance-id 10
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control-plane

control-plane { ip address| auth-key key}

Syntax Description

Command Default

Command Modes

ip address Configures the IP address of the
control-plane device.

auth-key key Configures the key to authenticate
access to the control-plane device.

None

Fabric-auto-domain configuration mode

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Use the command to configure the control-plane device IP address and the authentication key, to allow fabric
edge devices to communicate with the control-plane device.

This command auto-generates LISP configuration, to orchestrate the fabric overlay. The show-running
configuration command shows the fabric domain configuration including the auto-generated commands.

Example

The following configuration is auto-generated when this command is run on your device:

Device (config-fabric-auto-domain) #control-plane 2.2.2.2
auth key examplekeyl23

router lisp

locator-set default.RLOC

ipvd-interface Loopback0 priority 10 weight 10
exit

disable-ttl-propagate

ipv4d sgt

eid-table default instance-id 0
exit

loc-reach-algorithm lsb-reports ignore

ipv4d itr map-resolver 2.2.2.2

ipvd itr

ipv4d etr map-server 2.2.2.2 key examplekeyl23
ipvd etr

For information about theipv4 map-server and ipv4 map-resolver commands, see LISP Command
Reference..
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domain

Configures the fabric domain and enters fabric-auto-domain configuration mode. The no version of this
command deletes the fabric domain.

domain { default| name name }
no domain

Syntax Description default Configures the default fabric domain and enters fabric-auto domain configuration mode.

name name Configures a new fabric domain and enters fabric-auto domain configuration mode.

Command Default None

Command Modes Fabric-auto configuration mode

Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines We recommend that you use the default domain, unless your network requires you to create a new domain.
This command allows you to enter fabric-auto domain configuration mode where you can configure edge,
control-plane and border devices in the fabric domain.

Example

Device (config-fabric-auto) #domain default

Device (config-fabric-auto) #domain name exampledomain
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debug fabric auto

debug fabric auto{trace | level | {error | verbose} }

Syntax Description trace Enables the tracing for the commands auto-generated when the fabric-auto command is
executed.

level error  Displays the errors encountered during Fabric Overlay provisioning.

level verbose Displays the maximum number of messages encountered during Fabric Overlay provisioning.

Command Default None.

Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines Use these debug commands to troubleshoot your fabric domain configuration, and trace the commands
auto-generated by the fabric auto command, and display the errors encountered.

The no debug fabric auto level verbose command disables the display of all the messages encountered
during fabric provisioning.
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fabric auto .

To enable automatic fabric provisioning and enter automatic fabric configuration mode, use the fabric auto
command in global configuration mode.

fabric auto

Syntax Description

Command Default

Command Modes

fabric auto Enables automatic fabric provisioning and enters fabric-auto configuration mode.

None

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

The fabric auto command allows you to configure all the elements in your fabric domain automatically.
Additionally, this command enables the auto-generation LISP, VLAN, VRF configuration, to orchestrate the
fabric overlay. The show-running configuration command shows the fabric domain configuration including
the and auto-generated base line commands.

Example

Device (config) #fabric auto
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host-pool name

Creates an IP pool to group endpoints in the fabric domain, and enters host-pool configuration mode.

host-pool name name { vlan ID | gateway ipv4 -address/subnet mask | context name name |
use-dhep ip4 address }

Syntax Description  vlan ID Configures a VLAN ID to associate with the host-pool.

context name name Associates a context or a VRF with the host-pool.

gateway ipv4 address/subnet mask  Configures the routing gateway IP address and subnet mask for the

host-pool.
use-dhep ipv4 address Configures a DHCP server for the host-pool.
Command Default None
Command Modes Fabric-auto-domain configuration mode
Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines Use the host-pool command to group endpoints in the fabric domain into IP pools, and identify them with a
VLAN ID and an IP subnet.

This command auto-generates LISP configuration, to orchestrate the fabric overlay. The show-running
configuration command shows the fabric domain configuration including the auto-generated commands.

Example

This example configures a host-pool in your fabric domain.

device (config-fabric-auto-domain) #host-pool name VOICE DOMAIN

device (config-fabric-auto-domain-host-pool) #vlan 10

device (config-fabric-auto-domain-host-pool) #context name example-context
device (config-fabric-auto-domain-host-pool) #gateway 192.168.1.254/24
device (config-fabric-auto-domain-host-pool) #use-dhcp 172.10.1.1

device (config-fabric-auto-domain-host-pool) #exit

This configuration is auto-generated when you configure a host-pool:

ip dhcp relay information option vpn

ip dhcp relay information option

ip dhcp snooping vlan 10

ip dhcp snooping

vlan 10

name VOICE DOMAIN

interface VlanlO

ip vrf forwarding example-context

ip dhcp relay source-interface LoopbackO
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ip
ip
no
ip
ip
no

host-pool name .

address 192.168.1.254 255.255.255.0
helper-address global 209.65.201.6
ip redirects

local-proxy-arp

route-cache same-interface

lisp mobility liveness test

lisp mobility example-context.EID.VOICE DOMAIN
|

router lisp

eid-table vrf example-context

dynamic-eid example-context.EID.VOICE DOMAIN
database-mapping 192.168.1.0/24 locator-set default.RLOC
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show fabric domain

show fabric domain

Command Default Default domain and default context
Command Modes Privileged Exec
Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines Use the command to display a summary of the fabric domain. The following is sample output for an edge
device.

device#show fabric domain
Fabric Domain : "default"

Role : Edge

Control-Plane Service: Disabled

Number of "Control-Plane" node(s): 2
IP Address Auth-key
192.168.1.4 example-keyl
192.168.1.5 example-key2
Number of "Border" node(s): 1

IP Address

192.168.1.6
Number of context(s): 2

Codes: * - Not Configured

Name ID Host-pools
default 0 *
example-context 10 1
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show fabric context

show fabric context [{ default name }]

Syntax Description default The default context

name  The name of a context in the fabric domain

Command Default Default context
Command Modes Privileged Exec
Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines Use the command to display a summary of the context configuration in your fabric domain.

device#show fabric context
Fabric-domain: default

Number of context(s): 2

Name ID Host-pools
default 0 *
example-context 10 1

* - Not Configured
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show fabric host-pool

show fabric host-poolname

Syntax Description name The name of the host-pool

Command Default None

Command Modes Privileged Exec

Command History Release Modification

Cisco IOS XE Denali 16.3.1 This command was introduced.

Usage Guidelines Use the command to display a summary of the specified host-pool configuration.

device# show fabric host-pool
Fabric Domain : "default"
context: default
Number of host-pools : O
name vlan prefix gateway use-dhcp

context: example-context
Number of host-pools : 1
name vlan prefix gateway use-dhcp

VOICE DOMAIN 10 192.168.1.0/24 192.168.1.254 209.65.201.6
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* Interface and Hardware Commands, on page 29






Interface and Hardware Commands

* debug ilpower, on page 31

* debug interface, on page 32

* debug lldp packets, on page 33

* debug platform poe, on page 34

* duplex, on page 35

« errdisable detect cause, on page 37

» errdisable recovery cause, on page 39

» errdisable recovery interval, on page 42

* interface, on page 43
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debug ilpower

To enable debugging of the power controller and Power over Ethernet (PoE) system, use the debug ilpower
command in privileged EXEC mode. To disable debugging, use the no form of this command.

debug ilpower .

debug ilpower {cdp |event|ha |ipc | police | port | powerman | registries | scp | sense | upoe}
no debug ilpower {cdp | event | ha | ipc | police | port | powerman | registries | scp | sense | upoe}

Syntax Description  cdp Displays PoE Cisco Discovery Protocol (CDP) debug messages.
event Displays PoE event debug messages.
ha Displays PoE high-availability messages.
ipe Displays PoE Inter-Process Communication (IPC) debug messages.
police Displays PoE police debug messages.
port Displays PoE port manager debug messages.
powerman Displays PoE power management debug messages.
registries Displays PoE registries debug messages.
scp Displays PoE SCP debug messages.
sense Displays PoE sense debug messages.
upoe Displays Cisco UPOE debug messages.
Command Default Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0S XE 3.3SE This command was introduced.

Usage Guidelines

This command is supported only on PoE-capable switches.

When you enable debugging on a switch stack, it is enabled only on the active switch. To enable debugging
on a stack member, you can start a session from the active switch by using the session switch-number EXEC
command. Then enter the debug command at the command-line prompt of the stack member.
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debug interface

To enable debugging of interface-related activities, use the debug interface command in privileged EXEC
mode. To disable debugging, use the no form of this command.

debug interface {interface-id|counters {exceptions | protocol memory} | states}
no debug interface {interface-id | counters {exceptions | protocol memory} | states}

Syntax Description

interface-id ID of the physical interface. Displays debug messages for the specified physical port,
identified by type switch number/module number/port, for example, gigabitethernet 1/0/2.

counters Displays counters debugging information.

exceptions Displays debug messages when a recoverable exceptional condition occurs during the

computation of the interface packet and data rate statistics.

protocol memory Displays debug messages for memory operations of protocol counters.

states Displays intermediary debug messages when an interface's state transitions.
Command Default Debugging is disabled.
Command History Release Modification

Cisco 10S XE 3.3SE This command was introduced.

Usage Guidelines

If you do not specify a keyword, all debug messages appear.
The undebug interface command is the same as the no debug interface command.

When you enable debugging on a switch stack, it is enabled only on the active switch. To enable debugging
on a stack member, you can start a session from the active switch by using the session switch-number EXEC
command. Then enter the debug command at the command-line prompt of the stack member.

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



| Interface and Hardware Components

debug lldp packets .

debug lldp packets

Syntax Description

To enable debugging of Link Layer Discovery Protocol (LLDP) packets, use the debug lldp packets command
in privileged EXEC mode. To disable debugging, use the no form of this command.

debug lldp packets
no debug lldp packets

This command has no arguments or keywords.

Command Default Debugging is disabled.
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

The undebug lldp packets command is the same as the no debug lldp packets command.

When you enable debugging on a switch stack, it is enabled only on the active switch. To enable debugging
on a stack member, you can start a session from the active switch by using the session switch-number EXEC
command.
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debug platform poe

To enable debugging of a Power over Ethernet (PoE) port, use the debug platform poe command in privileged
EXEC mode. To disable debugging, use the no form of this command.

debug platform poe [{error |info}] [switch switch-number]
no debug platform poe [{error |info}] [switch switch-number]

Syntax Description

error (Optional) Displays PoE-related error debug messages.

info (Optional) Displays PoE-related information debug messages.

switch switch-number (Optional) Specifies the stack member. This keyword is supported only on
stacking-capable switches.

Command Default ~ Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

The undebug platform poe command is the same as the no debug platform poe command.
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duplex

duplex .

To specify the duplex mode of operation for a port, use the duplex command in interface configuration mode.
To return to the default value, use the no form of this command.

duplex {auto | full | half}
no duplex {auto | full | half}

Syntax Description

Command Default

Command Modes

auto Enables automatic duplex configuration. The port automatically detects whether it should run in full-
or half-duplex mode, depending on the attached device mode.

full Enables full-duplex mode.

half Enables half-duplex mode (only for interfaces operating at 10 or 100 Mbps). You cannot configure
half-duplex mode for interfaces operating at 1000 or 10,000 Mbps.

For Gigabit Ethernet ports, the default is auto.
For 100BASE-x (where -x is -BX, -FX, -FX-FE, or -LX) SFP modules, the default is half.

Interface configuration (config-if)

Command History

Usage Guidelines

\}

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

For Gigabit Ethernet ports, setting the port to auto has the same effect as specifying full if the attached device
does not autonegotiate the duplex parameter.

You cannot configure the duplex mode on 10-Gigabit Ethernet ports; it is always full.

Duplex options are not supported on the I000BASE-x or I0GBASE-x (where -x is -BX, -CWDM, -LX, -SX,
or -ZX) small form-factor pluggable (SFP) modules.

Note

Half-duplex mode is supported on Gigabit Ethernet interfaces if the duplex mode is auto and the connected
device is operating at half duplex. However, you cannot configure these interfaces to operate in half-duplex
mode.

Certain ports can be configured to be either full duplex or half duplex. How this command is applied depends
on the device to which the switch is attached.

If both ends of the line support autonegotiation, we highly recommend using the default autonegotiation
settings. If one interface supports autonegotiation and the other end does not, configure duplex and speed on
both interfaces, and use the auto setting on the supported side.

If the speed is set to auto, the switch negotiates with the device at the other end of the link for the speed setting
and then forces the speed setting to the negotiated value. The duplex setting remains as configured on each
end of the link, which could result in a duplex setting mismatch.

You can configure the duplex setting when the speed is set to auto.
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. duplex

A

Caution  Changing the interface speed and duplex mode configuration might shut down and reenable the interface
during the reconfiguration.

You can verify your setting by entering the show interfaces privileged EXEC command.

Examples This example shows how to configure an interface for full-duplex operation:

Device> enable

Device# configure terminal

Device (config) # interface gigabitethernet 1/0/1
Device (config-if) # duplex full
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errdisable detect cause

To enable error-disable detection for a specific cause or for all causes, use the errdisable detect cause
command in global configuration mode. To disable the error-disable detection feature, use the no form of this

command.

errdisable detect cause .

errdisable detect cause {all|arp-inspection | bpduguard shutdown vlan | dhcp-rate-limit | dtp-flap
| gbic-invalid | inline-power | 12ptguard | link-flap | loopback | pagp-flap | pppoe-ia-rate-limit |
security-violation shutdown vlan | sfp-config-mismatch}

no errdisable detect cause {all|arp-inspection|bpduguard shutdown vlan |dhcp-rate-limit | dtp-flap
| gbic-invalid | inline-power | 12ptguard | link-flap | loopback | pagp-flap | pppoe-ia-rate-limit |
security-violation shutdown vlan | sfp-config-mismatch}

Syntax Description

all

Enables error detection for all error-disabled causes.

arp-inspection

Enables error detection for dynamic Address Resolution Protocol (ARP)
inspection.

bpduguard shutdown vlan

Enables per-VLAN error-disable for BPDU guard.

dhcp-rate-limit

Enables error detection for DHCP snooping.

dtp-flap

Enables error detection for the Dynamic Trunking Protocol (DTP)
flapping.

gbic-invalid

Enables error detection for an invalid Gigabit Interface Converter (GBIC)
module.

Note This error refers to an invalid small form-factor pluggable
(SFP) module.

inline-power

Enables error detection for the Power over Ethernet (PoE) error-disabled
cause.

Note This keyword is supported only on switches with PoE ports.

12ptguard Enables error detection for a Layer 2 protocol-tunnel error-disabled cause.
link-flap Enables error detection for link-state flapping.

loopback Enables error detection for detected loopbacks.

pagp-flap Enables error detection for the Port Aggregation Protocol (PAgP) flap

error-disabled cause.

pppoe-ia-rate-limit

Enables error detection for the PPPoE Intermediate Agent rate-limit
error-disabled cause.

security-violation shutdown
vlan

Enables voice aware 802.1x security.

sfp-config-mismatch

Enables error detection on an SFP configuration mismatch.
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. errdisable detect cause

Command Default

Command Modes

Detection is enabled for all causes. All causes, except per-VLAN error disabling, are configured to shut down
the entire port.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

A cause (such as a link-flap or dhcp-rate-limit) is the reason for the error-disabled state. When a cause is
detected on an interface, the interface is placed in an error-disabled state, an operational state that is similar
to a link-down state.

When a port is error-disabled, it is effectively shut down, and no traffic is sent or received on the port. For
the bridge protocol data unit (BPDU) guard, voice-aware 802.1x security, and port-security features, you can
configure the switch to shut down only the offending VLAN on the port when a violation occurs, instead of
shutting down the entire port.

If you set a recovery mechanism for the cause by entering the errdisable recovery global configuration
command, the interface is brought out of the error-disabled state and allowed to retry the operation when all
causes have timed out. If you do not set a recovery mechanism, you must enter the shutdown and then the
no shutdown commands to manually recover an interface from the error-disabled state.

To verify your settings, enter the show errdisable detect privileged EXEC command.

This example shows how to enable error-disabled detection for the link-flap error-disabled cause:

Device (config) # errdisable detect cause link-flap

This command shows how to globally configure BPDU guard for a per-VLAN error-disabled state:

Device (config) # errdisable detect cause bpduguard shutdown vlan

This command shows how to globally configure voice-aware 802.1x security for a per-VLAN
error-disabled state:

Device (config) # errdisable detect cause security-violation shutdown vlan

You can verify your setting by entering the show errdisable detect privileged EXEC command.
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errdisable recovery cause

errdisable recovery cause .

To enable the error-disabled mechanism to recover from a specific cause, use the errdisable recovery cause
command in global configuration mode. To return to the default setting, use the no form of this command.

errdisable recovery cause {all|arp-inspection | bpduguard | channel-misconfig | dhcp-rate-limit |
dtp-flap | gbic-invalid | inline-power | 12ptguard | link-flap | loopback | mac-limit | pagp-flap |
port-mode-failure | pppoe-ia-rate-limit | psecure-violation | security-violation | sfp-config-mismatch |

storm-control | udld | vimps}

no errdisable recovery cause {all|arp-inspection | bpduguard | channel-misconfig | dhcp-rate-limit
| dtp-flap | gbic-invalid | inline-power | 12ptguard | link-flap | loopback | mac-limit | pagp-flap |
port-mode-failure | pppoe-ia-rate-limit | psecure-violation | security-violation | sfp-config-mismatch |

storm-control | udld | vmps}

Syntax Description

all

Enables the timer to recover from all error-disabled causes.

arp-inspection

Enables the timer to recover from the Address Resolution Protocol
(ARP) inspection error-disabled state.

bpduguard

Enables the timer to recover from the bridge protocol data unit
(BPDU) guard error-disabled state.

channel-misconfig

Enables the timer to recover from the EtherChannel misconfiguration
error-disabled state.

dhcp-rate-limit

Enables the timer to recover from the DHCP snooping error-disabled
state.

dtp-flap

Enables the timer to recover from the Dynamic Trunking Protocol
(DTP) flap error-disabled state.

gbic-invalid

Enables the timer to recover from an invalid Gigabit Interface
Converter (GBIC) module error-disabled state.

Note This error refers to an invalid small form-factor pluggable
(SFP) error-disabled state.

inline-power

Enables the timer to recover from the Power over Ethernet (PoE)
error-disabled state.

This keyword is supported only on switches with PoE ports.

12ptguard Enables the timer to recover from a Layer 2 protocol tunnel
error-disabled state.

link-flap Enables the timer to recover from the link-flap error-disabled state.

loopback Enables the timer to recover from a loopback error-disabled state.

mac-limit Enables the timer to recover from the mac limit error-disabled state.
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Command Default

Command Modes
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pagp-flap

Enables the timer to recover from the Port Aggregation Protocol
(PAgP)-flap error-disabled state.

port-mode-failure

Enables the timer to recover from the port mode change failure
error-disabled state.

pppoe-ia-rate-limit

Enables the timer to recover from the PPPoE IA rate limit
error-disabled state.

psecure-violation

Enables the timer to recover from a port security violation disable
state.

security-violation

Enables the timer to recover from an IEEE 802.1x-violation disabled
state.

sfp-config-mismatch

Enables error detection on an SFP configuration mismatch.

storm-control

Enables the timer to recover from a storm control error.

udld Enables the timer to recover from the UniDirectional Link Detection
(UDLD) error-disabled state.
vmps Enables the timer to recover from the VLAN Membership Policy

Server (VMPS) error-disabled state.

Recovery is disabled for all causes.

Global configuration

Command History

Usage Guidelines

Examples

Release

Modification

Cisco IOS XE 3.3SE

This command was introduced.

A cause (such as all or BDPU guard) is defined as the reason that the error-disabled state occurred. When a
cause is detected on an interface, the interface is placed in the error-disabled state, an operational state similar
to link-down state.

When a port is error-disabled, it is effectively shut down, and no traffic is sent or received on the port. For
the BPDU guard and port-security features, you can configure the switch to shut down only the offending
VLAN on the port when a violation occurs, instead of shutting down the entire port.

If you do not enable the recovery for the cause, the interface stays in the error-disabled state until you enter
the shutdown and the no shutdown interface configuration commands. If you enable the recovery for a cause,
the interface is brought out of the error-disabled state and allowed to retry the operation again when all the
causes have timed out.

Otherwise, you must enter the shutdown and then the no shutdown commands to manually recover an
interface from the error-disabled state.

You can verify your settings by entering the show errdisable recovery privileged EXEC command.

This example shows how to enable the recovery timer for the BPDU guard error-disabled cause:
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errdisable recovery cause .

Device (config) # errdisable recovery cause bpduguard
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errdisable recovery interval

To specify the time to recover from an error-disabled state, use the errdisable recovery interval command
in global configuration mode. To return to the default setting, use the no form of this command.

errdisable recovery interval timer-interval
no errdisable recovery interval timer-interval

Syntax Description timer-interval Time to recover from the error-disabled state. The range is 30 to 86400 seconds. The same
interval is applied to all causes. The default interval is 300 seconds.

Command Default The default recovery interval is 300 seconds.
Command Modes Global configuration
Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.
Usage Guidelines The error-disabled recovery timer is initialized at a random differential from the configured interval value.

The difference between the actual timeout value and the configured value can be up to 15 percent of the
configured interval.

You can verify your settings by entering the show errdisable recovery privileged EXEC command.

Examples This example shows how to set the timer to 500 seconds:

Device (config) # errdisable recovery interval 500
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interface

interface .

To configure an interface, use the interface command.

interface {Auto-Template Auto-Template interface-number | GigabitEthernet Gigabit Ethernet interface
number | Group VI Group VI interface number Internal Interface Internal Interface number Loopback
Loopback interface number Null Null interface number Port-channel interface number Port-channel

interface number TenGigabitEthernet interface number Tunnel interface number Vlan interface number

}

Syntax Description

Command Default

Command Modes

Auto-Template Auto-template
interface-number

Enables you to configure a auto-template interface. The range
is 1 to 999.

GigabitEthernet Gigabit Ethernet interface

number

Enables you to configure a Gigabit Ethernet IEEE 802.3z
interface. The range is from 0 to 9.

Group VI Group VI interface number

Enables you to configure a Group VI interface. The range is
from 0 to 9.

Internal Interface Internal Interface

Enables you to configure an internal interface.

Loopback Loopback Interface number

Enables you to configure a loopback interface. The range is
from 0 to 2147483647.

Null Null interface number

Enables you to configure a null interface. The default value is
0.

Port-channel interface number

Enables you to configure a port-channel interface. The range
is from 1 to 128.

TenGigabitEthernet interface number

Enables you to configure a 10-Gigabit Ethernet interface. The
range is from 0 to 9.

Tunnel interface number

Enables you to configure a tunnel interface. The range is from
0 to 2147483647.

Vlan interface number

Enables you to configure a switch VLAN. The range is from 0
to 4098.

None

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

You can not use the "no" form of this command.

The following example shows how to configure a tunnel interface:
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. interface

Device# interface Tunnel 15
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interface range

interface range .

To configure an interface range, use the interface range command.

interface range {Auto-Template inferface-number | GigabitEthernet
switch-number/slot-number/port-number | Loopback interface-number | Null interface-number |
Port-channel inferface-number | TenGigabitEthernet switch-number/slot-number/port-number | Tunnel

interface-number | Vlan interface-number }

Auto-Template interface-number

Enables you to configure an auto-template interface.
The range is from 1 to 999.

GigabitEthernet
switch-number/slot-number/port-number

Enables you to configure a Gigabit Ethernet IEEE
802.3z interface.

* switch-number— Switch ID. The range is from
1to8.

* slot-number

— Slot number. The range is from 0 to 1.
* port-number

— Port number. The range is from 1 to 48.

Loopback interface-number

Enables you to configure a loopback interface. The
range is from 0 to 2147483647.

Null interface-number

Enables you to configure a null interface. The default
value is 0.

Port-channel interface-number

Enables you to configure a port-channel interface.
The range is from 1 to 128.

TenGigabitEthernet
switch-number/slot-number/port-number

Enables you to configure a 10-Gigabit Ethernet
interface.

* switch-number— Switch ID. The range is from
1to8.

* slot-number
— Slot number. The range is from 0 to 1.
* port-number

— Port number. The range is from 1 to 24 and
37 to 48.

Tunnel interface-number

Enables you to configure a tunnel interface. The range
is from 0 to 2147483647.

Vlan interface-number

Enables you to configure a switch VLAN. The range
is from 1 to 4094.
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. interface range

Command Default None

Command Modes Global configuration

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.

This example shows how you can configure interface range:

Device (config) # interface range vlan 1-100
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Ip mtu

ip mtu .

To set the IP maximum transmission unit (MTU) size of routed packets on all routed ports of the switch or
switch stack, use the ip mtu command in interface configuration mode. To restore the default IP MTU size,
use the no form of this command.

ip mtu bytes
no ip mtu bytes

Syntax Description

Command Default

Command Modes

bytes MTU size, in bytes. The range is from 68 up to the system MTU value (in bytes).

The default IP MTU size for frames received and sent on all switch interfaces is 1500 bytes.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco I0OS XE 3.3SE This command was introduced.

The upper limit of the IP value is based on the switch or switch stack configuration and refers to the currently
applied system MTU value. For more information about setting the MTU sizes, see the system mtu global
configuration command.

To return to the default IP MTU setting, you can apply the default ip mtu command or the no ip mtu command
on the interface.

You can verify your setting by entering the show ip interface interface-id or show interfaces interface-id
privileged EXEC command.

The following example sets the maximum IP packet size for VLAN 200 to 1000 bytes:

Device (config) # interface vlan 200
Device (config-if)# ip mtu 1000

The following example sets the maximum IP packet size for VLAN 200 to the default setting of 1500
bytes:

Device (config) # interface wvlan 200
Device (config-if)# default ip mtu

This is an example of partial output from the show ip interface interface-id command. It displays
the current IP MTU setting for the interface.

Device# show ip interface gigabitethernet4/0/1
GigabitEthernet4/0/1 is up, line protocol is up
Internet address is 18.0.0.1/24
Broadcast address is 255.255.255.255
Address determined by setup command
MTU is 1500 bytes
Helper address is not set

<output truncated>
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To set the IPv6 maximum transmission unit (MTU) size of routed packets on all routed ports of the switch or
switch stack, use the ipv6 mtu command in interface configuration mode. To restore the default IPv6 MTU
size, use the no form of this command.

ipv6 mtu bytes
no ipvé mtu bytes

Syntax Description

Command Default

Command Modes

bytes MTU size, in bytes. The range is from 1280 up to the system MTU value (in bytes).

The default IPv6 MTU size for frames received and sent on all switch interfaces is 1500 bytes.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco I0OS XE 3.3SE This command was introduced.

The upper limit of the IPv6 MTU value is based on the switch or switch stack configuration and refers to the
currently applied system MTU value. For more information about setting the MTU sizes, see the system mtu
global configuration command.

To return to the default IPv6 MTU setting, you can apply the default ipv6 mtu command or the no ipv6 mtu
command on the interface.

You can verify your setting by entering the show ipv6 interface interface-id or show interface interface-id
privileged EXEC command.

The following example sets the maximum IPv6 packet size for an interface to 2000 bytes:

Device (config) # interface gigabitethernet4/0/1
Device (config-if)# ipvé mtu 2000

The following example sets the maximum IPv6 packet size for an interface to the default setting of
1500 bytes:

Device (config) # interface gigabitethernet4/0/1
Device (config-if) # default ipv6 mtu

This is an example of partial output from the show ipv6 interface interface-id command. It displays
the current IPv6 MTU setting for the interface.

Device# show ipv6 interface gigabitethernet4/0/1
GigabitEthernet4/0/1 is up, line protocol is up
Internet address is 18.0.0.1/24
Broadcast address is 255.255.255.255
Address determined by setup command
MTU is 1500 bytes
Helper address is not set

<output truncated>
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lldp (interface configuration)

To enable Link Layer Discovery Protocol (LLDP) on an interface, use the lldp command in interface
configuration mode. To disable LLDP on an interface, use the no form of this command.

lldp {med-tlv-select #/v|receive | tlv-select power-management | transmit}
no lidp {med-tlv-select #/v|receive | tlv-select power-management | transmit}

Syntax Description med-tlv-select Selects an LLDP Media Endpoint Discovery (MED) time-length-value
(TLV) element to send.

tly String that identifies the TLV element. Valid values are the following:

* inventory-management— LLDP MED Inventory Management
TLV.

* location— LLDP MED Location TLV.
* network-policy— LLDP MED Network Policy TLV.

* power-management— LLDP MED Power Management TLV.

receive Enables the interface to receive LLDP transmissions.
tlv-select Selects the LLDP TLVs to send.
power-management Sends the LLDP Power Management TLV.

transmit Enables LLDP transmission on the interface.

Command Default LLDP is disabled.

Command Modes Interface configuration
Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.
Usage Guidelines This command is supported on 802.1 media types.

If the interface is configured as a tunnel port, LLDP is automatically disabled.

The following example shows how to disable LLDP transmission on an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# no 1lldp transmit

The following example shows how to enable LLDP transmission on an interface:

Device (config) # interface gigabitethernetl/0/1
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Device (config-if)# 1lldp transmit
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logging event power-inline-status

To enable the logging of Power over Ethernet (PoE) events, use the logging event power-inline-status
command in interface configuration mode. To disable the logging of PoE status events, use the no form of
this command.

logging event power-inline-status
no logging event power-inline-status

Syntax Description ~ This command has no arguments or keywords.

Command Default Logging of PoE events is enabled.
Command Modes Interface configuration
Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.
Usage Guidelines The no form of this command does not disable PoE error events.
Examples

This example shows how to enable logging of PoE events on a port:

Device (config-if) # interface gigabitethernetl/0/1
Device (config-if)# logging event power-inline-status
Device (config-if) #
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mdix auto

To enable the automatic medium-dependent interface crossover (auto-MDIX) feature on the interface, use
the mdix auto command in interface configuration mode. To disable auto-MDIX, use the no form of this
command.

mdix auto
no mdix auto

Syntax Description ~ This command has no arguments or keywords.

Command Default Auto-MDIX is enabled.

Command Modes Interface configuration
Command History Release Modification

Cisco I0S XE 3.3SE This command was introduced.
Usage Guidelines When auto-MDIX is enabled, the interface automatically detects the required cable connection type

(straight-through or crossover) and configures the connection appropriately.

When you enable auto-MDIX on an interface, you must also set the interface speed and duplex to auto so
that the feature operates correctly.

When auto-MDIX (and autonegotiation of speed and duplex) is enabled on one or both of the connected
interfaces, link up occurs, even if the cable type (straight-through or crossover) is incorrect.

This example shows how to enable auto-MDIX on a port:

Device# configure terminal
Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed auto
Device (config-if)# duplex auto
(config-if)# mdix auto
Device (config-if)# end

Device
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mode (power-stack configuration)

To configure power stack mode for the power stack, use the mode command in power-stack configuration
mode. To return to the default settings, use the no form of the command.

mode {power-shared | redundant} [strict]

no mode
Syntax Description power-shared Sets the power stack to operate in power-shared mode. This is the default.
redundant Sets the power stack to operate in redundant mode. The largest power supply
is removed from the power pool to be used as backup power in case one of
the other power supplies fails.
strict (Optional) Configures the power stack mode to run a strict power budget.
The stack power needs cannot exceed the available power.
Command Default The default modes are power-shared and nonstrict.
Command Modes Power-stack configuration
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.
Usage Guidelines This command is available only on switch stacks running the IP Base or IP Services feature set.

To access power-stack configuration mode, enter the stack-power stack power stack name global configuration
command.

Entering the no mode command sets the switch to the defaults of power-shared and non-strict mode.

)

Note For stack power, available power is the total power available for PoE from all power supplies in the power
stack, available power is the power allocated to all powered devices connected to PoE ports in the stack, and
consumed power is the actual power consumed by the powered devices.

In power-shared mode, all of the input power can be used for loads, and the total available power appears
as one large power supply. The power budget includes all power from all supplies. No power is set aside for
power supply failures. If a power supply fails, load shedding (shutting down of powered devices or switches)
might occur.

In redundant mode, the largest power supply is removed from the power pool to use as backup power in case
one of the other power supplies fails. The available power budget is the total power minus the largest power
supply. This reduces the available power in the pool for switches and powered devices, but in case of a failure
or an extreme power load, there is less chance of having to shut down switches or powered devices.

In strict mode, when a power supply fails and the available power drops below the budgeted power, the system
balances the budget through load shedding of powered devices, even if the actual power is less than the
available power. In nonstrict mode, the power stack can run in an over-allocated state and is stable as long as
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the actual power does not exceed the available power. In this mode, a powered device drawing more than
normal power could cause the power stack to start shedding loads. This is normally not a problem because
most devices do not run at full power. The chances of multiple powered devices in the stack requiring maximum
power at the same time is small.

In both strict and nonstrict modes, power is denied when there is no power available in the power budget.

This is an example of setting the power stack mode for the stack named powerl to power-shared
with strict power budgeting. All power in the stack is shared, but when the total available power is
allotted, no more devices are allowed power.

Device (config) # stack-power stack powerl
Device (config-stackpower) # mode power-shared strict
Device (config-stackpower) # exit

This is an example of setting the power stack mode for the stack named power2 to redundant. The
largest power supply in the stack is removed from the power pool to provide redundancy in case one
of the other supplies fails.

Device (config) # stack-power stack power2
Device (config-stackpower) # mode redundant
Device (config-stackpower) # exit
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network-policy

To apply a network-policy profile to an interface, use the network-policy command in interface configuration
mode. To remove the policy, use the no form of this command.

network-policy profile-number
no network-policy

Syntax Description

Command Default

Command Modes

profile-number The network-policy profile number to apply to the interface.

No network-policy profiles are applied.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Use the network-policy profile number interface configuration command to apply a profile to an interface.

You cannot apply the switchport voice vlan command on an interface if you first configure a network-policy
profile on it. However, if switchport voice vlan vian-id is already configured on the interface, you can apply
a network-policy profile on the interface. The interface then has the voice or voice-signaling VLAN
network-policy profile applied.

This example shows how to apply network-policy profile 60 to an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # network-policy 60
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network-policy profile (global configuration)

To create a network-policy profile and to enter network-policy configuration mode, use the network-policy
profile command in global configuration mode. To delete the policy and to return to global configuration
mode, use the no form of this command.

network-policy profile profile-number
no network-policy profile profile-number

Syntax Description  profile-number Network-policy profile number. The range is 1 to 4294967295.

Command Default No network-policy profiles are defined.

Command Modes Global configuration
Command History Release Modification

Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines Use the network-policy profile global configuration command to create a profile and to enter network-policy

profile configuration mode.

To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

When you are in network-policy profile configuration mode, you can create the profile for voice and voice
signaling by specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP),
and tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).

This example shows how to create network-policy profile 60:

Device (config) # network-policy profile 60
Device (config-network-policy) #
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power efficient-ethernet auto

Syntax Description

Command Default

Command Modes

To enable Energy Efficient Ethernet (EEE) for an interface, use the power efficient-ethernet auto command
in interface configuration mode. To disable EEE on an interface, use the no form of this command.

power efficient-ethernet auto
no power efficient-ethernet auto

This command has no arguments or keywords.
EEE is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

You can enable EEE on devices that support low power idle (LPI) mode. Such devices can save power by
entering LPI mode during periods of low utilization. In LPI mode, systems on both ends of the link can save
power by shutting down certain services. EEE provides the protocol needed to transition into and out of LPI
mode in a way that is transparent to upper layer protocols and applications.

The power efficient-ethernet auto command is available only if the interface is EEE capable. To check if
an interface is EEE capable, use the show eee capabilities EXEC command.

When EEE is enabled, the device advertises and autonegotiates EEE to its link partner. To view the current
EEE status for an interface, use the show eee status EXEC command.

This command does not require a license.

This example shows how to enable EEE for an interface:

Device (config-if) # power efficient-ethernet auto
Device (config-if) #

This example shows how to disable EEE for an interface:

Device (config-if) # no power efficient-ethernet auto
Device (config-if) #
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power-priority

To configure Cisco StackPower power-priority values for a switch in a power stack and for its high-priority
and low-priority PoE ports, use the power-priority command in switch stack-power configuration mode. To
return to the default setting, use the no form of the command.

power-priority {high value |low value | switch value}
no power-priority {high |low | switch}

Syntax Description

Command Default

Command Modes

high value Sets the power priority for the ports configured as high-priority ports. The range is 1 to 27,
with 1 as the highest priority. The high value must be lower than the value set for the
low-priority ports and higher than the value set for the switch.

low value  Sets the power priority for the ports configured as low-priority ports. The range is 1 to 27.
The low value must be higher than the value set for the high-priority ports and the value set
for the switch.

switch Sets the power priority for the switch. The range is 1 to 27. The switch value must be lower
value than the values set for the low and high-priority ports.

If no values are configured, the power stack randomly determines a default priority.
The default ranges are 1 to 9 for switches, 10 to 18 for high-priority ports, 19 to 27 for low-priority ports.

On non-PoE switches, the high and low values (for port priority) have no effect.

Switch stack-power configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

To access switch stack-power configuration mode, enter the stack-power switch switch-number global
configuration command.

Cisco StackPower power-priority values determine the order for shutting down switches and ports when power
is lost and load shedding must occur. Priority values are from 1 to 27; the highest numbers are shut down first.

We recommend that you configure different priority values for each switch and for its high priority ports and
low priority ports to limit the number of devices shut down at one time during a loss of power. If you try to
configure the same priority value on different switches in a power stack, the configuration is allowed, but you
receive a warning message.

Note

Examples

This command is available only on switch stacks running the IP Base or IP Services feature set.

This is an example of setting the power priority for switch 1 in power stack a to 7, for the high-priority
ports to 11, and for the low-priority ports to 20.
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Device (config) # stack-power switch 1

Device (config-switch-stackpower) # stack-id power_stack_a
Device (config-switch-stackpower) # power-priority high 11
Device (config-switch-stackpower)# power-priority low 20
Device (config-switch-stackpower) # power-priority switch 7
Device (config-switch-stackpower) # exit
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To configure the power management mode on Power over Ethernet (PoE) ports, use the power inline command
in interface configuration mode. To return to the default settings, use the no form of this command.

power inline {auto [max max-wattage] | four-pair forced | never | port priority {high |low} |static

[max max-wattage]}

no power inline {auto | four-pair forced | never | port priority {high |low} | static [max max-wattage]}

Syntax Description auto

Enables powered-device detection.
If enough power is available,
automatically allocates power to
the PoE port after device detection.
Allocation is first-come, first-serve.

max max-wattage

(Optional) Limits the power
allowed on the port. The range is
4000 to 30000 mW. If no value is
specified, the maximum is allowed.

four-pair forced

(Optional) Enable Four-pair PoE
without L2 negotiation (Cisco
UPOE switches only).

never Disables device detection, and
disables power to the port.
port Configures the power priority of

the port. The default priority is low.

priority { high |low}

Sets the power priority of the port.
In case of a power supply failure,
ports configured as low priority are
turned off first and ports configured
as high priority are turned off last.
The default priority is low.

static

Enables powered-device detection.
Pre-allocates (reserves) power for
a port before the switch discovers
the powered device. This action
guarantees that the device
connected to the interface receives
enough power.

Command Default The default is auto (enabled).
The maximum wattage is 30,000 mW.

The default port priority is low.
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Command Default Interface configuration
Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.

Usage Guidelines

\}

This command is supported only on PoE-capable ports. If you enter this command on a port that does not
support PoE, this error message appears:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# power inline auto

~

)

% Invalid input detected at '~' marker.

In a switch stack, this command is supported on all ports in the stack that support PoE.

Cisco Universal Power Over Ethernet (Cisco UPOE) is a Cisco proprietary technology that extends the IEEE
802.at PoE standard to provide the capability to source up to 60 W of power over standard Ethernet cabling
infrastructure (Class D or better) by using the spare pair of an RJ-45 cable (wires 4,5,7,8) with the signal pair
(wires 1,2,3,6). Power on the spare pair is enabled when the switch port and end device mutually identify
themselves as Cisco UPOE-capable using CDP or LLDP and the end device requests for power to be enabled
on the spare pair. When the spare pair is powered, the end device can negotiate up to 60 W of power from the
switch using CDP or LLDP. Use the power inline four-pair forced command when the end device is
PoE-capable on both signal and spare pairs, but does not support the CDP or LLDP extensions required for
Cisco UPOE.

Use the max max-wattage option to disallow higher-power powered devices. With this configuration, when
the powered device sends Cisco Discovery Protocol (CDP) messages requesting more power than the maximum
wattage, the switch removes power from the port. If the powered-device IEEE class maximum is greater than
the maximum wattage, the switch does not power the device. The power is reclaimed into the global power

budget.

Note

The switch never powers any class 0 or class 3 device if the power inline max max-wattage command is
configured for less than 30 W.

If the switch denies power to a powered device (the powered device requests more power through CDP
messages or if the [EEE class maximum is greater than the maximum wattage), the PoE port is in a power-deny
state. The switch generates a system message, and the Oper column in the show power inline privileged
EXEC command output shows power-deny.

Use the power inline static max max-wattage command to give a port high priority. The switch allocates
PoE to a port configured in static mode before allocating power to a port configured in auto mode. The switch
reserves power for the static port when it is configured rather than upon device discovery. The switch reserves
the power on a static port even when there is no connected device and whether or not the port is in a shutdown
or in a no shutdown state. The switch allocates the configured maximum wattage to the port, and the amount
is never adjusted through the IEEE class or by CDP messages from the powered device. Because power is
pre-allocated, any powered device that uses less than or equal to the maximum wattage is guaranteed power
when it is connected to a static port. However, if the powered device IEEE class is greater than the maximum
wattage, the switch does not supply power to it. If the switch learns through CDP messages that the powered
device needs more than the maximum wattage, the powered device is shut down.
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If the switch cannot pre-allocate power when a port is in static mode (for example, because the entire power
budget is already allocated to other auto or static ports), this message appears: Command rejected: power
inline static: pwr not available. The port configuration remains unchanged.

When you configure a port by using the power inline auto or the power inline static interface configuration
command, the port autonegotiates by using the configured speed and duplex settings. This is necessary to
determine the power requirements of the connected device (whether or not it is a powered device). After the
power requirements have been determined, the switch hardcodes the interface by using the configured speed
and duplex settings without resetting the interface.

When you configure a port by using the power inline never command, the port reverts to the configured
speed and duplex settings.

If a port has a Cisco powered device connected to it, you should not use the power inline never command
to configure the port. A false link-up can occur, placing the port in an error-disabled state.

Use the power inline port priority {high | low} command to configure the power priority of a PoE port.
Powered devices connected to ports with low port priority are shut down first in case of a power shortage.

You can verify your settings by entering the show power inline EXEC command.

Examples This example shows how to enable detection of a powered device and to automatically power a PoE

port on a switch:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# power inline auto

This example shows how to automatically enable power on both signal and spare pairs from switch
port Gigabit Ethernet 1/0/1:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # power inline four-pair forced

This example shows how to configure a PoE port on a switch to allow a class 1 or a class 2 powered
device:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline auto max 7000

This example shows how to disable powered-device detection and to not power a PoE port on a
switch:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# power inline never

This example shows how to set the priority of a port to high, so that it would be one of the last ports
to be shut down in case of power supply failure:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline port priority high
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power inline police

To enable policing of real-time power consumption on a powered device, use the power inline police command
in interface configuration mode. To disable this feature, use the no form of this command

power inline police [action {errdisable |log}]
no power inline police

Syntax Description

Command Default

Command Modes

action (Optional) Configures the device to turn off power to the port if the real-time power
errdisable consumption exceeds the maximum power allocation on the port. This is the default action.
action log (Optional) Configures the device to generate a syslog message while still providing power

to a connected device if the real-time power consumption exceeds the maximum power
allocation on the port.

Policing of the real-time power consumption of the powered device is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

This command is supported only on the LAN Base image.

This command is supported only on Power over Ethernet (PoE)-capable ports. If you enter this command on
a device or port that does not support PoE, an error message appears.

In a switch stack, this command is supported on all switches or ports in the stack that support PoE and real-time
power-consumption monitoring.

When policing of the real-time power consumption is enabled, the device takes action when a powered device
consumes more power than the allocated maximum amount.

When PoE is enabled, the device senses the real-time power consumption of the powered device. This feature
is called power monitoring or power sensing. The device also polices the power usage with the power policing
feature.

When power policing is enabled, the device uses one of the these values as the cutoff power on the PoE port
in this order:

1. The user-defined power level that limits the power allowed on the port when you enter the power inline
auto max max-wattage or the power inline static max max-wattage interface configuration command

2. The device automatically sets the power usage of the device by using CDP power negotiation or by the
IEEE classification and LLPD power negotiation.

If you do not manually configure the cutoff-power value, the device automatically determines it by using CDP
power negotiation or the device IEEE classification and LLDP power negotiation. If CDP or LLDP are not
enabled, the default value of 30 W is applied. However without CDP or LLDP, the device does not allow
devices to consume more than 15.4 W of power because values from 15400 to 30000 mW are only allocated
based on CDP or LLDP requests. If a powered device consumes more than 15.4 W without CDP or LLDP
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negotiation, the device might be in violation of the maximum current /max limitation and might experience
an Jcut fault for drawing more current than the maximum. The port remains in the fault state for a time before
attempting to power on again. If the port continuously draws more than 15.4 W, the cycle repeats.

When a powered device connected to a PoE+ port restarts and sends a CDP or LLDP packet with a power
TLYV, the device locks to the power-negotiation protocol of that first packet and does not respond to power
requests from the other protocol. For example, if the device is locked to CDP, it does not provide power to
devices that send LLDP requests. If CDP is disabled after the device has locked on it, the device does not
respond to LLDP power requests and can no longer power on any accessories. In this case, you should restart
the powered device.

If power policing is enabled, the device polices power usage by comparing the real-time power consumption
to the maximum power allocated on the PoE port. If the device uses more than the maximum power allocation
(or cutoff power) on the port, the device either turns power off to the port, or the device generates a syslog

message and updates the LEDs (the port LEDs are blinking amber) while still providing power to the device.

* To configure the device to turn off power to the port and put the port in the error-disabled state, use the
power inline police interface configuration command.

* To configure the device to generate a syslog message while still providing power to the device, use the
power inline police action log command.

If you do not enter the action log keywords, the default action is to shut down the port, turn off power to it,
and put the port in the PoE error-disabled state. To configure the PoE port to automatically recover from the
error-disabled state, use the errdisable detect cause inline-power global configuration command to enable
error-disabled detection for the PoE cause and the errdisable recovery cause inline-power interval interval
global configuration command to enable the recovery timer for the PoE error-disabled cause.

Caution

If policing is disabled, no action occurs when the powered device consumes more than the maximum power
allocation on the port, which could adversely affect the device.

You can verify your settings by entering the show power inline police privileged EXEC command.

This example shows how to enable policing of the power consumption and configuring the device
to generate a syslog message on the PoE port on a device:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline police action log
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power supply

To configure and manage the internal power supplies on a switch, use the power supply command in privileged
EXEC mode.

power supply stack-member-number slot {A|B} {off|on}

Syntax Description

Command Default

stack-member-number Stack member number for which to configure the internal power
supplies. The range is 1 to 9, depending on the number of switches
in the stack.

This parameter is available only on stacking-capable switches.

slot Selects the switch power supply to set.
A Selects the power supply in slot A.
B Selects the power supply in slot B.

Note Power supply slot B is the closest slot to the outer edge
of the switch.

off Sets the switch power supply to off.

on Sets the switch power supply to on.

The switch power supply is on.

Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

Examples

The power supply command applies to a switch or to a switch stack where all switches are the same platform.

In a switch stack with the same platform switches, you must specify the stack member before entering the
slot {A | B} off or on keywords.

To return to the default setting, use the power supply stack-member-number on command.

You can verify your settings by entering the show env power privileged EXEC command.

This example shows how to set the power supply in slot A to off:

Device> power supply 2 slot A off

Disabling Power supply A may result in a power loss to PoE devices and/or switches ...
Continue? (yes/[no]): yes

Device

Jun 10 04:52:54.389: SPLATFORM ENV-6-FRU PS OIR: FRU Power Supply 1 powered off

Jun 10 04:52:56.717: SPLATFORM ENV-1-FAN NOT PRESENT: Fan is not present
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This example shows how to set the power supply in slot A to on:

Device> power supply 1 slot B on
Jun 10 04:54:39.600: SPLATFORM ENV-6-FRU PS OIR: FRU Power Supply 1 powered on

This example shows the output of the show env power command:

Device> show env power
SW PID Serial# Status Sys Pwr PoE Pwr Watts

1A PWR-1RUC2-640WAC DCB1705B05B OK Good Good 250/390
1B Not Present
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show eee

To display Energy Efficient Ethernet (EEE) information for an interface, use the show eee command in EXEC
mode.

show eee{capabilities| status}interfaceinterface-id

Syntax Description  capabilities Displays EEE capabilities for the specified interface.
status Displays EEE status information for the specified
interface.
interface interface-id Specifies the interface for which to display EEE

capabilities or status information.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification

Cisco 10S XE 3.3SE This command was introduced.
Usage Guidelines You can enable EEE on devices that support low power idle (LPI) mode. Such devices can save power by

entering LPI mode during periods of low power utilization. In LPI mode, systems on both ends of the link
can save power by shutting down certain services. EEE provides the protocol needed to transition into and
out of LPI mode in a way that is transparent to upper layer protocols and applications.

To check if an interface is EEE capable, use the show eee capabilities command. You can enable EEE on an
interface that is EEE capable by using the power efficient-ethernet auto interface configuration command.

To view the EEE status, LPI status, and wake error count information for an interface, use the show eee status
command.

This is an example of output from the show eee capabilities command on an interface where EEE
is enabled:

Device# show eee capabilities interface gigabitethernetl/0/1
Gil/0/1
EEE (efficient-ethernet): yes (100-Tx and 1000T auto)
Link Partner : yes (100-Tx and 1000T auto)

This is an example of output from the show eee capabilities command on an interface where EEE
is not enabled:

Device# show eee capabilities interface gigabitethernet2/0/1
Gi2/0/1
EEE (efficient-ethernet): not enabled
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Link Partner : not enabled

This is an example of output from the show eee status command on an interface where EEE is
enabled and operational. The table that follows describes the fields in the display.

Device# show eee status interface gigabitethernetl/0/4
Gil/0/4 is up

EEE (efficient-ethernet): Operational
Rx LPI Status :  Received
Tx LPI Status :  Received

This is an example of output from the show eee status command on an interface where EEE
operational and the ports are in low power save mode:

Device# show eee status interface gigabitethernetl/0/3
Gil1/0/3 is up

EEE (efficient-ethernet): Operational
Rx LPI Status : Low Power
Tx LPI Status : Low Power
Wake Error Count : 0

This is an example of output from the show eee status command on an interface where EEE is not
enabled because a remote link partner is incompatible with EEE:

Device# show eee status interface gigabitethernetl/0/3
Gil/0/3 is down

EEE (efficient-ethernet): Disagreed
Rx LPI Status :  None

Tx LPI Status :  None

Wake Error Count : 0

Table 6: show eee status Field Descriptions

Field Description

EEE (efficient-ethernet) The EEE status for the interface. This field can have
any of the following values:

* N/A—The port is not capable of EEE.
* Disabled—The port EEE is disabled.

* Disagreed—The port EEE is not set because a
remote link partner might be incompatible with
EEE; cither it is not EEE capable, or its EEE
setting is incompatible.

* Operational—The port EEE is enabled and
operating.

If the interface speed is configured as 10 Mbps, EEE

is disabled internally. When the interface speed moves
back to auto, 100 Mbps or 1000 Mbps, EEE becomes
active again.
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Field

Description

Rx/Tx LPI Status

The Low Power Idle (LPI) status for the link partner.
These fields can have any of the following values:

* N/A—The port is not capable of EEE.

* Interrupted—The link partner is in the process of
moving to low power mode.

* Low Power—The link partner is in low power
mode.

» None— EEE is disabled or not capable at the link
partner side.

» Received—The link partner is in low power mode
and there is traffic activity.

If an interface is configured as half-duplex, the LPI
status is None, which means the interface cannot be in
low power mode until it is configured as full-duplex.

Wake Error Count

The number of PHY wake-up faults that have occurred.
A wake-up fault can occur when EEE is enabled and
the connection to the link partner is broken.

This information is useful for PHY debugging.
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To display fan, temperature, and power information, use the show env command in EXEC mode.

show env {all|fan | power [{all |switch [stack-member-number]}]|stack [stack-member-number] |

temperature [status]}

Syntax Description all

Displays the fan and temperature environmental status and the status of
the internal power supplies.

fan Displays the switch fan status.

power Displays the internal power status of the active switch.

all (Optional) Displays the status of all the internal power supplies in a
standalone switch when the command is entered on the switch, or in all
the stack members when the command is entered on the active switch.

switch (Optional) Displays the status of the internal power supplies for each

switch in the stack or for the specified switch.

This keyword is available only on stacking-capable switches.

stack-member-number

(Optional) Number of the stack member for which to display the status
of the internal power supplies or the environmental status.

The range is 1 to 9.

stack Displays all environmental status for each switch in the stack or for the
specified switch.
This keyword is available only on stacking-capable switches.
temperature Displays the switch temperature status.
status (Optional) Displays the switch internal temperature (not the external

temperature) and the threshold values.

Command Default None

Command Modes User EXEC
Privileged EXEC

Command History Release

Modification

Cisco IOS XE 3.3SE

This command was introduced.

Usage Guidelines Use the show env EXEC command to display the information for the switch being accessed—a standalone
switch or the active switch. Use this command with the stack and switch keywords to display all information
for the stack or for the specified stack member.
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Examples

show env .

If you enter the show env temperature status command, the command output shows the switch temperature
state and the threshold level.

You can also use the show env temperature command to display the switch temperature status. The
command output shows the green and yellow states as OK and the red state as FAULTY. If you enter the show
env all command, the command output is the same as the show env temperature status command output.

This is an example of output from the show env all command:

Device>show env all

Switch 1 FAN 1 is OK

Switch 1 FAN 2 is OK

Switch 1 FAN 3 is OK

FAN PS-1 is NOT PRESENT

FAN PS-2 is OK

Switch 1: SYSTEM TEMPERATURE is OK

SW PID Serial# Status Sys Pwr PoE Pwr Watts

1B  PWR-C1-715WAC LIT150119Z1 OK Good Good 715

Device>show env all

Switch 1 FAN 1 is OK

Switch 1 FAN 2 is OK

Switch 1 FAN 3 is OK

FAN PS-1 is OK

FAN PS-2 is NOT PRESENT

Switch 1: SYSTEM TEMPERATURE is OK

SW PID Serial# Status Sys Pwr PoE Pwr Watts
1A PWR-C2-250WAC LIT16372A1M OK Good Good 250
1B Not Present

This is an example of output from the show env fan command:

Device>show env fan
Switch 1 FAN 1 is OK
Switch 1 FAN 2 is OK
Switch 1 FAN 3 is OK
FAN PS-1 is NOT PRESENT
FAN PS-2 is OK

This is an example of output from the show env power command:

Device>show env power
SW PID Serial# Status Sys Pwr PoE Pwr Watts

1A Not Present
1B  PWR-C1-715WAC LIT150119z1 OK Good Good 715

This is an example of output from the show env power all command on the active switch:

Device# show env power all
SW PID Serial# Status Sys Pwr PoE Pwr Watts

1A Not Present
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1B  PWR-C1-715WAC

Device# show env power all
SW PID

1A PWR-C2-250WAC

Interface and Hardware Components |

LIT150119Z1 OK Good Good 715

Serial# Status Sys Pwr PoE Pwr Watts

1B Not Present

LIT16372A1M OK Good Good 250

This is an example of output from the show env stack command on the active switch:

Device> show

SWITCH:

Switch
Switch
Switch

FAN PS-
FAN PS-
Switch 1:

1
1
1
1
2

1
FAN
FAN
FAN

env stack

1 is OK
2 is OK
3 is OK

is NOT PRESENT
is OK

SYSTEM TEMPERATURE

Temperature Value: 28 Degree
Temperature State: GREEN
Yellow Threshold : 41 Degree

Red Threshold

56 Degree

is OK
Celsius

Celsius
Celsius

This example shows how to display the temperature value, state, and the threshold values on a
standalone switch. The table describes the temperature states in the command output.

Device> show env temperature
Temperature Value: 33 Degree
Temperature State: GREEN

Yellow Threshold : 65 Degree

Red Threshold

75 Degree

status
Celsius

Celsius
Celsius

Table 7: States in the show env temperature status Command Output

State

Description

Green

The switch temperature is in the normal operating range.

Yellow

The temperature is in the warning range. You should check the external temperature around the

switch.

Red

The temperature is in the critical range. The switch might not run properly if the temperature is in

this range.
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show errdisable detect

Syntax Description

To display error-disabled detection status, use the show errdisable detect command in EXEC mode.
show errdisable detect

This command has no arguments or keywords.

Command Default None
Command Modes User EXEC
Privileged EXEC
Command History Release Nodification

Usage Guidelines

Cisco IOS XE 3.3SE This command was introduced.

A gbic-invalid error reason refers to an invalid small form-factor pluggable (SFP) module.

The error-disable reasons in the command output are listed in alphabetical order. The mode column shows
how error-disable is configured for each feature.

You can configure error-disabled detection in these modes:

* port mode—The entire physical port is error-disabled if a violation occurs.
* vlan mode—The VLAN is error-disabled if a violation occurs.

* port/vlan mode—The entire physical port is error-disabled on some ports and is per-VLAN error-disabled
on other ports.

Device> show errdisable detect

ErrDisable Reason Detection Mode
arp-inspection Enabled port
bpduguard Enabled vlan
channel-misconfig Enabled port
community-limit Enabled port
dhcp-rate-limit Enabled port
dtp-flap Enabled port
gbic-invalid Enabled port
inline-power Enabled port
invalid-policy Enabled port
12ptguard Enabled port
link-flap Enabled port
loopback Enabled port
lsgroup Enabled port
pagp-flap Enabled port
psecure-violation Enabled port/vlan
security-violatio Enabled port
sfp-config-mismat Enabled port
storm-control Enabled port
udld Enabled port

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



Interface and Hardware Components |

. show errdisable recovery

show errdisable recovery

Syntax Description

To display the error-disabled recovery timer information, use the show errdisable recovery command in
EXEC mode.

show errdisable recovery

This command has no arguments or keywords.

Command Default None
Command Modes User EXEC
Privileged EXEC
Command History Release Nodification

Usage Guidelines

N

Cisco IOS XE 3.3SE This command was introduced.

A gbic-invalid error-disable reason refers to an invalid small form-factor pluggable (SFP) module interface.

Note

Though visible in the output, the unicast-flood field is not valid.

This is an example of output from the show errdisable recovery command:

Device> show errdisable recovery
ErrDisable Reason Timer Status

udld Disabled
bpduguard Disabled
security-violatio Disabled
channel-misconfig Disabled
pagp-flap Disabled
dtp-flap Disabled
link-flap Enabled
12ptguard Disabled
psecure-violation Disabled
gbic-invalid Disabled
dhcp-rate-limit Disabled
unicast-flood Disabled
storm-control Disabled
arp-inspection Disabled
loopback Disabled

Timer interval:300 seconds
Interfaces that will be enabled at the next timeout:
Interface Errdisable reason Time left (sec)

Gil/0/2

link-flap
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show interfaces

To display the administrative and operational status of all interfaces or for a specified interface, use the show
interfaces command in privileged EXEC mode.

show interfaces .

show interfaces [{interface-id|vlan vian-id}] [{accounting|capabilities [module number]|debounce
| description | etherchannel | flowcontrol | private-vlan mapping | pruning | stats | status [{err-disabled} ]

| trunk} |

Syntax Description

interface-id

(Optional) ID of the interface. Valid interfaces include physical
ports (including type, stack member for stacking-capable switches,
module, and port number) and port channels. The port channel
range is 1 to 48.

vlan vian-id

(Optional) VLAN identification. The range is 1 to 4094.

accounting (Optional) Displays accounting information on the interface,
including active protocols and input and output packets and octets.
Note The display shows only packets processed in software;
hardware-switched packets do not appear.
capabilities (Optional) Displays the capabilities of all interfaces or the specified

interface, including the features and options that you can configure
on the interface. Though visible in the command line help, this
option is not available for VLAN IDs.

module number

(Optional) Displays capabilities of all interfaces on the switch or
specified stack member.

This option is not available if you entered a specific interface ID.

description (Optional) Displays the administrative status and description set
for an interface.

etherchannel (Optional) Displays interface EtherChannel information.

flowcontrol (Optional) Displays interface flow control information.

private-vlan mapping

(Optional) Displays private-VLAN mapping information for the
VLAN switch virtual interfaces (SVIs). This keyword is not
available if the switch is running the LAN base feature set.

pruning (Optional) Displays trunk VTP pruning information for the
interface.

stats (Optional) Displays the input and output packets by switching the
path for the interface.

status (Optional) Displays the status of the interface. A status of

unsupported in the Type field means that a non-Cisco small
form-factor pluggable (SFP) module is inserted in the module slot.
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err-disabled (Optional) Displays interfaces in an error-disabled state.

trunk (Optional) Displays interface trunk information. If you do not
specify an interface, only information for active trunking ports
appears.

Note

Though visible in the command-line help strings, the crb, fair-queue, irb, mac-accounting, precedence,
random-detect, rate-limit, and shape keywords are not supported.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

The show interfaces capabilities command with different keywords has these results:

* Use the show interface capabilities module number command to display the capabilities of all interfaces
on that switch in the stack. If there is no switch with that module number in the stack, there is no output.

* Use the show interfaces interface-id capabilities to display the capabilities of the specified interface.

* Use the show interfaces capabilities (with no module number or interface ID) to display the capabilities
of all interfaces in the stack.

This is an example of output from the show interfaces command for an interface on stack member
3:

Device# show interfaces gigabitethernet3/0/2
GigabitEthernet3/0/2 is down, line protocol is down (notconnect)

Hardware is Gigabit Ethernet, address is 2037.064d.4381 (bia 2037.064d.4381)
MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec,

reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Auto-duplex, Auto-speed, media type is 10/100/1000BaseTX
input flow-control is off, output flow-control is unsupported
ARP type: ARPA, ARP Timeout 04:00:00
Last input never, output never, output hang never
Last clearing of "show interface" counters never
Input queue: 0/2000/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo
Output queue: 0/40 (size/max)
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec

0 packets input, 0 bytes, 0 no buffer

Received 0 broadcasts (0 multicasts)

0 runts, 0 giants, 0 throttles

0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored

0 watchdog, 0 multicast, 0 pause input

0 input packets with dribble condition detected

0 packets output, 0 bytes, 0 underruns
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output errors, 0 collisions, 1 interface resets
unknown protocol drops

babbles, 0 late collision, 0 deferred

lost carrier, 0 no carrier, 0 pause output

output buffer failures, 0 output buffers swapped out

o O O o o

This is an example of output from the show interfaces interface description command when the
interface has been described as Connects to Marketing by using the description interface configuration
command:

Device# show interfaces gigabitethernetl/0/2 description

Interface Status Protocol Description
Gil/0/2 up down Connects to Marketing

This is an example of output from the show interfaces interface-id pruning command when
pruning is enabled in the VTP domain:

Device# show interfaces gigabitethernetl/0/2 pruning
Port Vlans pruned for lack of request by neighbor
Gil/0/2 3,4

Port Vlans traffic requested of neighbor
Gil/0/2 1-3

This is an example of output from the show interfaces stats command for a specified VLAN interface:

Device# show interfaces vlan 1 stats

Switching path Pkts In Chars In Pkts Out Chars Out
Processor 1165354 136205310 570800 91731594
Route cache 0 0 0 0
Total 1165354 136205310 570800 91731594

These are examples of output from the show interfaces status command for a specific interface
when private VLANSs are configured. Port 22 is configured as a private-VLAN host port. It is
associated with primary VLAN 20 and secondary VLAN 25:

Device# show interfaces gigabitethernetl/0/22 status
Port Name Status Vlan Duplex Speed Type
Gil/0/22 connected 20,25 a-full a-100 10/100BaseTX

In this example, port 20 is configured as a private-VLAN promiscuous port. The display shows only
the primary VLAN 20:

Device# show interfaces gigabitethernetl/0/20 status
Port Name Status Vlan Duplex Speed Type
Gi1/0/20 connected 20 a-full a-100 10/100BaseTX

This is an example of output from the show interfaces status err-disabled command. It displays
the status of interfaces in the error-disabled state:

Device# show interfaces status err-disabled

Port Name Status Reason
Gil/0/2 err-disabled gbic-invalid
Gi2/0/3 err-disabled dtp-flap

This is an example of output from the show interfaces interface-id pruning command:
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Device# show interfaces gigabitethernetl/0/2 pruning
Port Vlans pruned for lack of request by neighbor

Device# show interfaces gigabitethernetl/0/1 trunk

Port Mode Encapsulation Status Native vlan
Gil/0/1 on 802.1qg other 10

Port Vlans allowed on trunk

Gil/0/1 none

Port Vlans allowed and active in management domain

Gil/0/1 none

Port Vlans in spanning tree forwarding state and not pruned
Gil/0/1 none
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show interfaces counters

To display various counters for the switch or for a specific interface, use the show interfaces counters
command in privileged EXEC mode.

show interfaces [inferface-id] counters [{errors | etherchannel | module stack-member-number |
protocol status | trunk} ]

Syntax Description  interface-id (Optional) ID of the physical interface, including type, stack member
(stacking-capable switches only) module, and port number.

errors (Optional) Displays error counters.

etherchannel (Optional) Displays EtherChannel counters, including octets, broadcast
packets, multicast packets, and unicast packets received and sent.

module (Optional) Displays counters for the specified stack member.

stack-member-number Note In this command, the module keyword refers to the stack member

number. The module number that is part of the interface ID is
always zero.

protocol status (Optional) Displays the status of protocols enabled on interfaces.

trunk (Optional) Displays trunk counters.

N

Note Though visible in the command-line help string, the vlan vian-id keyword is not supported.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.
Usage Guidelines If you do not enter any keywords, all counters for all interfaces are included.

This is an example of partial output from the show interfaces counters command. It displays all
counters for the switch.

Device# show interfaces counters

Port InOctets InUcastPkts InMcastPkts InBcastPkts
Gil/0/1 0 0 0 0
Gil/0/2 0 0 0 0
Gil/0/3 95285341 43115 1178430 1950
Gil/0/4 0 0 0 0
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This is an example of partial output from the show interfaces counters module command for stack
member 2. It displays all counters for the specified switch in the stack.

Device# show interfaces counters module 2
InUcastPkts

Port

Gil/0/1
Gil/0/2
Gil/0/3
Gil/0/4

InOcte
5
5
5
5

<output truncated>

ts
20
20
20
20

2

2
2
2

InMcastPkts
0

0
0
0

InBcastPkts
0

0
0
0

This is an example of partial output from the show interfaces counters protocol status command

for all interfaces:

Device# show interfaces counters protocol status
Protocols allocated:

Vlanl: Other, IP

Vlan20: Other, IP, ARP
V1lan30: Other, IP, ARP
V1lan40: Other, IP, ARP
Vlan50: Other, IP, ARP
Vlan60: Other, IP, ARP
Vlan70: Other, IP, ARP
V1an80: Other, IP, ARP
V1an90: Other, IP, ARP
V1an900: Other, IP, ARP
V1an3000: Other, IP
V1an3500: Other, IP
GigabitEthernetl/0/1: Other,
GigabitEthernetl/0/2: Other,
GigabitEthernetl/0/3: Other,
GigabitEthernetl/0/4: Other,
GigabitEthernetl/0/5: Other,
GigabitEthernetl/0/6: Other,
GigabitEthernetl/0/7: Other,
GigabitEthernetl/0/8: Other,
GigabitEthernetl/0/9: Other,

GigabitEthernetl1/0/10: Other, IP, CDP

<output truncated>

IP, ARP,
IP
IP
IP
IP
IP
IP
IP
IP

CDP

This is an example of output from the show interfaces counters trunk command. It displays trunk
counters for all interfaces.

Device#
Port

Gil/0/1
Gil/0/2
Gil/0/3
Gil/0/4
Gil/0/5

<output

show interfaces counters trunk

TrunkFramesTx
0
0
80678
82320
0
truncated>

TrunkFramesRx

o O O O o

WrongEncap

o O O O o
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show interfaces switchport

To display the administrative and operational status of a switching (nonrouting) port, including port blocking
and port protection settings, use the show interfaces switchport command in privileged EXEC mode.

show interfaces [inferface-id] switchport [{module number}]

Syntax Description

interface-id (Optional) ID of the interface. Valid interfaces include physical ports (including type,
stack member for stacking-capable switches, module, and port number) and port channels.
The port channel range is 1 to 48.

module number (Optional) Displays switchport configuration of all interfaces on the switch or specified
stack member.

This option is not available if you entered a specific interface ID.

Command Default None
Command Modes Privileged EXEC
Command History Release Nodification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

\}

Use the show interface switchport module number command to display the switch port characteristics of
all interfaces on that switch in the stack. If there is no switch with that module number in the stack, there is
no output.

This is an example of output from the show interfaces switchport command for a port. The table
that follows describes the fields in the display.

Note

Private VLANSs are not supported in this release, so those fields are not applicable.

Device# show interfaces gigabitethernetl/0/1 switchport
Name: Gil/0/1

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: down

Administrative Trunking Encapsulation: dotlg
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 10 (VLANO0O010)

Administrative Native VLAN tagging: enabled

Voice VLAN: none

Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Administrative private-vlan trunk native VLAN: none
Administrative private-vlan trunk Native VLAN tagging: enabled
Administrative private-vlan trunk encapsulation: dotlg
Administrative private-vlan trunk normal VLANs: none
Administrative private-vlan trunk associations: none
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Administrative private-vlan trunk mappings: none

Operational private-vlan: none
Trunking VLANs Enabled: 11-20
Pruning VLANs Enabled: 2-1001
Capture Mode Disabled

Capture VLANs Allowed: ALL

Protected: false
Unknown unicast blocked: disabled

Unknown multicast blocked: disabled

Appliance trust: none

Field Description
Name Displays the port name.
Switchport Displays the administrative and operational status of

the port. In this display, the port is in switchport mode.

Administrative Mode

Operational Mode

Displays the administrative and operational modes.

Administrative Trunking Encapsulation
Operational Trunking Encapsulation

Negotiation of Trunking

Displays the administrative and operational
encapsulation method and whether trunking
negotiation is enabled.

Access Mode VLAN

Displays the VLAN ID to which the port is
configured.

Trunking Native Mode VLAN

Lists the VLAN ID of the trunk that is in native mode.
Lists the allowed VLANS on the trunk. Lists the active

Trunking VLANs Enabled VLANS on the trunk.

Trunking VLANSs Active

Pruning VLANSs Enabled Lists the VLANS that are pruning-eligible.
Protected Displays whether or not protected port is enabled

(True) or disabled (False) on the interface.

Unknown unicast blocked

Unknown multicast blocked

Displays whether or not unknown multicast and
unknown unicast traffic is blocked on the interface.

Voice VLAN Displays the VLAN ID on which voice VLAN is
enabled.
Appliance trust Displays the class of service (CoS) setting of the data

packets of the IP phone.
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show interfaces transceiver

To display the physical properties of a small form-factor pluggable (SFP) module interface, use the show
interfaces transceiver command in EXEC mode.

show interfaces [inferface-id] transceiver [{detail | module number | properties | supported-list |
threshold-table} ]|

Syntax Description

interface-id (Optional) ID of the physical interface, including type, stack member (stacking-capable
switches only) module, and port number.

detail (Optional) Displays calibration properties, including high and low numbers and any alarm
information for any Digital Optical Monitoring (DoM)-capable transceiver if one is
installed in the switch.

module number (Optional) Limits display to interfaces on module on the switch.
The range is 1 to 9.

This option is not available if you entered a specific interface ID.

properties (Optional) Displays speed, duplex, and inline power settings on an interface.

supported-list  (Optional) Lists all supported transceivers.

threshold-table (Optional) Displays alarm and warning threshold table.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Examples

This is an example of output from the show interfaces interface-id transceiver properties command:

Device# show interfaces gigabitethernetl/1/1 transceiver properties
Name : Gil/1/1
Administrative Speed: auto
Operational Speed: auto
Administrative Duplex: auto
Administrative Power Inline: enable
Operational Duplex: auto
Administrative Auto-MDIX: off
Operational Auto-MDIX: off

This is an example of output from the show interfaces interface-id transceiver detail command:

Device# show interfaces gigabitethernetl/1/1 transceiver detail
ITU Channel not available (Wavelength not available),
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. show interfaces transceiver

Transceiver is internally calibrated.

mA:milliamperes, dBm:decibels (milliwatts),

++:high alarm, +:high warning, -:low warning, --
A2D readouts (if they differ), are reported in parentheses.

The threshold values are uncalibrated.

High Alarm
Temperature Threshold
Port (Celsius) (Celsius)
Gil/1/1 29.9 74.0
High Alarm
Voltage Threshold
Port (Volts) (Volts)
Gil/1/1 3.28 3.60
Optical High Alarm
Transmit Power Threshold
Port (dBm) (dBm)
Gil/1/1 1.8 7.9
Optical High Alarm
Receive Power Threshold
Port (dBm) (dBm)
Gil/1/1 -23.5 -5.0

This is an example of output from the show interfaces transceiver threshold-table command:

High Warn
Threshold
(Celsius)
70.0

High Warn
Threshold
(Volts)

High Warn
Threshold
(dBm)

High Warn
Threshold
(dBm)

Device# show interfaces transceiver threshold-table

Optical Tx Optical Rx
DWDM GBIC
Minl -4.00 -32.00
Min2 0.00 -28.00
Max?2 4.00 -9.00
Max1 7.00 -5.00
DWDM SFP
Minl -4.00 -32.00
Min2 0.00 -28.00
Max?2 4.00 -9.00
Max1 8.00 -5.00
RX only WDM GBIC
Minl N/A -32.00
Min2 N/A -28.30
Max?2 N/A -9.00
Max1 N/A -5.00
DWDM XENPAK
Minl -5.00 -28.00
Min2 -1.00 -24.00
Max?2 3.00 -7.00
Max1 7.00 -3.00
DWDM X2
Minl -5.00 -28.00
Min2 -1.00 -24.00
Max?2 3.00 -7.00
Max1 7.00 -3.00
DWDM XFP
Minl -5.00 -28.00

Temp

-4

70
74

-4

70
74

-4

70
74

-4

70
74

-4

70
74
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Low Warn
Threshold
(Celsius)
0.0

Low Warn
Threshold
(Volts)

Low Warn
Threshold
(dBm)

Low Warn
Threshold
(dBm)

Laser Bias
current

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A

N/A

Interface and Hardware Components |

N/A:not applicable.
:low alarm.

Low Alarm
Threshold
(Celsius)
-4.0

Low Alarm
Threshold
(Volts)

Low Alarm
Threshold
(dBm)

Low Alarm
Threshold
(dBm)

Voltage

w w ww [S2INCINT NN

[S2INCINT NN

.65
.75
.25
.40

.00
.10
.50
.60

.65
.75
.25
.40

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A



| Interface and Hardware Components

Min2
Max2
Max1
CWDM X2
Minl
Min2
Max2
Max1

-1.00
3.00
7.00

N/A
N/A
N/A
N/A

<output truncated>

-24.00
-7.00
-3.00

N/A
N/A
N/A
N/A

70

o O o o

N/A
N/A
N/A

N/A
N/A
N/A
N/A

show interfaces transceiver .

N/A
N/A
N/A

N/A
N/A
N/A
N/A

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



Interface and Hardware Components |
. show memory platform

show memory platform

To display memory statistics of a platform, use the show memory platform command in privileged EXEC
mode.

show memory platform [{compressed-swap |information | page-merging} |

Syntax Description compressed-swap (Optional) Displays platform memory compressed-swap information.

information (Optional) Displays general information about the platform.

page-merging (Optional) Displays platform memory page-merging information.

Command Modes Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Denali 16.1.1 This command was introduced.

Usage Guidelines Prior to Cisco 10S XE Denali 16.3.1, the Free Memory displayed in the command output was obtained from
the underlying Linux kernel. This value was not accurate because some memory chunks that was available
for use was not considered as free memory.

In Cisco I0S XE Denali 16.3.1, the free memory is accurately computed and displayed in the Free Memory
field of the command output.

Examples The following is sample output from the show memory platform command:

Switch# show memory platform

Virtual memory : 12874653696
Pages resident : 627041
Major page faults: 2220
Minor page faults: 2348631

Architecture : mips64
Memory (kB)
Physical : 3976852
Total : 3976852
Used : 2761276
Free : 1215576
Active : 2128196
Inactive : 1581856
Inact-dirty : 0
Inact-clean : 0
Dirty : 0
AnonPages : 1294984
Bounce : 0
Cached : 1978168
Commit Limit : 1988424
Committed As : 3343324
High Total : 0
High Free : 0
Low Total : 3976852
Low Free : 1215576
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show memory platform .

Mapped : 516316
NFS Unstable : 0

Page Tables : 17124
Slab : 0

VMmalloc Chunk : 1069542588
VMmalloc Total : 1069547512
VMmalloc Used : 2588
Writeback : 0
HugePages Total: O
HugePages Free : 0
HugePages Rsvd : 0

HugePage Size : 2048

Swap (kB)
Total
Used
Free
Cached

o O o o

Buffers (kB) : 437136

Load Average

1-Min : 1.04
5-Min : 1.16
15-Min : 0.94

The following is sample output from the show memory platform information command:

Device# show memory platform information

Virtual memory : 12870438912
Pages resident : 626833
Major page faults: 2222
Minor page faults: 2362455

Architecture : mips64

Memory (kB)
Physical : 3976852
Total : 3976852
Used 1 2761224
Free : 1215628
Active : 2128060
Inactive : 1584444
Inact-dirty H
Inact-clean H
Dirty : 284
AnonPages : 1294656
Bounce H
Cached : 1979644
Commit Limit : 1988424
Committed As : 3342184
High Total : 0
High Free : 0
Low Total : 3976852
Low Free : 1215628
Mapped : 516212
NFS Unstable H
Page Tables : 17096
Slab H

VMmalloc Chunk : 1069542588
VMmalloc Total : 1069547512
VMmalloc Used : 2588
Writeback H
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. show memory platform

HugePages Total:

HugePages Free
HugePages Rsvd
HugePage Size

Swap (kB)
Total
Used
Free
Cached

Buffers (kB)

Load Average
1-Min
5-Min
15-Min

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)
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o O O o

438228

1.54
1.27
0.99

Interface and Hardware Components |



| Interface and Hardware Components
show module .

show module

To display module information such as switch number, model number, serial number, hardware revision
number, software version, MAC address and so on, use this command in user EXEC or privileged EXEC
mode.

show module [{switch-num}]

Syntax Description  switch-num (Optional) Number of the switch.

Command Default None

Command Modes User EXEC (>)

Privileged EXEC (#)
Command History Release Modification

Cisco I0S XE Denali 16.1.1 This command was introduced.
Usage Guidelines Entering the show module command without the switch-num argument is the same as entering the show

module all command.

Examples This example shows how to display information for all the modules on a Cisco Catalyst 3850 Series

switch:
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show mgmt-infra trace messages ilpower

To display inline power messages within a trace buffer, use the show mgmt-infra trace messages ilpower
command in privileged EXEC mode.

show mgmt-infra trace messages ilpower [switch stack-member-number)

Syntax Description switch stack-member-number (Optional) Specifies the stack member number for which to display inline
power messages within a trace buffer.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.

This is an output example from the show mgmt-infra trace messages ilpower command:

Device# show mgmt-infra trace messages ilpower
[10/23/12 14:05:10.984 UTC 1 3] Initialized inline power system configuration fo

r slot 1.
[10/23/12 14:05:10.984 UTC 2 3] Initialized inline power system configuration fo
r slot 2.
[10/23/12 14:05:10.984 UTC 3 3] Initialized inline power system configuration fo
r slot 3.
[10/23/12 14:05:10.984 UTC 4 3] Initialized inline power system configuration fo
r slot 4.
[10/23/12 14:05:10.984 UTC 5 3] Initialized inline power system configuration fo
r slot 5.
[10/23/12 14:05:10.984 UTC 6 3] Initialized inline power system configuration fo
r slot 6.
[10/23/12 14:05:10.984 UTC 7 3] Initialized inline power system configuration fo
r slot 7.
[10/23/12 14:05:10.984 UTC 8 3] Initialized inline power system configuration fo
r slot 8.
[10/23/12 14:05:10.984 UTC 9 3] Initialized inline power system configuration fo
r slot 9.

[10/23/12 14:05:10.984 UTC
10/23/12 14:05:18.908 UTC
10/23/12 14:05:18.909 UTC
10/23/12 14:05:20.273 UTC
10/23/12 14:05:20.288 UTC

3] Inline power subsystem initialized.

[ 264] Create new power pool for slot 1
[ 264] Set total inline power to 450 for slot 1
[ 3] PoE is not supported on

[ 3] PoE is not supported on
[10/23/12 14:05:20.299 UTC £ 3] PoE is not supported on
[10/23/12 14:05:20.311 UTC 10 3] PoE is not supported on
[10/23/12 14:05:20.373 UTC 11 98] Inline power process post for switch 1
[10/23/12 14:05:20.373 UTC 12 98] PoE post passed on switch 1
[
[
[
[
[
[
[

O Q0 0w

10/23/12 14:05:20.379 UTC 13 3] Slot #1: PoE initialization for board id 16387
10/23/12 14:05:20.379 UTC 14 3
10/23/12 14:05:20.379 UTC 15

Set total inline power to 450 for slot 1
Gil/0/1 port config Initialized
Interface Gil/0/1 initialization done.
Gil/0/24 port config Initialized
Interface Gil/0/24 initialization done.
Slot #1: initialization done.

3
10/23/12 14:05:20.379 UTC 16 3
10/23/12 14:05:20.380 UTC 17 3
10/23/12 14:05:20.380 UTC 18 3
10/23/12 14:05:20.380 UTC 19 3
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show mgmt-infra trace messages ilpower .

[10/23/12 14:05:50.440 UTC la 3] Slot #1: PoE initialization for board id 16387
[10/23/12 14:05:50.440 UTC 1b 3] Duplicate init event
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show mgmt-infra trace messages ilpower-ha

To display inline power high availability messages within a trace buffer, use the show mgmt-infra trace
messages ilpower-ha command in privileged EXEC mode.

show mgmt-infra trace messages ilpower-ha [switch stack-member-number]

Syntax Description  switch stack-member-number (Optional) Specifies the stack member number for which to display inline
power messages within a trace buffer.

Command Default None

Command History Release Modification

CiscoIOS XE 3.3SE This command was introduced.

This is an output example from the show mgmt-infra trace messages ilpower-ha command:

Device# show mgmt-infra trace messages ilpower-ha
[10/23/12 14:04:48.087 UTC 1 3] NG3K_ILPOWER HA: Created NGWC ILP CF client succ
essfully.
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show mgmt-infra trace messages platform-mgr-poe .

show mgmt-infra trace messages platform-mgr-poe

To display platform manager Power over Ethernet (PoE) messages within a trace buffer, use the show
mgmt-infra trace messages platform-mgr-poe privileged EXEC command.

show mgmt-infra trace messages platform-mgr-poe [switch stack-member-number]

Syntax Description switch stack-member-number (Optional) Specifies the stack member number for which to display messages
within a trace buffer.

Command Default None

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.

This is an example of partial output from the show mgmt-infra trace messages platform-mgr-poe
command:

Device# show mgmt-infra trace messages platform-mgr-poe
10/23/12 14:04:06.431 UTC 1 5495] PoE Info: get power controller param sent:

[

[10/23/12 14:04:06.431 UTC 2 5495] PoE Info: POE_SHUT sent for port 1 (0:0)
[10/23/12 14:04:06.431 UTC 3 5495] PoE Info: POE_SHUT sent for port 2 (0:1)
[10/23/12 14:04:06.431 UTC 4 5495] PoE Info: POE_SHUT sent for port 3 (0:2)
[10/23/12 14:04:06.431 UTC 5 5495] PoE Info: POE_SHUT sent for port 4 (0:3)
[10/23/12 14:04:06.431 UTC 6 5495] PoE Info: POE_SHUT sent for port 5 (0:4)
[10/23/12 14:04:06.431 UTC 7 5495] PoE Info: POE_SHUT sent for port 6 (0:5)
[10/23/12 14:04:06.431 UTC 8 5495] PoE Info: POE_SHUT sent for port 7 (0:6)
[10/23/12 14:04:06.431 UTC 9 5495] PoE Info: POE_SHUT sent for port 8 (0:7)
[10/23/12 14:04:06.431 UTC a 5495] PoE Info: POE_SHUT sent for port 9 (0:8)
[10/23/12 14:04:06.431 UTC b 5495] PoE Info: POE SHUT sent for port 10 (0:9)
[10/23/12 14:04:06.431 UTC c 5495] PoE Info: POE_SHUT sent for port 11 (0:10)
[10/23/12 14:04:06.431 UTC d 5495] PoE Info: POE SHUT sent for port 12 (0:11)
[10/23/12 14:04:06.431 UTC e 5495] PoE Info: POE_SHUT sent for port 13 (e:0)
[10/23/12 14:04:06.431 UTC £ 5495] PoE Info: POE_SHUT sent for port 14 (e:1)
[10/23/12 14:04:06.431 UTC 10 5495] PoE Info: POE_SHUT sent for port 15 (e:2)
[10/23/12 14:04:06.431 UTC 11 5495] PoE Info: POE_SHUT sent for port 16 (e:3)
[10/23/12 14:04:06.431 UTC 12 5495] PoE Info: POE_SHUT sent for port 17 (e:4)
[10/23/12 14:04:06.431 UTC 13 5495] PoE Info: POE_SHUT sent for port 18 (e:5)
[10/23/12 14:04:06.431 UTC 14 5495] PoE Info: POE_SHUT sent for port 19 (e:6)
[10/23/12 14:04:06.431 UTC 15 5495] PoE Info: POE_SHUT sent for port 20 (e:7)
[10/23/12 14:04:06.431 UTC 16 5495] PoE Info: POE_SHUT sent for port 21 (e:8)
[10/23/12 14:04:06.431 UTC 17 5495] PoE Info: POE_SHUT sent for port 22 (e:9)
[10/23/12 14:04:06.431 UTC 18 5495] PoE Info: POE_SHUT sent for port 23 (e:10)
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Interface and Hardware Components |

show network-policy profile

To display the network-policy profiles, use the show network policy profile command in privileged EXEC
mode.

show network-policy profile [profile-number] [detail]

Syntax Description

profile-number (Optional) Displays the network-policy profile number. If no profile is entered, all
network-policy profiles appear.

detail (Optional) Displays detailed status and statistics information.
Command Default ~ None
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

This is an example of output from the show network-policy profile command:

Device# show network-policy profile
Network Policy Profile 10
voice vlan 17 cos 4

Interface:
none

Network Policy Profile 30
voice vlan 30 cos 5
Interface:
none

Network Policy Profile 36
voice vlan 4 cos 3
Interface:
Interface id
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show platform hardware fed switch forward .

show platform hardware fed switch forward

To display device-specific hardware information, use the show platform hardware fed switch switch_number
command.

This topic elaborates only the forwarding-specific options, that is, the options available with the show platform
hardware fed switch {switch num | active | standby } forward summary command.

The output of the show platform hardware fed switch switch_number forward summary displays all the
details about the forwarding decision taken for the packet.

show platform hardware fed switch {switch num | active | standby} forward summary

Syntax Description  switch {switch num | active The switch for which you want to display information. You have the
| standby } following options :

* switch_num—ID of the switch.
+ active—Displays information relating to the active switch.

« standby—Displays information relating to the standby switch, if

available.
forward summary Displays packet forwarding information.
Command Modes Privileged EXEC
Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.
Usage Guidelines Do not use this command unless a technical support representative asks you to. Use this command only when

you are working directly with a technical support representative while troubleshooting a problem.
Fields displayed in the command output are explained below.

» Station Index : The Station Index is the result of the layer 2 lookup and points to a station descriptor
which provides the following:

* Destination Index : Determines the egress port(s) to which the packets should be sent to. Global
Port Number(GPN) can be used as the destination index. A destination index with15 down to 12

bits set indicates the GPN to be used. For example, destination index - 0xFO4E corresponds to GPN
- 78 (0x4e).

* Rewrite Index : Determines what needs to be done with the packets. For layer 2 switching, this is
typically a bridging action

* Flexible Lookup Pipeline Stages(FPS) : Indicates the forwarding decision that was taken for the
packet - routing or bridging

* Replication Bit Map : Determines if the packets should be sent to CPU or stack

* Local Data Copy = 1
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. show platform hardware fed switch forward

* Remote Data copy = 0
* Local CPU Copy =0
* Remote CPU Copy =0

Example

This is an example of output from the show platform hardware fed switch {switch num | active
| standby } forward summary command.

Device#show platform hardware fed switch 1 forward summary
Time: Fri Sep 16 08:25:00 PDT 2016

Incomming Packet Details:

#4##[ Ethernet ]###

dst = 00:51:0f:f2:0e:11
src = 00:1d:01:85:ba:22
type = ARP
#4##[ ARP ]#4##
hwtype = 0x1
ptype = IPv4
hwlen = 6
plen =4
op = is-at
hwsrc = 00:1d:01:85:ba:22
psrc = 10.10.1.33
hwdst = 00:51:0f:f2:0e:11
pdst = 10.10.1.1
Ingress:
Switch : 1
Port : GigabitEthernetl/0/1
Global Port Number : 1
Local Port Number : 1
Asic Port Number : 21
ASIC Number H
STP state

blkLrn31lto0: Oxffdfffdf
blkFwd31ltoO: Oxffdfffdf

Vlan : 1
Station Descriptor : 170
DestIndex : OxF009
DestModIndex H
RewriteIndex H

Forwarding Decision: FPS 2A L2 Destination

Replication Bitmap:

Local CPU copy 0

Local Data copy 1

Remote CPU copy 0

Remote Data copy 0

Egress:

Switch : 1

Outgoing Port : GigabitEthernetl/0/9
Global Port Number : 9

ASIC Number H

Vlan : 1
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show platform resources

Command Modes

show platform resources .

To display platform resource information, use the show platform reources command in privileged EXEC

mode.

show platform resources

This command has no arguments or keywords.

Privileged EXEC (#)

Command History

Usage Guidelines

Release

Modification

CiscoIOS XE Denali 16.1.1 This command was introduced.

The output of this command displays the used memory, which is total memory minus the accurate free memory.

Example

The following is sample output from the show platform resources command:

Switch# show platform resources

**State Acronym: H - Healthy,

Resource
State

W - Warning, C - Critical

Warning Critical

Control Processor
H

DRAM
H

2701MB (69%)
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. show platform software ilpower

show platform software ilpower

To display the inline power details of all the PoE ports on the device, use the show platform software ilpower
command in privileged EXEC mode.

show platform software ilpower {details | port {GigabitEthernetinterface-number } | system
slot-number '}

Syntax Description

details Displays inline power details for all the interfaces.

port Displays inline power port configuration.

GigabitEthernet interface-number The GigabitEthernet interface number. Values range from 0 to 9.

system slot-number Displays inline power system configuration.
Command Modes Privileged EXEC (#)
Command History Release Modification
Cisco I0S XE Denali 16.3.2 This command was modified. The
keyword details argument was
added.
Cisco I0S XE Denali 16.1.1 The command was introduced.

Examples

The following is sample output from the show platform software ilpower details command:

Device# show platform software ilpower details
ILP Port Configuration for interface Gil/0/1

Initialization Done: Yes
ILP Supported: Yes
ILP Enabled: Yes
POST: Yes
Detect On: No
Powered Device Detected No
Powered Device Class Done No
Cisco Powered Device: No
Power is On: No
Power Denied: No
Powered Device Type: Null
Powerd Device Class: Null
Power State: NULL
Current State: NGWC_ILP DETECTING S
Previous State: NGWC_ILP_ SHUT OFF S
Requested Power in milli watts: 0
Short Circuit Detected: 0
Short Circuit Count: 0
Cisco Powerd Device Detect Count: 0
Spare Pair mode: 0

IEEE Detect: Stopped

IEEE Short: Stopped

Link Down: Stopped

Voltage sense: Stopped
Spare Pair Architecture: 1
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show platform software ilpower .

Signal Pair Power allocation in milli watts: O

Spare Pair Power On: 0
Powered Device power state: 0
Timer:

Power Good: Stopped

Power Denied: Stopped

Cisco Powered Device Detect: Stopped
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show platform software process list

To display the list of running processes on a platform, use the show platform software process list command
in privileged EXEC mode.

show platform software process list switch {switch-number | active |standby} {0 | F0 | RO}
[{name process-name | process-id process-ID | sort memory | summary} ]

Syntax Description

switch switch-number Displays information about the switch. Valid values for switch-number argument
are from 0 to 9.

active Displays information about the active instance of the switch.

standby Displays information about the standby instance of the switch.

0 Displays information about the shared port adapters (SPA) Interface Processor slot
0.

F0 Displays information about the Embedded Service Processor (ESP) slot 0.

RO Displays information about the Route Processor (RP) slot 0.

name process-name  (Optional) Displays information about the specified process.

process-id process-ID (Optional) Displays information about the specified process ID.

sort (Optional) Displays information sorted according to processes.

memory (Optional) Displays information sorted according to memory.

summary (Optional) Displays a summary of the process memory of the host device.
Command Modes Privileged EXE (#)
Command History Release Modification

Usage Guidelines

Examples

Cisco IOS XE Denali 16.1.1 The command was introduced.

Prior to Cisco IOS XE Denali 16.3.1, the Free Memory displayed in the command output was obtained from
the underlying Linux kernel. This value was not accurate because some memory chunks that was available
for use was not considered as free memory.

In Cisco I0S XE Denali 16.3.1, the free memory is accurately computed and displayed in the Free Memory
field of the command output.

The following is sample output from the show platform software process list switch active R0
command:

Switch# show platform software process list switch active RO summary

Total number of processes: 278
Running v
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Sleeping

Disk sleeping
Zombies
Stopped
Paging

Up time
Idle time
User time
Kernel time

Virtual memory
Pages resident

Major page faults:
Minor page faults:

Architecture
Memory (kB)
Physical
Total
Used
Free
Active
Inactive
Inact-dirty
Inact-clean
Dirty
AnonPages
Bounce
Cached
Commit Limit
Committed As
High Total
High Free
Low Total
Low Free
Mapped
NFS Unstable
Page Tables
Slab
VMmalloc Chunk
VMmalloc Total
VMmalloc Used
Writeback

HugePages Total:

HugePages Free
HugePages Rsvd
HugePage Size

Swap (kB)
Total
Used
Free
Cached

Buffers (kB)

Load Average
1-Min
5-Min
15-Min

276

o O o

8318

0
216809
78931

12933324800
634061

2228
3491744

mips64

3976852
3976852
2766952
1209900
2141344
1589672
0

0

4
1306800
0
1984688
1988424
3358528
0

0
3976852
1209900
520528
0

17328

0
1069542588
1069547512
2588

o O O o

439528

1.13
1.18
0.92

show platform software process list .
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show platform software process slot switch

To display platform software process switch information, use the show platform software process slot switch

command in privileged EXEC mode.

show platform software process slot

switch {switch-number | active | standby} {0 |F0 | RO}

monitor [ {cycles no-of-times [ {interval delay [ {lines number}]}]}]

Syntax Description

Command Modes

switch-number

Switch number.

active Specifies the active instance.

standby Specifies the standby instance.

0 Specifies the shared port adapter (SPA) interface
processor slot 0.

FO Specifies the Embedded Service Processor (ESP)
slot 0.

RO Specifies the Route Processor (RP) slot 0.

monitor Monitors the running processes.

cycles no-of-tmes

(Optional) Sets the number of times to run monitor
command. Valid values are from 1 to 4294967295.
The default is 5.

interval delay

(Optional) Sets a delay after each . Valid values
are from 0 to 300. The default is 3.

lines number

(Optional) Sets the number of lines of output
displayed. Valid values are from 0 to 512. The
default is 0.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples
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Release

Modification

Cisco IOS XE Denali 16.1.1 This command was introduced.

The output of the show platform software process slot switch and show processes cpu platform monitor
location commands display the output of the Linux top command. The output of these commands display
Free memory and Used memory as displayed by the Linux top command. The values displayed for the Free
memory and Used memory by these commands do not match the values displayed by the output of other

platform-memory related CLIs.

The following is sample output from the show platform software process slot switch active R0

monitor command:
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show platform software process slot switch .

Switch# show platform software process slot switch active RO monitor

top - 00:01:52 up 1 day, 11:20, O users,

load average: 0.50, 0.68, 0.83

Tasks: 311 total, 2 running, 309 sleeping, 0 stopped, 0 zombie
Cpu(s): 7.4%us, 3.3%sy, 0.0%ni, 89.2%id, 0.0%wa, 0.0%hi, 0.1%si, 0.0%st

Mem: 3976844k total, 3955036k used,

21808k free, 419312k buffers

Swap: 0Ok total, Ok used, Ok free, 1946764k cached
PID USER PR NI VIRT RES SHR S %CPU $MEM TIME+ COMMAND
5693 root 20 0 3448 1368 912 R 7 0.0 0:00.07 top
17546 root 20 0 2044m 244m 79m S 7 6.3 186:49.08 fed main event
18662 root 20 0 1806m 678m 263m S 5 17.5 215:32.38 linux iosd-imag
30276 root 20 0 17lm 42m 33m S 5 1.1 125:06.77 repm
17835 root 20 0 935m 74m 63m S 4 1.9 82:28.31 sif mgr
18534 root 20 0 182m 150m 10m S 2 3.9 8:12.08 smand
1 root 20 0 8440 4740 2184 S 0 0.1 0:09.52 systemd
2 root 20 0 0 0 0 S 0 0.0 0:00.00 kthreadd
3 root 20 0 0 0 0 S 0 0.0 0:02.86 ksoftirgd/0
5 root 0 -20 0 0 0 S 0 0.0 0:00.00 kworker/0:0H
7 root RT 0 0 0 0 S 0 0.0 0:01.44 migration/0
8 root 20 0 0 0 0 S 0 0.0 0:00.00 rcu bh
9 root 20 0 0 0 0 s 0 0.0 0:23.08 rcu_sched
10 root 20 0 0 0 0 S 0 0.0 0:58.04 rcuc/0
11 root 20 0 0 0 0 S 0 0.0 21:35.60 rcuc/1l
12 root RT 0 0 0 0 S 0 0.0 0:01.33 migration/1
Related Commands | Command Description

show processes cpu platform monitor location

Displays information about the CPU utilization of the
I0S-XE processes.
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show platform software status control-processor

To display platform software control-processor status, use the show platform software status
control-processor command in privileged EXEC mode.

show platform software status control-processor [{brief}]

Syntax Description  brief (Optional) Displays a summary of the platform control-processor status.

Command Modes Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Denali 16.1.1 This command was introduced.

Usage Guidelines Prior to Cisco I0S XE Denali 16.3.1, the Free Memory displayed in the command output was obtained from
the underlying Linux kernel. This value was not accurate because some memory chunks that was available
for use was not considered as free memory.

In Cisco I0S XE Denali 16.3.1, the free memory is accurately computed and displayed in the Free Memory
field of the command output.

Examples The following is sample output from the show platform memory software status control-processor

command:

Switch# show platform software status control-processor

2-RP0: online, statistics updated 7 seconds ago
Load Average: healthy
1-Min: 1.00, status: healthy, under 5.00
5-Min: 1.21, status: healthy, under 5.00
15-Min: 0.90, status: healthy, under 5.00
Memory (kb): healthy
Total: 3976852
Used: 2766284 (70%), status: healthy
Free: 1210568 (30%)
Committed: 3358008 (84%), under 95%
Per-core Statistics
CPUO: CPU Utilization (percentage of time spent)
User: 4.40, System: 1.70, Nice: 0.00, Idle: 93.80
IRQ: 0.00, SIRQ: 0.10, IOwait: 0.00
CPUl: CPU Utilization (percentage of time spent)
User: 3.80, System: 1.20, Nice: 0.00, Idle: 94.90
IRQ: 0.00, SIRQ: 0.10, IOwait: 0.00
CPU2: CPU Utilization (percentage of time spent)
User: 7.00, System: 1.10, Nice: 0.00, Idle: 91.89
IRQ: 0.00, SIRQ: 0.00, IOwait: 0.00
CPU3: CPU Utilization (percentage of time spent)
User: 4.49, System: 0.69, Nice: 0.00, Idle: 94.80
IRQ: 0.00, SIRQ: 0.00, IOwait: 0.00

3-RP0: unknown, statistics updated 2 seconds ago
Load Average: healthy
1-Min: 0.24, status: healthy, under 5.00
5-Min: 0.27, status: healthy, under 5.00
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15-Min: 0.32, status: healthy, under 5.00
Memory (kb): healthy

Total: 3976852

Used: 2706768 (68%), status: healthy

Free: 1270084 (32%)

Committed: 3299332 (83%), under 95%

Per-core Statistics
CPUO: CPU Utilization
User: 4.50, System: 1.20,
IRQ: 0.00, SIRQ: 0.10,
CPUl: CPU Utilization
User: 5.20, System: 0.50,
IRQ: 0.00, SIRQ: 0.00,
CPU2: CPU Utilization
User: 3.60, System: 0.70,
IRQ: 0.00, SIRQ: 0.00,
CPU3: CPU Utilization
User: 3.00, System: 0.60,
IRQ: 0.00, SIRQ: 0.00,

4-RP0O: unknown,
Load Average: healthy
1-Min: 0.21, status:
5-Min: 0.24, status:
15-Min: 0.24, status:
Memory (kb): healthy
Total: 3976852
Used: 1452404 (37%),
Free: 2524448 (63%)
Committed: 1675120
Per-core Statistics
CPUO: CPU Utilization
User: 2.30, System: 0.40,
IRQ: 0.00, SIRQ: 0.00,
CPUl: CPU Utilization
User: 4.19, System: 0.69,
IRQ: 0.00, SIRQ: 0.00,
CPU2: CPU Utilization
User: 4.79, System: 0.79,
IRQ: 0.00, SIRQ: 0.00,
CPU3: CPU Utilization
User: 2.10, System: 0.40,
IRQ: 0.00, SIRQ: 0.00,

status:

(42%),

9-RP0O: unknown,
Load Average: healthy
1-Min: 0.20, status:
5-Min: 0.35, status:
15-Min: 0.35, status:
Memory (kb): healthy
Total: 3976852
Used: 1451328 (36%),
Free: 2525524 (64%)
Committed: 1675932
Per-core Statistics

status:

(42%),

healthy,
healthy,
healthy,

healthy,
healthy,
healthy,

(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:

0.00, Idle:

0.00
0.00, Idle:
0.00
0.00, Idle:
0.00
0.00, Idle:
0.00

statistics updated 2 seconds ago

under 5.00
under 5.00

under 5.00

healthy
under 95%

(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:
(percentage of time spent)
Nice:
IOwait:

0.00, Idle:

0.00
0.00, Idle:
0.00
0.00, Idle:
0.00
0.00, Idle:
0.00

statistics updated 4 seconds ago

under 5.00
under 5.00

under 5.00

healthy

under 95%

CPUO: CPU Utilization (percentage of time spent)
User: 1.90, System: 0.50, Nice: 0.00, Idle:
IRQ: 0.00, SIRQ: 0.00, IOwait: 0.00

CPUl: CPU Utilization (percentage of time spent)
User: 4.39, System: 0.19, Nice: 0.00, Idle:
IRQ: 0.00, SIRQ: 0.00, IOwait: 0.00

CPU2: CPU Utilization (percentage of time spent)
User: 5.70, System: 1.00, Nice: 0.00, Idle:
IRQ: 0.00, SIRQ: 0.00, IOwait: 0.00

show platform software status control-processor .

94.20
94.29
95.69

96.39

97.30
95.10
94.40

97.50

97.60
95.40

93.30
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CPU3: CPU Utilization (percentage of time spent)
User: 1.30, System: 0.60, Nice:
IRQ: 0.00, SIRQ: 0.10, IOwait:

0.

00, Idle:
0.00

98.00

Interface and Hardware Components |

The following is sample output from the show platform memory software status control-processor

brief command:

Switch# show platform software status control-processor brief

Load Average

Slot Status 1-Min 5-Min 15-Min

2-RP0 Healthy 1.10 1.21 0.
.31
.22
.34

3-RP0 Healthy 0.23 0.27 0
4-RP0 Healthy 0.11 0.21 0
9-RP0 Healthy 0.10 0.30 0
Memory (kB)

Slot Status Total Used

2-RP0 Healthy 3976852 2766956
3-RP0 Healthy 3976852 2706824
4-RP0 Healthy 3976852 1451888
9-RP0 Healthy 3976852 1451580

CPU Utilization
Slot CPU User System Nice

2-RPO 0 4.10 2.00 0.00
1 4.60 1.00 0.00
2 6.50 1.10 0.00
3 5.59 1.19 0.00
3-RPO 0 2.80 1.20 0.00
1 4.49 1.29 0.00
2 5.30 1.60 0.00
3 5.80 1.20 0.00
4-RPO 0 1.30 0.80 0.00
1 1.30 0.20 0.00
2 5.60 0.80 0.00
3 5.09 0.19 0.00
9-RPO 0 3.99 0.69 0.00
1 2.60 0.70 0.00
2 4.49 0.89 0.00
3 2.60 0.20 0.00

91

Free
1209896
1270028
2524964
2525272

IRQ
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00

O O O O O OO0 0O0O0oooooo
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Committed
3358352
3299276
1675076
1675952

IOwait

0.

00

0.00

O O O O OO0 0O0Oooo oo

.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00
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show processes cpu platform monitor .

show processes cpu platform monitor

To displays information about the CPU utilization of the IOS-XE processes, use the show processes cpu
platform monitor command in privileged EXEC mode.

show processes cpu platform monitor location switch {switch-number | active | standby} {0 | FO |
RO}

Syntax Description

Command Modes

location Displays information about the Field Replaceable Unit (FRU) location.

switch Specifies the switch.

switch-number Switch number.

active Specifies the active instance.

standby Specifies the standby instance.

0 Specifies the shared port adapter (SPA) interface processor slot 0.
FO Specifies the Embedded Service Processor (ESP) slot 0.

RO Specifies the Route Processor (RP) slot 0.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Denali 16.1.1 This command was introduced.

The output of the show platform software process slot switch and show processes cpu platform monitor
location commands display the output of the Linux top command. The output of these commands display
Free memory and Used memory as displayed by the Linux top command. The values displayed for the Free
memory and Used memory by these commands do not match the values displayed by the output of other
platform-memory related CLIs.

The following is sample output from the show processes cpu monitor location switch active R0
command:

Switch# show processes cpu platform monitor location switch active RO

top - 00:04:21 up 1 day, 11:22, 0 users, load average: 0.42, 0.60, 0.78

Tasks: 312 total, 4 running, 308 sleeping, 0 stopped, 0 zombie
Cpu(s): 7.4%us, 3.3%sy, 0.0%ni, 89.2%id, 0.0%wa, 0.0%hi, 0.1%si, 0.0%st
Mem: 3976844k total, 3956928k used, 19916k free, 419312k buffers
Swap: Ok total, Ok used, Ok free, 1947036k cached
PID USER PR NI VIRT RES SHR S %CPU $MEM TIME+ COMMAND
6294 root 20 0 3448 1368 912 R 9 0.0 0:00.07 top
17546 root 20 0 2044m 244m 79m S 7 6.3 187:02.07 fed main event
30276 root 20 0 17lm 42m 33m S 7 1.1 125:15.54 repm
16 root 20 0 0 0 0 S 5 0.0 22:07.92 rcuc/2
21 root 20 0 0 0 0 R 5 0.0 22:13.24 rcuc/3
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18662 root 20 0 1806m 678m 263m R 5 17.5 215:47.59 linux iosd-imag
11 root 20 0 0 0 0 s 4 0.0 21:37.41 rcuc/1l
10333 root 20 0 6420 3916 1492 s 4 0.1 4:47.03 btrace rotate.s
10 root 20 0 0 0 0 s 2 0.0 0:58.13 rcuc/0
6304 root 20 0 776 12 0 R 2 0.0 0:00.01 1s
17835 root 20 0 935m 74m 63m S 2 1.9 82:34.07 sif mgr
1 root 20 0 8440 4740 2184 S 0 0.1 0:09.52 systemd
2 root 20 0 0 0 0 s 0 0.0 0:00.00 kthreadd
3 root 20 0 0 0 0 s 0 0.0 0:02.86 ksoftirgd/0
5 root 0 -20 0 0 0 s 0 0.0 0:00.00 kworker/0:0H
7 root RT 0 0 0 0 s 0 0.0 0:01.44 migration/0
Related Commands | Command Description

show platform software process slot switch

Displays platform software process switch information.
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show processes memory platform

show processes memory platform .

To display memory usage per Cisco IOS XE process, use the show processes memory platform command

in privileged EXEC mode.

show processes memory platform [{detailed {name process-name | process-id process-ID} [{location

| maps [{location}] |smaps [{location}]}]

active |standby} {0 | FO | RO}

| location | sorted [{location}]}] switch {switch-number |

Syntax Description

detailed process-name

(Optional) Displays detailed memory information for
a specified Cisco IOS XE process.

name process-name

(Optional) Matches the Cisco I0S XE process name.

process-id process-1D

(Optional) Matches the Cisco IOS XE process ID.

location (Optional) Displays information about the FRU
location.

maps (Optional) Displays memory maps of a process.

smaps (Optional) Displays smaps of a process.

sorted (Optional) Displays the sorted output based on the

total memory used by Cisco IOS XE processes.

switch switch-number

Displays information about the device.

active Displays information about the active instance of the
switch.
standby Displays information about the standby instance of
the switch.
0 Displays information about the SPA-Inter-Processor
slot 0.
FO Displays information about the Embedded Service
Processor (ESP) slot 0.
RO Displays information about the Route Processor (RP)
slot 0.
Command Modes Privileged EXEC (#)
Command History Release Modification

Cisco IOS XE Denali 16.1.1 The command was introduced.
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. show processes memory platform

Usage Guidelines Prior to Cisco 10S XE Denali 16.3.1, the Free Memory displayed in the command output was obtained from
the underlying Linux kernel. This value was not accurate because some memory chunks that was available
for use was not considered as free memory.

In Cisco 10S XE Denali 16.3.1, the free memory is accurately computed and displayed in the Free Memory
field of the command output.

Examples The following is sample output from the show processes memory platform command:

Switch# show processes memory platform

System memory: 3976852K total, 2761580K used, 1215272K free,
Lowest: 1215272K

Pid Text Data Stack Dynamic RSS Total Name

1 1246 4400 132 1308 4400 8328 systemd

96 233 2796 132 132 2796 12436 systemd-journal
105 284 1796 132 176 1796 5208 systemd-udevd
707 52 2660 132 172 2660 11688 in.telnetd
744 968 3264 132 1700 3264 5800 brelay.sh
835 52 2660 132 172 2660 11688 in.telnetd
863 968 3264 132 1700 3264 5800 brelay.sh
928 968 3996 132 2312 3996 6412 reflector.sh
933 968 3976 132 2312 3976 6412 droputil.sh
934 968 2140 132 528 2140 4628 oom.sh
936 173 936 132 132 936 3068 xinetd
945 968 1472 132 132 1472 4168 libvirtd.sh
947 592 43164 132 3096 43164 154716 repm
954 45 932 132 132 932 3132 rpcbind
986 482 3476 132 132 3476 169288 libvirtd
988 66 940 132 132 940 2724 rpc.statd
993 968 928 132 132 928 4232 boothelper evt.
1017 21 640 132 132 640 2500 inotifywait
1089 102 1200 132 132 1200 3328 rpc.mountd
1328 9 2940 132 148 2940 13844 rotee
1353 39 532 132 132 532 2336 sleep

The following is sample output from the show processes memory platform information command:

Switch# show processes memory platform location switch active RO

System memory: 3976852K total, 2762844K used, 1214008K free,
Lowest: 1214008K

Pid Text Data Stack Dynamic RSS Total Name

1 1246 4400 132 1308 4400 8328 systemd
96 233 2796 132 132 2796 12436 systemd-journal
105 284 1796 132 176 1796 5208 systemd-udevd
707 52 2660 132 172 2660 11688 in.telnetd
744 968 3264 132 1700 3264 5800 brelay.sh
835 52 2660 132 172 2660 11688 in.telnetd
863 968 3264 132 1700 3264 5800 brelay.sh
928 968 3996 132 2312 3996 6412 reflector.sh
933 968 3976 132 2312 3976 6412 droputil.sh
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show processes memory platform .

The following is sample output from the show processes memory platform sorted command:

Switch# show processes memory platform sorted

System memory: 3976852K total, 2762884K used, 1213968K free,
Lowest: 1213968K

pid Text Data Stack Dynamic RSS Total Name
9655 3787 264964 136 18004 264964 2675968 wcm
17261 324 248588 132 103908 248588 2093076 fed main event
7885 149848 684864 136 80 684864 1853548 linux_ iosd-imag
17891 398 75772 136 1888 75772 958240 sif mgr
17067 1087 77912 136 1796 77912 702184 platform mgr
4268 391 102084 136 5596 102084 482656 cli agent
4856 357 93388 132 3680 93388 340052 dbm
29842 8722 64428 132 8056 64428 297068 fman fp image
5960 9509 76088 136 3200 76088 287156 fman rp

The following is sample output from the show processes memory platform sorted location switch
active R0 command:

Switch# show processes memory platform sorted location switch active RO

System memory: 3976852K total, 2763584K used, 1213268K free,
Lowest: 1213268K

pid Text Data Stack Dynamic RSS Total Name
9655 3787 264968 136 18004 264968 2675968 wcm
17261 324 249020 132 103908 249020 2093076 fed main event
7885 149848 684912 136 80 684912 1853548 linux_ iosd-imag
17891 398 75884 136 1888 75884 958240 sif mgr
17067 1087 77820 136 1796 77820 702184 platform mgr
4268 391 102084 136 5596 102084 482656 cli agent
4856 357 93388 132 3680 93388 340052 dbm
29842 8722 64428 132 8056 64428 297068 fman fp image
5960 9509 76088 136 3200 76088 287156 fman rp
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show power inline

To display the Power over Ethernet (PoE) status for the specified PoE port, the specified stack member, or
for all PoE ports in the switch stack, use the show power inline command in EXEC mode.

show power inline [{police | priority}]| [{interface-id | module stack-member-number}] [detail]

Syntax Description police (Optional) Displays the power policing information about
real-time power consumption.

priority (Optional) Displays the power inline port priority for each port.

interface-id (Optional) ID of the physical interface.

module stack-member-number (Optional) Limits the display to ports on the specified stack
member.

This keyword is supported only on stacking-capable switches.

detail (Optional) Displays detailed output of the interface or module.

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Examples This is an example of output from the show power inline command. The table that follows describes

the output fields.

Device> show power inline

Module Available Used Remaining

(Watts) (Watts) (Watts)
1 n/a n/a n/a
2 n/a n/a n/a
3 1440.0 15.4 1424.6
4 720.0 6.3 713.7
Interface Admin Oper Power Device Class Max

(Watts)

Gi3/0/1 auto off 0.0 n/a n/a 30.0
Gi3/0/2 auto off 0.0 n/a n/a 30.0
Gi3/0/3 auto off 0.0 n/a n/a 30.0
Gi3/0/4 auto off 0.0 n/a n/a 30.0
Gi3/0/5 auto off 0.0 n/a n/a 30.0
Gi3/0/6 auto off 0.0 n/a n/a 30.0
Gi3/0/7 auto off 0.0 n/a n/a 30.0
Gi3/0/8 auto off 0.0 n/a n/a 30.0
Gi3/0/9 auto off 0.0 n/a n/a 30.0
Gi3/0/10 auto off 0.0 n/a n/a 30.0
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Gi3/0/11
Gi3/0/12

auto
auto

show power inline .

off
off

n/a n/a 30.0

0.0
0.0 n/a n/a 30.0

<output truncated>

This is an example of output from the show power inline inferface-id command on a switch port:

Device> show power inline gigabitethernetl/0/1

Interface Admin

Oper Power Device Class Max
(Watts)
off 0.0 n/a n/a 30.0

This is an example of output from the show power inline module switch-number command on stack
member 3. The table that follows describes the output fields.

Device> show power inline module 3

Module Available Used Remaining

(Watts) (Watts) (Watts)
3 865.0 864.0 1.0
Interface Admin Oper Power Device Class Max

(Watts)

Gi3/0/1 auto power-deny 4.0 n/a n/a 15.4
Gi3/0/2 auto off 0.0 n/a n/a 15.4
Gi3/0/3 auto off 0.0 n/a n/a 15.4
Gi3/0/4 auto off 0.0 n/a n/a 15.4
Gi3/0/5 auto off 0.0 n/a n/a 15.4
Gi3/0/6 auto off 0.0 n/a n/a 15.4
Gi3/0/7 auto off 0.0 n/a n/a 15.4
Gi3/0/8 auto off 0.0 n/a n/a 15.4
Gi3/0/9 auto off 0.0 n/a n/a 15.4
Gi3/0/10 auto off 0.0 n/a n/a 15.4

<output truncated>

Table 8: show power inline Field Descriptions

Field

Description

Available

The total amount of configured poweri on the PoE switch in watts (W).

Used

The amount of configured power that is allocated to PoE ports in watts.

Remaining

The amount of configured power in watts that is not allocated to ports in the system.
(Available — Used = Remaining)

Admin

Administration mode: auto, off, static.

Oper

Operating mode:

» on—The powered device is detected, and power is applied.
* off—No PoE is applied.
« faulty—Device detection or a powered device is in a faulty state.

* power-deny—A powered device is detected, but no PoE is available, or the
maximum wattage exceeds the detected powered-device maximum.
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Field Description

Power The maximum amount of power that is allocated to the powered device in watts. This
value is the same as the value in the Cutoff Power field in the show power inline police
command output.

Device The device type detected: n/a, unknown, Cisco powered-device, IEEE powered-device,
or the name from CDP.

Class The IEEE classification: n/a or a value from 0 to 4.

Max The maximum amount of power allocated to the powered device in watts.

AdminPowerMax | The maximum amount power allocated to the powered device in watts when the switch
polices the real-time power consumption. This value is the same as the Max field value.

AdminConsumption | The power consumption of the powered device in watts when the switch polices the
real-time power consumption. If policing is disabled, this value is the same as the
AdminPowerMax field value.

' The configured power is the power that you manually specify or that the switch specifies by

using CDP power negotiation or the IEEE classification, which is different than the real-time
power that is monitored with the power sensing feature.

This is an example of output from the show power inline police command on a stacking-capable
switch:

Device> show power inline police

Module Available Used Remaining

(Watts) (Watts) (Watts)
1 370.0 0.0 370
3 865.0 864

Admin Oper Admin Oper Cutoff Oper
Interface State State Police Police Power Power
Gil/0/1 auto off none n/a n/a 0.0
Gil/0/2 auto off log n/a 5.4 0.0
Gil/0/3 auto off errdisable n/a 5.4 0.0
Gil/0/4 off off none n/a n/a 0.0
Gi1/0/5 off off log n/a 5.4 0.0
Gil/0/6 off off errdisable n/a 5.4 0.0
Gil/0/7 auto off none n/a n/a 0.0
Gi1/0/8 auto off log n/a 5.4 0.0
Gil/0/9 auto on none n/a n/a 5.1
Gil/0/10 auto on log ok 5.4 4.2
Gil/0/11 auto on log log 5.4 5.9
Gil/0/12 auto on errdisable ok 5.4 4.2
Gil/0/13 auto errdisable errdisable n/a 5.4 0.0

<output truncated>

In the previous example:

* The Gil/0/1 port is shut down, and policing is not configured.

* The Gil/0/2 port is shut down, but policing is enabled with a policing action to generate a syslog
message.

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



| Interface and Hardware Components

show power inline .

* The Gi1/0/3 port is shut down, but policing is enabled with a policing action is to shut down
the port.

* Device detection is disabled on the Gil/0/4 port, power is not applied to the port, and policing
is disabled.

* Device detection is disabled on the Gi1/0/5 port, and power is not applied to the port, but policing
is enabled with a policing action to generate a syslog message.

* Device detection is disabled on the Gi1/0/6 port, and power is not applied to the port, but policing
is enabled with a policing action to shut down the port.

* The Gi1/0/7 port is up, and policing is disabled, but the switch does not apply power to the
connected device.

* The Gil1/0/8 port is up, and policing is enabled with a policing action to generate a syslog
message, but the switch does not apply power to the powered device.

* The Gi1/0/9 port is up and connected to a powered device, and policing is disabled.

* The Gi1/0/10 port is up and connected to a powered device, and policing is enabled with a
policing action to generate a syslog message. The policing action does not take effect because
the real-time power consumption is less than the cutoff value.

 The Gi1/0/11 port is up and connected to a powered device, and policing is enabled with a
policing action to generate a syslog message.

* The Gil/0/12 port is up and connected to a powered device, and policing is enabled with a
policing action to shut down the port. The policing action does not take effect because the
real-time power consumption is less than the cutoff value.

» The Gi1/0/13 port is up and connected to a powered device, and policing is enabled with a

policing action to shut down the port.

This is an example of output from the show power inline police interface-id command on a standalone
switch. The table that follows describes the output fields.

Device> show power inline police gigabitethernetl/0/1

Interface Admin Oper Admin Oper Cutoff Oper
State State Police Police Power Power
Gil/0/1 auto off none n/a n/a 0.0

Table 9: show power inline police Field Descriptions

Field Description
Available The total amount of configured powelz on the switch in watts (W).
Used The amount of configured power allocated to PoE ports in watts.

Remaining | The amount of configured power in watts that is not allocated to ports in the system. (Available
— Used = Remaining)

Admin State | Administration mode: auto, off, static.
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Field

Description

Oper State

Operating mode:

» errdisable—Policing is enabled.

» faulty—Device detection on a powered device is in a faulty state.
* off—No PoE is applied.

» on—The powered device is detected, and power is applied.

» power-deny—A powered device is detected, but no PoE is available, or the real-time
power consumption exceeds the maximum power allocation.

Note The operating mode is the current PoE state for the specified PoE port, the specified
stack member, or for all PoE ports on the switch.

Admin
Police

Status of the real-time power-consumption policing feature:

» errdisable—Policing is enabled, and the switch shuts down the port when the real-time
power consumption exceeds the maximum power allocation.

* log—Policing is enabled, and the switch generates a syslog message when the real-time
power consumption exceeds the maximum power allocation.

» none—Policing is disabled.

Oper Police

Policing status:

« errdisable—The real-time power consumption exceeds the maximum power allocation,
and the switch shuts down the PoE port.

* log—The real-time power consumption exceeds the maximum power allocation, and the
switch generates a syslog message.

» n/a—Device detection is disabled, power is not applied to the PoE port, or no policing
action is configured.

» ok—Real-time power consumption is less than the maximum power allocation.

Cutoff Power

The maximum power allocated on the port. When the real-time power consumption is greater
than this value, the switch takes the configured policing action.

Oper Power

The real-time power consumption of the powered device.

2 The configured power is the power that you manually specify or that the switch specifies by
using CDP power negotiation or the IEEE classification, which is different than the real-time
power that is monitored with the power sensing feature.

This is an example of output from the show power inline priority command on a standalone switch.

Device> show power inline priority
Interface Admin Oper Priority
State State

Gil/0/1 auto off low
Gil/0/2 auto off low
Gil/0/3 auto off low
Gil/0/4 auto off low
Gi1/0/5 auto off low
Gi1/0/6 auto off low
Gil/0/7 auto off low
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Gil/0/8 auto off low
Gil/0/9 auto off low
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show stack-power

To display information about StackPower stacks or switches in a power stack, use the show stack-power

command in EXEC mode.

Interface and Hardware Components |

{show stack-power [{budgeting | detail | load-shedding | neighbors}] [order power-stack-name] |
[{stack-name [stack-id] | switch [switch-id]}]}

Syntax Description

budgeting

(Optional) Displays the stack power budget table.

detail

(Optional) Displays the stack power stack details.

load-shedding

(Optional) Displays the stack power load shedding table.

neighbors

(Optional) Displays the stack power neighbor table.

order power-stack-name

(Optional) Displays the load shedding priority for a power stack.
Note This keyword is available only after the load-shedding keyword.

stack-name

(Optional) Displays budget table, details, or neighbors for all power stacks or the
specified power stack.

Note This keyword is not available after the load-shedding keyword.

stack-id (Optional) Power stack ID for the power stack. The stack ID must be 31 characters
or less.

switch (Optional) Displays budget table, details, load-shedding, or neighbors for all
switches or the specified switch.

switch-id (Optional) Switch ID for the switch. The switch number is from 1 to 9.

Command History Release Modification
Cisco IOS XE Denali 16.3.2 Support for all the options was
enabled for this command.
Cisco 10S XE Denali 16.1.1 This command was reintroduced.

Usage Guidelines

Examples

This command is available only on switch stacks running the IP Base or IP Services image.

If a switch is shut down because of load shedding, the output of the show stack-power command still includes
the MAC address of the shutdown neighbor switch. The command output shows the stack power topology
even if there is not enough power to power a switch.

This is an example of output from the show stack-power command:
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Device# show stack-power

Power Stack Stack Stack Total Rsvd Alloc Unused Num Num
Name Mode Topolgy Pwr (W) Pwr (W) Pwr (W) Pwr (W) SW PS
Powerstack-1 SP-PS Stndaln 350 150 200 0 1 1

This is an example of output from the show stack-power budgeting command:

Device# show stack-power budgeting

Power Stack Stack Stack Total Rsvd Alloc Unused Num Num
Name Mode Topolgy Pwr (W) Pwr (W) Pwr (W) Pwr (W) SW PS
Powerstack-1 SP-PS Stndaln 350 150 200 0 1 1
Power Stack PS-A PS-B Power Alloc Avail Consumd Pwr
SW Name (W) (W) Budgt (W) Power (W) Pwr (W) Sys/PoE (W)
1 Powerstack-1 350 0 200 200 0 60 /0
Totals: 200 0 60 /0
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show system mtu

Syntax Description

To display the global maximum transmission unit (MTU) or maximum packet size set for the switch, use the
show system mtu command in privileged EXEC mode.

show system mtu

This command has no arguments or keywords.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0OS XE 3.3SE This command was introduced.

Usage Guidelines

Examples

For information about the MTU values and the stack configurations that affect the MTU values, see the system
mtu command.

This is an example of output from the show system mtu command:

Device# show system mtu
Global Ethernet MTU is 1500 bytes.
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show tech-support

To automatically run show commands that display system information, use the show tech-support command
in the privilege EXEC mode.

show tech-support [ {cef | cft | eigrp | evc | fnf | ipc | ipmulticast | ipsec | mfib | nat | nbar | onep | ospf |
page | password | rsvp | subscriber | vrrp | weep} ]

Syntax Description

Command Modes

cef (Optional) Displays CEF related information.

cft (Optional) Displays CFT related information.

eigrp (Optional) Displays EIGRP related information.

eve (Optional) Displays EVC related information.

fnf (Optional) Displays flexible netflow related information.

ipc (Optional) Displays IPC related information.

ipmulticast (Optional) Displays IP multicast related information.

ipsec (Optional) Displays IPSEC related information.

mfib (Optional) Displays MFIB related information.

nat (Optional) Displays NAT related information.

nbar (Optional) Displays NBAR related information.

onep (Optional) Displays ONEP related information.

ospf (Optional) Displays OSPF related information.

page (Optional) Displays the command output on a single page at a time. Use the Return key to
display the next line of output or use the space bar to display the next page of information. If
not used, the output scrolls (that is, it does not stop for page breaks).
Press the Ctrl-C keys to stop the command output.

password (Optional) Leaves passwords and other security information in the output. If not used, passwords
and other security-sensitive information in the output are replaced with the label "<removed>".

rsvp (Optional) Displays IP RSVP related information.

subscriber (Optional) Displays subscriber related information.

vrrp (Optional) Displays VRRP related information.

weep (Optional) Displays WCCP related information.

Privileged EXEC (#)
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Command History Release Modification

Cisco IOS XE Denali 16.3.2 This command was enhanced to
display of the outputs of the
following commands in the output
modifier :

» show power inline

* show platform software
ilpower details

» show power inline police
+ show stack-power budgeting

Cisco IOS XE Denali 16.1.1 This command was reintroduced.

The output from the show tech-support command is very long. To better manage this output, you can redirect
the output to a file (for example, show tech-support > filename ) in the local writable storage file system or
the remote file system. Redirecting the output to a file also makes sending the output to your Cisco Technical
Assistance Center (TAC) representative easier.

Usage Guidelines

You can use one of the following redirection methods:

* > filename - Redirects the output to a file.
* >> filename - Redirects the output to a file in append mode.
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To specify the speed of a 10/100/1000/2500/5000 Mbps port, use the speed command in interface configuration
mode. To return to the default value, use the no form of this command.

speed {10100 1000|2500 | 5000 | auto [{10|100|1000 | 2500 | 5000}] | nonegotiate}
no speed

Syntax Description

Command Default

Command Modes

10 Specifies that the port runs at 10 Mbps.

100 Specifies that the port runs at 100 Mbps.

1000 Specifies that the port runs at 1000 Mbps. This option is valid and visible only on 10/100/1000
Mb/s ports.

2500 Specifies that the port runs at 2500 Mbps. This option is valid and visible only on

multi-Gigabit-supported Ethernet ports.

5000 Specifies that the port runs at 5000 Mbps. This option is valid and visible only on
multi-Gigabit-supported Ethernet ports.

auto Detects the speed at which the port should run, automatically, based on the port at the other
end of the link. If you use the 10, 100, 1000, 1000, 2500, or 5000 keyword with the auto
keyword, the port autonegotiates only at the specified speeds.

nonegotiate Disables autonegotiation, and the port runs at 1000 Mbps.

The default is auto.

Interface configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS XE 3.3SE This command was introduced.
Cisco IOS XE Denali 16.3.1 This command was modified. The

following keywords were added:
2500 and 5000. These keywords
are visible only on multi-Gigabit
Ethernet port supporting devices.

You cannot configure speed on 10-Gigabit Ethernet ports.

Except for the 1000BASE-T small form-factor pluggable (SFP) modules, you can configure the speed to not
negotiate (nonegotiate) when an SFP module port is connected to a device that does not support autonegotiation.

The new keywords, 2500 and 5000 are visible only on multi-Gigabit (m-Gig) Ethernet supporting devices.

If the speed is set to auto, the switch negotiates with the device at the other end of the link for the speed
setting, and then forces the speed setting to the negotiated value. The duplex setting remains configured on
each end of the link, which might result in a duplex setting mismatch.
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Examples
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If both ends of the line support autonegotiation, we highly recommend the default autonegotiation settings.
If one interface supports autonegotiation and the other end does not, use the auto setting on the supported
side, but set the duplex and speed on the other side.

Caution

Changing the interface speed and duplex mode configuration might shut down and re-enable the interface
during the reconfiguration.

For guidelines on setting the switch speed and duplex parameters, see the “Configuring Interface Characteristics”
chapter in the software configuration guide for this release.

Verify your settings using the show interfaces privileged EXEC command.

The following example shows how to set speed on a port to 100 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed 100

The following example shows how to set a port to autonegotiate at only 10 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed auto 10

The following example shows how to set a port to autonegotiate at only 10 or 100 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# speed auto 10 100
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stack-power

To configure StackPower parameters for the power stack or for a switch in the power stack, use the stack
power command in global configuration mode. To return to the default setting, use the no form of the command,

stack-power {stack power-stack-name | switch stack-member-number}
no stack-power {stack power-stack-name | switch stack-member-number}

Syntax Description

Command Default

Command Modes

stack power-stack-name Specifies the name of the power stack. The name can be up to 31 characters.
Entering these keywords followed by a carriage return enters power stack
configuration mode.

switch stack-member-number Specifies the switch number in the stack (1 to 4) to enter switch stack-power
configuration mode for the switch.

There is no default.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

When you enter the stack-power stack power stack name command, you enter power stack configuration
mode, and these commands are available:

* default—Returns a command to its default setting.

* exit—Exits ARP access-list configuration mode.

» mode—Sets the power mode for the power stack. See the mode command.
* no—Negates a command or returns to default settings.

If you enter the stack-power switch switch-number command with a switch number that is not participating
in StackPower, you receive an error message.

When you enter the stack-power switch switch-number command with the number of a switch participating
in StackPower, you enter switch stack power configuration mode, and these commands are available:

* default—Returns a command to its default setting.
* exit—Exits switch stack power configuration mode.
* no—Negates a command or returns to default settings.

* power-priority—Sets the power priority for the switch and the switch ports. See the power-priority
command.

» stack-id name—Enters the name of the power stack to which the switch belongs. If you do not enter the
power stack-1D, the switch does not inherit the stack parameters. The name can be up to 31 characters.

» standalone—Forces the switch to operate in standalone power mode. This mode shuts down both stack
power ports.

This example removes switch 2, which is connected to the power stack, from the power pool and
shutting down both power ports:
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Device (config) # stack-power switch 2
Device (config-switch-stackpower)# standalone
Device (config-switch-stackpower) # exit
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switchport block

To prevent unknown multicast or unicast packets from being forwarded, use the switchport block command
in interface configuration mode. To allow forwarding unknown multicast or unicast packets, use the no form
of this command.

switchport block {multicast | unicast}
no switchport block {multicast | unicast}

Syntax Description

Command Default

Command Modes

multicast Specifies that unknown multicast traffic should be blocked.

Note Only pure Layer 2 multicast traffic is blocked. Multicast packets that contain IPv4 or
IPv6 information in the header are not blocked.

unicast Specifies that unknown unicast traffic should be blocked.

Unknown multicast and unicast traffic is not blocked.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

By default, all traffic with unknown MAC addresses is sent to all ports. You can block unknown multicast or
unicast traffic on protected or nonprotected ports. If unknown multicast or unicast traffic is not blocked on a
protected port, there could be security issues.

With multicast traffic, the port blocking feature blocks only pure Layer 2 packets. Multicast packets that
contain IPv4 or IPv6 information in the header are not blocked.

Blocking unknown multicast or unicast traffic is not automatically enabled on protected ports; you must
explicitly configure it.

For more information about blocking packets, see the software configuration guide for this release.

This example shows how to block unknown unicast traffic on an interface:

Device (config-if) # switchport block unicast

You can verify your setting by entering the show interfaces interface-id switchport privileged
EXEC command.
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system mtu

To set the global maximum packet size or MTU size for switched packets on Gigabit Ethernet and 10-Gigabit
Ethernet ports, use the system mtu command in global configuration mode. To restore the global MTU value
to its default value use the no form of this command.

system mtu bytes
no system mtu

Syntax Description

Command Default

Command Modes

bytes The global MTU size in bytes. The range is 1500 to 9198 bytes; the default is 1500 bytes.

The default MTU size for all ports is 1500 bytes.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco I0OS XE 3.3SE This command was introduced.

You can verify your setting by entering the show system mtu privileged EXEC command.
The switch does not support the MTU on a per-interface basis.

If you enter a value that is outside the allowed range for the specific type of interface, the value is not accepted.

This example shows how to set the global system MTU size to 6000 bytes:

Device (config) # system mtu 6000

Global Ethernet MTU is set to 6000 bytes.

Note: this is the Ethernet payload size, not the total
Ethernet frame size, which includes the Ethernet
header/trailer and possibly other tags, such as ISL or
802.1g tags.
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test mcu read-register

To enable debugging of the Power over Ethernet (PoE) controller, use the test mcu read-register command
in privileged EXEC mode.

test mcu read-register {det-cls-offset | manufacture-id | port-mode}

Syntax Description

det-cls-offset  Displays the read detection classification register summary.

manufacture-id Displays the PoE controller manufacture ID.

port-mode Displays the port mode details.

Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Examples

The following is sample output from the test mcu read-register det-cls-offset command:

Device# test mcu read-register det-cls-offset 1
DETECTION ENABLE BIT SUMMARY

Controller portl port2 port3 port4 register
(hexadecimal)

1 o R 0 s

2 1 0 1 0 5

3 1 0 1 0 5

4 1 0 1 0 5

5 1 0 1 0 5

6 1 0 1 0 5

7 1 0 1 0 5

8 1 0 1 0 5

9 1 0 1 0 5

10 1 0 1 0 5

11 0 0 1 0 4

12 1 0 0 0 1

CLASSIFICATION ENABLE BIT SUMMARY

Controller portl port2 port3 port4 register
(hexadecimal)
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1 1 0 1 0 5
2 1 0 1 0 5
3 1 0 1 0 5
4 1 0 1 0 5
5 1 0 1 0 5
6 1 0 1 0 5
7 1 0 1 0 5
8 1 0 1 0 5
9 1 0 1 0 5
10 1 0 1 0 5
11 0 0 1 0 4
12 1 0 0 0 1

The following is sample output from the test mcu read-register manufacture-id command:

MANUFACTURE ID : DEVICE BCM PALPATINE reg val = 0x1B

The following is sample output from the test mcu read-register port-mode command:

PORT MODE SUMMERY

Controller portl port2 port3 portéd register
(hexadecimal)

o o T T 22

2 01 00 01 00 22

3 01 00 01 00 22

4 01 00 01 00 22

5 01 00 01 00 22

6 01 00 01 00 22

7 01 00 01 00 22

8 01 00 01 00 22

9 01 00 01 00 22

10 01 00 01 00 22

11 00 00 01 00 20

12 01 00 00 00 2
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voice-signaling vlan (network-policy configuration)

To create a network-policy profile for the voice-signaling application type, use the voice-signaling vlan
command in network-policy configuration mode. To delete the policy, use the no form of this command.

voice-signaling vlan {vian-id [{cos cos-value|dscp dscp-value}]|dotlp [{cos [2-priority|dscp
dscp}] | none | untagged}

Syntax Description

Command Default

Command Modes

vian-id (Optional) The VLAN for voice traffic. The range is 1 to 4094.

cos cos-value (Optional) Specifies the Layer 2 priority class of service (CoS) for the configured VLAN.
The range is 0 to 7; the default is 5.

dscp dscp-value (Optional) Specifies the differentiated services code point (DSCP) value for the configured
VLAN. The range is 0 to 63; the default is 46.

dotlp (Optional) Configures the phone to use IEEE 802.1p priority tagging and to use VLAN
0 (the native VLAN).

none (Optional) Does not instruct the Cisco IP phone about the voice VLAN. The phone uses
the configuration from the phone key pad.

untagged (Optional) Configures the phone to send untagged voice traffic. This is the default for
the phone.

No network-policy profiles for the voice-signaling application type are defined.
The default CoS value is 5.

The default DSCP value is 46.

The default tagging mode is untagged.

Network-policy profile configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Use the network-policy profile global configuration command to create a profile and to enter network-policy
profile configuration mode.

The voice-signaling application type is for network topologies that require a different policy for voice signaling
than for voice media. This application type should not be advertised if all of the same network policies apply
as those advertised in the voice policy TLV.

When you are in network-policy profile configuration mode, you can create the profile for voice-signaling
by specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and
tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).
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To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

This example shows how to configure voice-signaling for VLAN 200 with a priority 2 CoS:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice-signaling vlan 200 cos 2

This example shows how to configure voice-signaling for VLAN 400 with a DSCP value of 45:
Device (config) # network-policy profile 1

Device (config-network-policy)# voice-signaling vlan 400 dscp 45

This example shows how to configure voice-signaling for the native VLAN with priority tagging:

Device (config-network-policy) # voice-signaling vlan dotlp cos 4
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voice vlan (network-policy configuration)

To create a network-policy profile for the voice application type, use the voice vlan command in network-policy
configuration mode. To delete the policy, use the no form of this command.

voice vlan {vian-id [{cos cos-value|dscp dscp-value}]|dotlp [{cos [2-priority|dscp dscp}]|none
| untagged}

Syntax Description

Command Default

Command Modes

vian-id (Optional) The VLAN for voice traffic. The range is 1 to 4094.

cos cos-value (Optional) Specifies the Layer 2 priority class of service (CoS) for the configured VLAN.
The range is 0 to 7; the default is 5.

dscp dscp-value (Optional) Specifies the differentiated services code point (DSCP) value for the configured
VLAN. The range is 0 to 63; the default is 46.

dotlp (Optional) Configures the phone to use IEEE 802.1p priority tagging and to use VLAN
0 (the native VLAN).

none (Optional) Does not instruct the Cisco IP phone about the voice VLAN. The phone uses
the configuration from the phone key pad.

untagged (Optional) Configures the phone to send untagged voice traffic. This is the default for
the phone.

No network-policy profiles for the voice application type are defined.
The default CoS value is 5.

The default DSCP value is 46.

The default tagging mode is untagged.

Network-policy profile configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Use the network-policy profile global configuration command to create a profile and to enter network-policy
profile configuration mode.

The voice application type is for dedicated IP telephones and similar devices that support interactive voice
services. These devices are typically deployed on a separate VLAN for ease of deployment and enhanced
security through isolation from data applications.

When you are in network-policy profile configuration mode, you can create the profile for voice by specifying
the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).
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Interface and Hardware Components |
. voice vlan (network-policy configuration)

To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

This example shows how to configure the voice application type for VLAN 100 with a priority 4
CoS:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice vlan 100 cos 4

This example shows how to configure the voice application type for VLAN 100 with a DSCP value
of 34:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice vlan 100 dscp 34

This example shows how to configure the voice application type for the native VLAN with priority

tagging:

Device (config-network-policy) # voice vlan dotlp cos 4
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clear ip nhrp

To clear all dynamic entries from the Next Hop Resolution Protocol (NHRP) cache, use the clear ip nhrp
command in user EXEC or privileged EXEC mode.

clear ip nhrp[{vrf {vif-name | global}}] [{dest-ip-address [{dest-mask}]

clear ip nhrp .

| tunnel number | counters

[{interface tunnel number}] | stats [ {tunnel number [{vrf {vrf-name | global}}]}]}]

Syntax Description

vrf (Optional) Deletes entries from the NHRP cache for the specified virtual routing and
forwarding (VRF) instance.

vrf-name (Optional) Name of the VRF address family to which the command is applied.

global (Optional) Specifies the global VRF instance.

dest-ip-address

(Optional) Destination IP address. Specifying this argument clears NHRP mapping entries
for the specified destination IP address.

dest-mask (Optional) Destination network mask.
counters (Optional) Clears the NHRP counters.
interface (Optional) Clears the NHRP mapping entries for all interfaces.

tunnel number

(Optional) Removes the specified interface from the NHRP cache.

stats (Optional) Clears all IPv4 statistic information for all interfaces.
Command Modes User EXEC (>)

Privileged EXEC (#)
Command History Release Modification

Usage Guidelines

Examples

Cisco I0S XE Denali 16.3.1

This command was introduced.

The clear ip nhrp command does not clear any static (configured) IP-to-NBMA address mappings from the

NHRP cache.

The following example shows how to clear all dynamic entries from the NHRP cache for an interface:

Switch# clear ip nhrp

Related Commands

Command

Description

show ip nhrp

Displays NHRP mapping information.
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debug nhrp

P |

To enable Next Hop Resolution Protocol (NHRP) debugging, use the debug nhrp command in privileged
EXEC mode. To disable debugging output, use the no form of this command.

debug nhrp [{attribute | cache | condition {interface tunnel number | peer {nbma {ipv4-nbma-address
nbma-name ipv6-nbma-address} } | umatched | vrf vrf-name} | detail | error | extension | group |

packet | rate}]

no debug nhrp [{attribute | cache | condition {interface tunnel number | peer {nbma
{ipv4-nbma-address nbma-name ipv6-nbma-address} } unmatched | vrf vrf-name} | detail | error
extension | group | packet | rate }]

Syntax Description attribute

(Optional) Enables NHRP attribute debugging operations.

cache

(Optional) Enables NHRP cache debugging operations.

condition

(Optional) Enables NHRP conditional debugging operations.

interface tunnel number

(Optional) Enables debugging operations for the tunnel interface.

nbma

(Optional) Enables debugging operations for the non-broadcast multiple access
(NBMA) network.

ipv4-nbma-address

(Optional) Enables debugging operations based on the IPv4 address of the NBMA
network.

nbma-name

(Optional) NBMA network name.

IPv6-address

(Optional) Enables debugging operations based on the IPv6 address of the NBMA
network.

Note The IPv6-address argument is not supported in Cisco IOS XE Denali

16.3.1.
vrf vrf-name (Optional) Enables debugging operations for the virtual routing and forwarding
instance.
detail (Optional) Displays detailed logs of NHRP debugs.
error (Optional) Enables NHRP error debugging operations.
extension (Optional) Enables NHRP extension processing debugging operations.
group (Optional) Enables NHRP group debugging operations.
packet (Optional) Enables NHRP activity debugging.
rate (Optional) Enables NHRP rate limiting.
routing (Optional) Enables NHRP routing debugging operations.

Command Default NHRP debugging is not enabled.
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Command Modes

debug nhrp .

Privileged EXEC (#)

Command History

Usage Guidelines

N\

Release Modification

Cisco IOS XE Denali 16.3.1 | This command was introduced.

Note

Examples

In Cisco IOS XE Denali 16.3.1, this command supports only IPv4; the /Pv6-nbma-address argument although
available on the switch, will not work if configured.

Use the debug nhrp detail command to view the NHRP attribute logs.

The Virtual-Access number keyword-argument pair is visible only if the virtual access interface is available
on the device.

The following sample output from the debug nhrp command displays NHRP debugging output for
1Pv4:

Switch# debug nhrp

Aug 9 13:13:41.486: NHRP: Attempting to send packet via DEST 10.1.1.99
Aug 9 13:13:41.486: NHRP: Encapsulation succeeded. Tunnel IP addr 10.11.11.99
Aug 9 13:13:41.486: NHRP: Send Registration Request via TunnelO vrf 0, packet size: 105
Aug 9 13:13:41.486: src: 10.1.1.11, dst: 10.1.1.99
Aug 9 13:13:41.486: NHRP: 105 bytes out TunnelO
Aug 9 13:13:41.486: NHRP: Receive Registration Reply via TunnelO vrf 0, packet size: 125
Aug 9 13:13:41.486: NHRP: netid in = 0, to us =1
Related Commands | Command Description

show ip nhrp | Displays NHRP mapping information.
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fhrp delay

To specify the delay period for the initialization of First Hop Redundancy Protocol (FHRP) clients, use the
fhrp delay command in interface configuration mode. To remove the delay period specified, use the no form
of this command.

fhrp delay { [minimum] [reload] seconds}
no fhrp delay { [minimum] [reload] seconds}

Syntax Description minimum | (Optional) Configures the delay period after an interface becomes available.
reload (Optional) Configures the delay period after the device reloads.
seconds Delay period in seconds. The range is from 0 to 3600.

Command Default None

Command Modes Interface configuration (config-if)

Examples This example shows how to specify the delay period for the initialization of FHRP clients:

Device (config-if)# fhrp delay minimum 90

Related Commands | Command |Description

show fthrp |Displays First Hop Redundancy Protocol (FHRP) information.
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fhrp version vrrp v3

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

To enable Virtual Router Redundancy Protocol version 3 (VRRPv3) and Virtual Router Redundancy Service
(VRRS) configuration on a device, use the fhrp version vrrp v3 command in global configuration mode. To
disable the ability to configure VRRPv3 and VRRS on a device, use the no form of this command.

fhrp version vrrp v3
no fhrp version vrrp v3

This command has no keywords or arguments.
VRRPv3 and VRRS configuration on a device is not enabled.
Global configuration (config)

When VRRPV3 is in use, VRRP version 2 (VRRPvV2) is unavailable.

In the following example, a tracking process is configured to track the state of an IPv6 object using
a VRRPv3 group. VRRP on GigabitEthernet interface 0/0/0 then registers with the tracking process
to be informed of any changes to the IPv6 object on the VRRPv3 group. If the IPv6 object state on
serial interface VRRPv3 goes down, then the priority of the VRRP group is reduced by 20:

Device (config) # fhrp version vrrp v3

Device (config) # interface GigabitEthernet 0/0/0
Device (config-if)# vrrp 1 address-family ipvé
Device (config-if-vrrp) # track 1 decrement 20

Related Commands

Command Description

track (VRRP) | Enables an object to be tracked using a VRRPv3 group.
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glbp authentication

To configure an authentication string for the Gateway Load Balancing Protocol (GLBP), use the glbp
authentication command in interface configuration mode. To disable authentication, use the no form of this
command.

glbp group-numberauthentication {text string | md5 {key-string [{0|7}] key | key-chain
name-of-chain} }

no glbp group-number authentication {text string | md5 {key-string [{0|7}] key|key-chain
name-of-chain} }

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

group-number GLBP group number in the range from 0 to 1023.

text string Specifies an authentication string. The number of characters in the command
plus the text string must not exceed 255 characters.

md5 Message Digest 5 (MDS) authentication.

key-string key Specifies the secret key for MDS5 authentication. The key string cannot exceed
100 characters in length. We recommend using at least 16 characters.

0 (Optional) Unencrypted key. If no prefix is specified, the key is unencrypted.

7 (Optional) Encrypted key.

key-chain name-of-chain |lIdentifies a group of authentication keys.

No authentication of GLBP messages occurs.
Interface configuration (config-if)

The same authentication method must be configured on all the devices that are configured to be members of
the same GLBP group, to ensure interoperation. A device will ignore all GLBP messages that contain the
wrong authentication information.

If password encryption is configured with the service password-encryption command, the software saves
the key string in the configuration as encrypted text.

The following example configures stringxyz as the authentication string required to allow GLBP
devices in group 10 to interoperate:

Device (config) # interface GigabitEthernet 1/0/1
Device (config-if)# glbp 10 authentication text stringxyz

In the following example, GLBP queries the key chain “AuthenticateGLBP” to obtain the current
live key and key ID for the specified key chain:

Device (config) # key chain AuthenticateGLBP

Device (config-keychain) # key 1

Device (config-keychain-key) # key-string ThisIsASecretKey
Device (config-keychain-key) # exit
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Device (config-keychain) # exit

Device (config-if)# ip address 10.0.0.1 255.255.255.0

(

Device (config) # interface GigabitEthernet 1/0/1
(
(

Device (config-if) # glbp 2 authentication md5 key-chain AuthenticateGLBP

Related Commands

Command

Description

glbp ip

Enables GLBP.
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glbp forwarder preempt

To configure a device to take over as active virtual forwarder (AVF) for a Gateway Load Balancing Protocol
(GLBP) group if the current AVF falls below its low weighting threshold, use the glbp forwarder preempt
command in interface configuration mode. To disable this function, use the no form of this command.

glbp group forwarder preempt [delay minimum seconds]
no glbp group forwarder preempt [delay minimum]

Syntax Description | group GLBP group number in the range from 0 to 1023.

delay minimum seconds |(Optional) Specifies a minimum number of seconds that the device will delay
before taking over the role of AVF. The range is from 0 to 3600 seconds with
a default delay of 30 seconds.

Command Default Forwarder preemption is enabled with a default delay of 30 seconds.
Command Modes Interface configuration (config-if)
Command History Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Examples The following example shows a device being configured to preempt the current AVF when the current

AVF falls below its low weighting threshold. If the device preempts the current AVF, it waits 60
seconds before taking over the role of the AVF.

Device (config-if)# glbp 10 forwarder preempt delay minimum 60

Related Commands | Command | Description

glbp ip |Enables GLBP.
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glbp ip .

To activate the Gateway Load Balancing Protocol (GLBP), use the glbp ip command in interface configuration
mode. To disable GLBP, use the no form of this command.

glbp group ip [ip-address [secondary]]
no glbp group ip [ip-address [secondary]]

Syntax Description

Command Default

Command Modes

group GLBP group number in the range from 0 to 1023.

ip-address | (Optional) Virtual IP address for the GLBP group. The IP address must be in the same subnet
as the interface IP address.

secondary | (Optional) Indicates that the IP address is a secondary GLBP virtual address.

GLBP is disabled by default.

Interface configuration (config-if)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Release | This command was introduced.
2.1

The glbp ip command activates GLBP on the configured interface. If an IP address is specified, that address
is used as the designated virtual IP address for the GLBP group. If no IP address is specified, the designated
address is learned from another device configured to be in the same GLBP group. For GLBP to elect an active
virtual gateway (AVG), at least one device on the cable must have been configured with the designated address.
A device must be configured with, or have learned, the virtual IP address of the GLBP group before assuming
the role of a GLBP gateway or forwarder. Configuring the designated address on the AVG always overrides
a designated address that is in use.

When the glbp ip command is enabled on an interface, the handling of proxy Address Resolution Protocol
(ARP) requests is changed (unless proxy ARP was disabled). ARP requests are sent by hosts to map an IP
address to a MAC address. The GLBP gateway intercepts the ARP requests and replies to the ARP on behalf
of the connected nodes. If a forwarder in the GLBP group is active, proxy ARP requests are answered using
the MAC address of the first active forwarder in the group. If no forwarder is active, proxy ARP responses
are suppressed.

The following example activates GLBP for group 10 on GigabitEthernet interface 1/0/1. The virtual
IP address to be used by the GLBP group is set to 10.21.8.10.

Device (config) # interface GigabitEthernet 1/0/1
Device (config-if)# ip address 10.21.8.32 255.255.255.0
Device (config-if)# glbp 10 ip 10.21.8.10
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Related Commands Command

Description

show glbp

Displays GLBP information.
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glbp load-balancing

To specify the load-balancing method used by the active virtual gateway (AVG) of the Gateway Load Balancing
Protocol (GLBP), use the glbp load-balancing command in interface configuration mode. To disable load
balancing, use the no form of this command.

glbp group load-balancing [{host-dependent | round-robin | weighted} ]
no glbp group load-balancing

Syntax Description

Command Default

Command Modes

group GLBP group number in the range from 0 to 1023.

host-dependent | (Optional) Specifies a load balancing method based on the MAC address of a host where
the same forwarder is always used for a particular host while the number of GLBP group
members remains unchanged.

round-robin (Optional) Specifies a load balancing method where each virtual forwarder in turn is
included in address resolution replies for the virtual IP address. This method is the default.

weighted (Optional) Specifies a load balancing method that is dependent on the weighting value
advertised by the gateway:.

The round-robin method is the default.

Interface configuration (config-if)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Use the host-dependent method of GLBP load balancing when you need each host to always use the same
device. Use the weighted method of GLBP load balancing when you need unequal load balancing because
devices in the GLBP group have different forwarding capacities.

The following example shows the host-dependent load-balancing method being configured for the
AVG of the GLBP group 10:

Device (config) # interface GigabitEthernet 1/0/1
Device (config-if)# glbp 10 ip 10.21.8.10
Device (config-if)# glbp 10 load-balancing host-dependent

Related Commands

Command |Description

show glbp | Displays GLBP information.
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glbp name

To enable IP redundancy by assigning a name to the Gateway Load Balancing Protocol (GLBP) group, use
the glbp name command in interface configuration mode. To disable IP redundancy for a group, use the no
form of this command.

glbp group-number name group-name
no glbp group-number name group-name

Syntax Description | group-number | GLBP group number. Range is from 0 to 1023.

group-name GLBP group name specified as a character string. Maximum number of characters is 255.

Command Default IP redundancy for a group is disabled.
Command Modes Interface configuration (config-if)
Command History Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Usage Guidelines The GLBP redundancy client must be configured with the same GLBP group name so that the redundancy
client and the GLBP group can be connected.

Examples The following example assigns the abccomp name to GLBP group 10:
Device (config-if)# glbp 10 name abccomp
Related Commands | Command Description

glbp authentication Configures an authentication string for the GLBP.

glbp forwarder preempt | Configures a device to take over as AVF for a GLBP group if it has higher
priority than the current AVF.

glbp ip Activates GLBP.

glbp load-balancing Specifies the load-balancing method used by the AVG of GLBP.

glbp preempt Configures the gateway to take over as AVG for a GLBP group if it has higher
priority than the current AVG.

glbp priority Sets the priority level of the gateway within a GLBP group.

glbp timers Configures the time between hello packets sent by the GLBP gateway and the

time for which the virtual gateway and virtual forwarder information is
considered valid.
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Command

Description

glbp timers redirect

Configures the time during which the AVG for a GLBP group continues to
redirect clients to a secondary AVF.

glbp weighting Specifies the initial weighting value of the GLBP gateway.

glbp weighting track Specifies a tracking object where the GLBP weighting changes based on the
availability of the object being tracked.

show glbp Displays GLBP information.

track Configures an interface to be tracked where the GLBP weighting changes based

on the state of the interface.
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glbp preempt

To configure the gateway to take over as active virtual gateway (AVG) for a Gateway Load Balancing Protocol
(GLBP) group if it has higher priority than the current AVG, use the glbp preempt command in interface
configuration mode. To disable this function, use the no form of this command.

glbp group preempt [delay minimum seconds]
no glbp group preempt [delay minimum]

Syntax Description | group GLBP group number in the range from 0 to 1023.

delay minimum seconds |(Optional) Specifies a minimum number of seconds that the device will delay
before taking over the role of AVG. The range is from 0 to 3600 seconds with
a default delay of 30 seconds.

Command Default A GLBP device with a higher priority than the current AVG cannot assume the role of AVG. The default
delay value is 30 seconds.

Command Modes Interface configuration (config-if)

Command History Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Examples The following example shows a device being configured to preempt the current AVG when its priority

of 254 is higher than that of the current AVG. If the device preempts the current AVG, it waits 60
seconds before assuming the role of AVG.

Device (config-if)# glbp 10 preempt delay minimum 60
Device (config-if)# glbp 10 priority 254

Related Commands | Command Description

glbp ip Enables GLBP.

glbp priority | Sets the priority level of the device within a GLBP group.
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glbp priority

To set the priority level of the gateway within a Gateway Load Balancing Protocol (GLBP) group, use the
glbp priority command in interface configuration mode. To remove the priority level of the gateway, use the
no form of this command.

glbp group priority level
no glbp group priority level

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

group | GLBP group number in the range from 0 to 1023.

level | Priority of the gateway within the GLBP group. The range is from 1 to 255. The default is 100.

The GLBP virtual gateway preemptive scheme is disabled

Interface configuration (config-if)

Use this command to control which virtual gateway becomes the active virtual gateway (AVG). After the
priorities of several different virtual gateways are compared, the gateway with the numerically higher priority

is elected as the AVG. If two virtual gateways have equal priority, the gateway with the higher IP address is
selected.

The following example shows a virtual gateway being configured with a priority of 254:

Device (config-if)# glbp 10 priority 254

Related Commands

Command Description

glbp ip Enables GLBP.

glbp preempt | Configures a device to take over as the AVG for a GLBP group if it has higher priority than
the current AVG.
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glbp timers

To configure the time between hello packets sent by the Gateway Load Balancing Protocol (GLBP) gateway
and the time that the virtual gateway and virtual forwarder information is considered valid, use the glbp timers
command in interface configuration mode. To restore the timers to their default values, use the no form of
this command.

glbp group timers {hellotime{holdtime | msec holdtime} | msec { holdtime | msec holdtime}
| redirect time-interval-to-redirect | timeout}

no glbp group timers {hellotime{holdtime | wmsec holdtime} | msec { holdtime | msec
holdtime} | redirect time-interval-to-redirect | timeout}

Syntax Description | group GLBP group number in the range from 0 to 1023.
msec (Optional) Specifies that the following (hellotime or holdtime) argument value will

Command Default

Command Modes

be expressed in milliseconds rather than seconds.

hellotime Hello interval. The default is 3 seconds (3000 milliseconds).

holdtime Time before the virtual gateway and virtual forwarder information contained in the
hello packet is considered invalid. The default is 10 seconds (10,000 milliseconds).

redirect Specifies time interval during which the active virtual gateway (AVG) for a Gateway
Load Balancing Protocol (GLBP) group continues to redirect clients to a secondary
active virtual forwarder (AVF) and time-out values for failed forwarders.

time-interval-to-redirect | The redirect timer interval in the range from 0 to 3600 seconds. The default is 600
seconds (10 minutes).

Note The zero value for the time-interval-to-redirect argument cannot be
removed from the range of acceptable values because preexisting
configurations of Cisco I0S software already using the zero value could
be negatively affected during an upgrade. However, be advised that a
zero setting is not recommended andtime-interval-to-redirect, if used,
results in a redirect timer that never expires. If the redirect timer does
not expire, then when a device fails, new hosts continue to be assigned
to the failed device instead of being redirected to the backup.

timeout The time interval, in the range from 600 to 64,800 seconds, before the secondary
virtual forwarder becomes unavailable. The default is 14,400 seconds (4 hours).

GLBP timers are set to their default values.

Interface configuration (config-if)

Command History

Release Modification

Cisco IOS XE Release | This command was introduced.
2.1
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Usage Guidelines Devices on which timer values are not configured can learn timer values from the active virtual gateway
(AVG). The timers configured on the AVG always override any other timer settings. All devices in a GLBP
group should use the same timer values. If a GLBP gateway sends a hello message, the information should
be considered valid for one holdtime. Normally, holdtime is greater than three times the value of hello time
(holdtime > 3 * hellotime). The range of values for holdtime force the holdtime to be greater than the hello
time.

>

Examples The following example shows the GLBP group 10 on GigabitEthernet interface 1/0/1 timers being

configured for an interval of 5 seconds between hello packets, and the time after which virtual gateway
and virtual forwarder information is considered to be invalid to 18 seconds:

Device (config) # interface GigabitEthernet 1/0/1
Device (config-if)# glbp 10 ip
Device (config-if)# glbp 10 timers 5 18

Related Commands | Command |Description

glbp ip Activates GLBP.

show glbp |Displays GLBP information.
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glbp weighting

To specify the initial weighting value of the Gateway Load Balancing Protocol (GLBP) gateway, use the glbp
weighting command in interface configuration mode. To restore the default values, use the noform of this
command.

glbp group weighting maximum [lower lower] [upper upper]
no glbp group weighting

Syntax Description | group GLBP group number in the range from 0 to 1023.

maximum Maximum weighting value in the range from 1 to 254. Default value is 100.

lower lower |(Optional) Specifies a lower weighting value in the range from 1 to the specified maximum
weighting value. Default value is 1.

upper upper |(Optional) Specifies an upper weighting value in the range from the lower weighting to
the maximum weighting value. The default value is the specified maximum weighting

value.
Command Default The default gateway weighting value is 100 and the default lower weighting value is 1.
Command Modes Interface configuration (config-if)
Command History Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Usage Guidelines The weighting value of a virtual gateway is a measure of the forwarding capacity of the gateway. If a tracked
interface on the device fails, the weighting value of the device may fall from the maximum value to below
the lower threshold, causing the device to give up its role as a virtual forwarder. When the weighting value
of the device rises above the upper threshold, the device can resume its active virtual forwarder role.

Use the glbp weighting track and track commands to configure parameters for an interface to be tracked.
If an interface on a device goes down, the weighting for the device can be reduced by a specified value.

Examples The following example shows the weighting of the gateway for GLBP group 10 being set to a

maximum of 110 with a lower weighting limit of 95 and an upper weighting limit of 105:

Device (config) # interface GigabitEthernet 1/0/1
Device (config-if)# ip address 10.21.8.32 255.255.255.0
Device (config-if)# glbp 10 weighting 110 lower 95 upper 105

Related Commands | Command Description

glbp weighting track | Specifies an object to be tracked that affects the weighting of a GLBP gateway.

track Configures an interface to be tracked.
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glbp weighting track

To specify a tracking object where the Gateway Load Balancing Protocol (GLBP) weighting changes based
on the availability of the object being tracked, use the glbp weighting track command in interface configuration
mode. To remove the tracking, use the no form of this command.

glbp group weighting track object-number [decrement value]
no glbp group weighting track object-number [decrement value]

Syntax Description

Command Default

Command Modes

group GLBP group number in the range from 0 to 1023.

object-number Object number representing an item to be tracked. The valid range is 1 to 1000. Use the
track command to configure the tracked object.

decrement value | (Optional) Specifies an amount by which the GLBP weighting for the device is
decremented (or incremented) when the interface goes down (or comes back up). The
value range is from 1 to 254, with a default value of 10.

Objects are not tracked for GLBP weighting changes.

Interface configuration (config-if)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

This command ties the weighting of the GLBP gateway to the availability of its interfaces. It is useful for
tracking interfaces that are not configured for GLBP.

When a tracked interface goes down, the GLBP gateway weighting decreases by 10. If an interface is not
tracked, its state changes do not affect the GLBP gateway weighting. For each GLBP group, you can configure
a separate list of interfaces to be tracked.

The optional value argument specifies by how much to decrement the GLBP gateway weighting when a
tracked interface goes down. When the tracked interface comes back up, the weighting is incremented by the
same amount.

When multiple tracked interfaces are down, the configured weighting decrements are cumulative.
Use the track command to configure each interface to be tracked.

A maximum of 1000 objects can be tracked. Although 1000 tracked objects can be configured, each tracked
object uses CPU resources. The amount of available CPU resources on a device is dependent upon variables
such as traffic load and how other protocols are configured and run. The ability to use 1000 tracked objects
is dependent upon the available CPU. Testing should be conducted on site to ensure that the service works
under the specific site traffic conditions.

In the following example, GigabitEthernet interface 1/0/1 tracks two interfaces represented by the
numbers 1 and 2. If interface 1 goes down, the GLBP gateway weighting decreases by the default
value of 10. If interface 2 goes down, the GLBP gateway weighting decreases by 5.
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Device (config) # interface GigabitEthernet 1/0/1

Device (config-if)# glbp 10 weighting track 1

(

Device (config-if)# ip address 10.21.8.32 255.255.255.0
(
(

Device (config-if)# glbp 10 weighting track 2 decrement 5

Related Commands Command

Description

glbp weighting

Specifies the initial weighting value of a GLBP gateway.

track

Configures an interface to be tracked.
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To acquire an IP address on an interface from the DHCP, use the ip address dhcpcommand in interface
configuration mode. To remove any address that was acquired, use the no form of this command.

ip address dhep .

ip address dhcp [client-id inferface-type number] [hostname hostname]
no ip address dhcp [client-id interface-type number] [hostname hostname]

Syntax Description

client-id

(Optional) Specifies the client identifier. By default, the client identifier is an ASCII value.
The client-id interface-type numberoption sets the client identifier to the hexadecimal MAC
address of the named interface.

interface-type

(Optional) Interface type. For more information, use the question mark (?) online help
function.

number (Optional) Interface or subinterface number. For more information about the numbering
syntax for your networking device, use the question mark (?) online help function.

hostname (Optional) Specifies the hostname.

hostname (Optional) Name of the host to be placed in the DHCP option 12 field. This name need not

be the same as the hostname entered in global configuration mode.

Command Default

Command Modes

The hostname is the globally configured hostname of the device. The client identifier is an ASCII value.

Interface configuration (config-if)

Command History

Release Modification

12.12)T This command was introduced.

12.13)T This command was modified. The client-idkeyword and inferface-type numberargument were
added.

12.2(3) This command was modified. The hostnamekeyword and /ostnameargument were added.
The behavior of the client-id interface-type numberoption changed. See the “Usage Guidelines”
section for details.

12.2(8)T This command was modified. The command was expanded for use on PPP over ATM (PPPoA)
interfaces and certain ATM interfaces.

12.2(33)SRA | This command was integrated into Cisco IOS Release 12.2(33)SRA.

12.28X This command is supported in the Cisco IOS Release 12.2SX train. Support in a specific
12.2SX release of this train depends on your feature set, platform, and platform hardware.

15.13)T This command was modified. Support was provided on the tunnel interface.
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Usage Guidelines

N

P |

Note

)

Prior to Cisco IOS Release 12.2(8)T, the ip address dhep command could be used only on Ethernet interfaces.

The ip address dhcp command allows any interface to dynamically learn its IP address by using the DHCP
protocol. It is especially useful on Ethernet interfaces that dynamically connect to an Internet service provider
(ISP). Once assigned a dynamic address, the interface can be used with the Port Address Translation (PAT)
of Cisco IOS Network Address Translation (NAT) to provide Internet access to a privately addressed network
attached to the device.

The ip address dhep command also works with ATM point-to-point interfaces and will accept any
encapsulation type. However, for ATM multipoint interfaces you must specify Inverse ARP via the protocol
ip inarp interface configuration command and use only the aal Ssnap encapsulation type.

Some ISPs require that the DHCPDISCOVER message have a specific hostname and client identifier that is
the MAC address of the interface. The most typical usage of the ip address dhcp client-id interface-type
number hostname hostname command is when interface-typeis the Ethernet interface where the command
is configured and interface-type numberis the hostname provided by the ISP.

A client identifier (DHCP option 61) can be a hexadecimal or an ASCII value. By default, the client identifier
is an ASCII value. The client-id interface-type numberoption overrides the default and forces the use of the
hexadecimal MAC address of the named interface.

Note

Between Cisco IOS Releases 12.1(3)T and 12.2(3), the client-id optional keyword allows the change of the
fixed ASCII value for the client identifier. After Release 12.2(3), the optional client-id keyword forces the
use of the hexadecimal MAC address of the named interface as the client identifier.

If a Cisco device is configured to obtain its IP address from a DHCP server, it sends a DHCPDISCOVER
message to provide information about itself to the DHCP server on the network.

If you use the ip address dhcp command with or without any of the optional keywords, the DHCP option 12
field (hostname option) is included in the DISCOVER message. By default, the hostname specified in option
12 will be the globally configured hostname of the device. However, you can use the ip address dhcp hostname
hostname command to place a different name in the DHCP option 12 field than the globally configured
hostname of the device.

The no ip address dhep command removes any [P address that was acquired, thus sendinga DHCPRELEASE
message.

You might need to experiment with different configurations to determine the one required by your DHCP
server. The table below shows the possible configuration methods and the information placed in the DISCOVER
message for each method.

Table 10: Configuration Method and Resulting Contents of the DISCOVER Message

Configuration Method Contents of DISCOVER Messages

ip address dhcp The DISCOVER message contains “cisco- mac-address -Eth1” in the
client ID field. The mac-address is the MAC address of the Ethernet 1
interface and contains the default hostname of the device in the option
12 field.
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Configuration Method Contents of DISCOVER Messages
ip address dhcp hostname The DISCOVER message contains “cisco- mac-address -Eth1” in the
hostname client ID field. The mac-address is the MAC address of the Ethernet 1

interface, and contains hostname in the option 12 field.

ip address dhcp client-id ethernet | The DISCOVER message contains the MAC address of the Ethernet 1
1 interface in the client ID field and contains the default hostname of the
device in the option 12 field.

ip address dhcp client-id ethernet | The DISCOVER message contains the MAC address of the Ethernet 1

1 hostname hostname interface in the client ID field and contains hostname in the option 12
field.

Examples In the examples that follow, the command ip address dhep is entered for Ethernet interface 1. The
DISCOVER message sent by a device configured as shown in the following example would contain
“cisco- mac-address -Eth1” in the client-1D field, and the value abc in the option 12 field.
hostname abc
!
interface GigabitEthernet 1/0/1

ip address dhcp
The DISCOVER message sent by a device configured as shown in the following example would
contain “cisco- mac-address -Eth1” in the client-ID field, and the value def in the option 12 field.
hostname abc
!
interface GigabitEthernet 1/0/1
ip address dhcp hostname def
The DISCOVER message sent by a device configured as shown in the following example would
contain the MAC address of Ethernet interface 1 in the client-id field, and the value abc in the option
12 field.
hostname abc
!
interface Ethernet 1
ip address dhcp client-id GigabitEthernet 1/0/1
The DISCOVER message sent by a device configured as shown in the following example would
contain the MAC address of Ethernet interface 1 in the client-id field, and the value def in the option
12 field.
hostname abc
!
interface Ethernet 1
ip address dhcp client-id GigabitEthernet 1/0/1 hostname def
Related Commands | Command Description

ip dhcp pool | Configures a DHCP address pool on a Cisco IOS DHCP server and enters DHCP pool
configuration mode.
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ip address pool (DHCP)

To enable the IP address of an interface to be automatically configured when a Dynamic Host Configuration
Protocol (DHCP) pool is populated with a subnet from IP Control Protocol (IPCP) negotiation, use the ip
address pool command in interface configuration mode. To disable autoconfiguring of the IP address of the
interface, use the no form of this command.

ip address pool name
no ip address pool

Syntax Description | name |Name of the DHCP pool. The IP address of the interface will be automatically configured from the
DHCP pool specified in name.

Command Default IP address pooling is disabled.

Command Modes Interface configuration

Command History Release | Modification

12.2(8)T | This command was introduced.

Usage Guidelines Use this command to automatically configure the IP address of a LAN interface when there are DHCP clients
on the attached LAN that should be serviced by the DHCP pool on the device. The DHCP pool obtains its
subnet dynamically through IPCP subnet negotiation.

Examples The following example specifies that the IP address of GigabitEthernet interface 1/0/1 will be

automatically configured from the address pool named abc:

ip dhcp pool abc
import all
origin ipcp

|

interface GigabitEthernet 1/0/1
ip address pool abc

Related Commands | Command Description

show ip interface | Displays the usability status of interfaces configured for IP.
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To set a primary or secondary IP address for an interface, use the ip address command in interface configuration
mode. To remove an IP address or disable IP processing, use the noform of this command.

ip address ip-address mask [secondary [vrf vrf-namel]]
no ip address ip-address mask [secondary [vrf vrf-name]]

Syntax Description

Command Default

Command Modes

ip-address | 1P address.

mask Mask for the associated IP subnet.

secondary | (Optional) Specifies that the configured address is a secondary IP address. If this keyword is
omitted, the configured address is the primary IP address.

Note If the secondary address is used for a VRF table configuration with the vrf keyword,
the vrf keyword must be specified also.

vrf (Optional) Name of the VRF table. The vrf-name argument specifies the VRF name of the
ingress interface.

No IP address is defined for the interface.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

An interface can have one primary IP address and multiple secondary IP addresses. Packets generated by the
Cisco IOS software always use the primary IP address. Therefore, all devices and access servers on a segment
should share the same primary network number.

Hosts can determine subnet masks using the Internet Control Message Protocol (ICMP) mask request message.
Devices respond to this request with an ICMP mask reply message.

You can disable IP processing on a particular interface by removing its IP address with the no ip address
command. If the software detects another host using one of its IP addresses, it will print an error message on
the console.

The optional secondary keyword allows you to specify an unlimited number of secondary addresses. Secondary
addresses are treated like primary addresses, except the system never generates datagrams other than routing
updates with secondary source addresses. IP broadcasts and Address Resolution Protocol (ARP) requests are
handled properly, as are interface routes in the IP routing table.

Secondary IP addresses can be used in a variety of situations. The following are the most common applications:

* There may not be enough host addresses for a particular network segment. For example, your subnetting
allows up to 254 hosts per logical subnet, but on one physical subnet you need 300 host addresses. Using
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secondary IP addresses on the devices or access servers allows you to have two logical subnets using
one physical subnet.

* Many older networks were built using Level 2 bridges. The judicious use of secondary addresses can aid
in the transition to a subnetted, device-based network. Devices on an older, bridged segment can be easily
made aware that many subnets are on that segment.

* Two subnets of a single network might otherwise be separated by another network. This situation is not
permitted when subnets are in use. In these instances, the first network is extended, or layered on top of
the second network using secondary addresses.

If any device on a network segment uses a secondary address, all other devices on that same segment must
also use a secondary address from the same network or subnet. Inconsistent use of secondary addresses on a
network segment can very quickly cause routing loops.

. ip address
S
Note
S
Note
Examples

When you are routing using the Open Shortest Path First (OSPF) algorithm, ensure that all secondary addresses
of an interface fall into the same OSPF area as the primary addresses.

To transparently bridge IP on an interface, you must perform the following two tasks:
* Disable IP routing (specify the no ip routing command).

* Add the interface to a bridge group, see the bridge-group command.

To concurrently route and transparently bridge IP on an interface, see the bridge crbcommand.

In the following example, 192.108.1.27 is the primary address and 192.31.7.17 and 192.31.8.17 are
secondary addresses for GigabitEthernet interface 1/0/1:

interface GigabitEthernet 1/0/1
ip address 192.108.1.27 255.255.255.0
ip address 192.31.7.17 255.255.255.0 secondary

Related Commands

Command Description

match ip route-source |Specifies a source IP address to match to required route maps that have been set
up based on VRF connected routes.

route-map Defines the conditions for redistributing routes from one routing protocol into
another, or to enable policy routing.

set vrf Enables VPN VREF selection within a route map for policy-based routing VRF
selection.

show ip arp Displays the ARP cache, in which SLIP addresses appear as permanent ARP table
entries.

show ip interface Displays the usability status of interfaces configured for IP.
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Command

Description

show route-map

Displays static and dynamic route maps.
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Ip http server

Syntax Description

Command Default

Command Modes

To enable the HTTP server on your IP or IPv6 system, including the Cisco web browser user interface, enter
the ip http server command in global configuration mode. To disable the HTTP server, use the no form of
this command..

ip http server
no ip http server

This command has no arguments or keywords.

The HTTP server uses the standard port 80 by default.
HTTP/TCP port 8090 is open by default.

Global configuration (config)

Command History

Usage Guidelines

A

Release Modification

Cisco IOS XE 3.3SE | This command was introduced.

The command enables both IPv4 and IPv6 access to the HTTP server. However, an access list configured
with the ip http access-class command is applied only to IPv4 traffic. IPv6 traffic filtering is not supported.

Caution

Examples

The standard HTTP server and the secure HTTP (HTTPS) server can run on a system at the same time. If you
enable the HTTPS server using the ip http secure-server command, disable the standard HTTP server using
the no ip http server command to ensure that secure data cannot be accessed through the standard HTTP
connection.

To close HTTP/TCP port 8090, you must disable both the HTTP and HTTPS servers. Enter the no http server
and the no http secure-server commands, respectively.

The following example shows how to enable the HTTP server on both IPv4 and IPv6 systems.

After enabling the HTTP server, you can set the base path by specifying the location of the HTML
files to be served. HTML files used by the HTTP web server typically reside in system flash memory.
Remote URLs can be specified using this command, but use of remote path names (for example,
where HTML files are located on a remote TFTP server) is not recommended.

Device (config) #ip http server
Device (config) #ip http path flash:

Related Commands

Command Description

ip http access-class Specifies the access list that should be used to restrict access to the HTTP server.

ip http path Specifies the base path used to locate files for use by the HTTP server.
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Command

Description

ip http secure-server

Enables the HTTPS server.
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Ip http secure-server

Syntax Description

Command Default

Command Modes

To enable a secure HTTP (HTTPS) server, enter the ip http secure-server command in global configuration
mode. To disable the HTTPS server, use the no form of this command..

ip http secure-server
no ip http secure-server

This command has no arguments or keywords.
The HTTPS server is disabled.

Global configuration (config)

Command History

Usage Guidelines

A

Release Modification

Cisco IOS XE 3.3SE | This command was introduced.

The HTTPS server uses the Secure Sockets Layer (SSL) version 3.0 protocol.

Caution

Examples

When enabling an HTTPS server, you should always disable the standard HTTP server to prevent unsecured
connections to the same services. Disable the standard HTTP server using the no ip http server command in
global configuration mode (this step is precautionary; typically, the HTTP server is disabled by default).

If a certificate authority (CA) is used for certification, you should declare the CA trustpoint on the routing
device before enabling the HTTPS server.

To close HTTP/TCP port 8090, you must disable both the HTTP and HTTPS servers. Enter the no http server
and the no http secure-server commands, respectively.

In the following example the HTTPS server is enabled, and the (previously configured) CA trustpoint
CA-trust-local is specified:

Device#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Device (config) #ip http secure-server

Device (config) #ip http secure-trustpoint CA-trust-local
Device (config) #end

Device#show ip http server secure status

HTTP secure server status: Enabled

HTTP secure server port: 443

HTTP secure server ciphersuite: 3des-ede-cbc-sha des-cbc-sha rc4-128-md5 rcé4-12a
HTTP secure server client authentication: Disabled

HTTP secure server trustpoint: CA-trust-local
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Related Commands

Command

Description

ip http secure-trustpoint

Specifies the CA trustpoint that should be used for obtaining signed
certificates for the HTTPS server.

ip http server

Enables the HTTP server on an IP or IPv6 system, including the Cisco
web browser user interface.

show ip http server secure status | Displays the configuration status of the HTTPS server.
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Ip nhrp map

To statically configure the IP-to-nonbroadcast multiaccess (NBMA) address mapping of IP destinations
connected to an NBMA network, use the ip nhrp map command in interface configuration mode. To remove
the static entry from Next Hop Resolution Protocol (NHRP) cache, use the no form of this command.

ip nhrp map ip-address {ip-nbma-address | destination-mask [ {ip-nbma-address ipv6-nbma-address}]
ipv6-nbma-address}
noip nhrp map ip-address {ip-nbma-address | destination-mask [ {ip-nbma-address ipv6-nbma-address} |
ipv6-nbma-address}

Syntax Description

Command Default

Command Modes

ip-address IP address of the destinations reachable through the NBMA network. This address is
mapped to the NBMA address.

ip-nbma-address | NBMA address that is directly reachable through the NBMA network. The address
format varies depending on the medium; for example, ATM has a Network Service
Access Point (NSAP) address, Ethernet has a MAC address, and Switched Multimegabit
Data Service (SMDS) has an E.164 address. This address is mapped to the IP address.

destination-mask | Destination address mask.

ipv6-nbma-address | IPv6 NBMA address.
Note This argument is not supported in Cisco IOS XE Denali 16.3.1.

No static IP-to-NBMA cache entries exist.

Interface configuration(config-if)

Command History

Usage Guidelines

\}

Release Modification

Cisco IOS XE Denali 16.3.1 | This command was introduced.

In Cisco 10S XE Denali 16.3.1, NHRP supports only hub-to-spoke communication; spoke-to-spoke
communication is not supported.

Note

In Cisco I0S XE Denali 16.3.1, this command supports only IPv4; the ipv6-nbma-address argument although
available on the switch, will not work if configured.

Configure at least one static mapping to reach the next-hop server. To statistically configure multiple
IP-to-NBMA address mappings, configure this command multiple times.

When using the routing protocols, Open Shortest Path First (OSPF) or Enhanced Interior Gateway Routing
Protocol (EIGRP), configure the ip ospf network point-to-multipoint (when OSPF is used for hub-to-spoke
communication) and ip split-horizon eigrp (when EIGRP is used) commands on the tunnel to allow the
traffic.
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Examples In the following example, this station in a multipoint tunnel network is statically configured to be
served by two next-hop servers 10.0.0.1 and 10.0.1.3. The NBMA address for 10.0.0.1 is statically
configured as 192.0.2.1 and the NBMA address for 10.0.1.3 is 198.51.100.1.

Switch(config)# interface tunnel 0
Switch(config-if)# ip nhrp nhs 10.
Switch (config-if)# ip nhrp nhs 10.
Switch (config-if)# ip nhrp map 10.
Switch (config-if)# ip nhrp map 10.

Related Commands | Command Description

clear ip nhrp Clears all dynamic entries from the NHRP cache.

debug nhrp Enables NHRP debugging.

interface Configures an interface and enters interface configuration mode.

ip split-horizon eigrp Enables EIGRP split horizon.

ip ospf network point-to-multipoint | Configures the OSPF network type to point-to-multipoint.
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Ip nhrp map multicast

To configure nonbroadcast multiaccess (NBMA) addresses used as destinations for broadcast or multicast
packets to be sent over a tunnel network, use the ip nhrp map multicastcommand in interface configuration
mode. To remove the destinations, use the no form of this command.

ip nhrp map multicast {ip-nbma-address ipv6-nbma-address | dynamic}
no ip nhrp map multicast {ip-nbma-address ipv6-nbma-address | dynamic}

Syntax Description | ijp-nbma-address | NBMA address that is directly reachable through the NBMA network. The address
format varies depending on the medium that you are using.

ipv6-nbma-address | IPv6 NBMA address.
Note This argument is not supported in Cisco IOS XE Denali 16.3.1.

dynamic Dynamically learns destinations from client registrations on the hub.
Command Default No NBMA addresses are configured as destinations for broadcast or multicast packets.
Command Modes Interface configuration (config-if)
Command History Release Modification

Cisco IOS XE Denali 16.3.1 | This command was introduced.

Usage Guidelines
S

Note In Cisco IOS XE Denali 16.3.1, this command supports only IPv4; the ipv6-nbma-address argument although
available on the switch, will not work if configured.

This command applies only to tunnel interfaces. This command is useful for supporting broadcasts over a
tunnel network when the underlying network does not support IP multicast. If the underlying network does
support IP multicast, you should use the tunnel destination command to configure a multicast destination
for transmission of tunnel broadcasts or multicasts.

When multiple NBMA addresses are configured, the system replicates the broadcast packet for each address.

Examples In the following example, if a packet is sent to 10.255.255.255, it is replicated to destinations 10.0.0.1

and 10.0.0.2:

Switch(config)# interface tunnel 0

Switch (config-if)# ip address 10.0.0.3 255.0.0.0
Switch(config-if)# ip nhrp map multicast 10.0.0.1
Switch(config-if)# ip nhrp map multicast 10.0.0.2
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Related Commands

Command Description
debug nhrp Enables NHRP debugging.
interface Configures an interface and enters interface configuration mode.

tunnel destination

Specifies the destination for a tunnel interface.
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ip nhrp network-id

To enable the Next Hop Resolution Protocol (NHRP) on an interface, use the ip nhrp network-id command
in interface configuration mode. To disable NHRP on the interface, use the no form of this command.

ip nhrp network-id number
no ip nhrp network-id [{number}]

Syntax Description number | Globally unique, 32-bit network identifier from a nonbroadcast multiaccess (NBMA) network.
The range is from 1 to 4294967295.

Command Default NHREP is disabled on an interface.

Command Modes Interface configuration (config)

Command History Release Modification

Cisco I0S XE Denali 16.3.1 | This command was introduced.

Usage Guidelines In general, all NHRP stations within one logical NBMA network must be configured with the same network
identifier.

Examples The following example enables NHRP on the interface:

Switch (config-if)# ip nhrp network-id 1

Related Commands | Command Description

clear ip nhrp | Clears all dynamic entries from the NHRP cache.

debug nhrp |Enables NHRP debugging.

interface Configures an interface and enters interface configuration mode.
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Ip nhrp nhs

To specify the address of one or more Next Hop Resolution Protocol (NHRP) servers, use the ip nhrp nhs
command in interface configuration mode. To remove the address, use the no form of this command.

ip nhrp nhs {nhs-address [nbma {nbma-address FODN-string}] [multicast] [priority value] [cluster
value] | cluster value max-connections value | dynamic nbma {nbma-address FODN-string}
[multicast] [priority value] [cluster value] |fallback seconds}

no ip nhrp nhs {nhs-address [nbma {nbma-address FODN-string}] [multicast] [priority value]
[cluster value] |cluster value max-connections value | dynamic nbma {nbma-address FODN-string}
[multicast] [priority value] [cluster value] |fallback seconds}

Syntax Description

Command Default

Command Modes

nhs-address Address of the next-hop server being specified.

nbma (Optional) Specifies the nonbroadcast multiple access (NBMA) address or FQDN.
nbma-address NBMA address.

FODN-string Next hop server (NHS) fully qualified domain name (FQDN) string.

multicast (Optional) Specifies the use of NBMA mapping for broadcasts and multicasts.
priority value (Optional) Assigns a priority to hubs to control the order in which spokes select

hubs to establish tunnels. The range is from 0 to 255; 0 is the highest and 255 is
the lowest priority.

cluster value (Optional) Specifies NHS groups. The range is from 0 to 10.

max-connections value |Specifies the number of NHS elements from each NHS group that needs to be
active. The range is from 0 to 255.

dynamic Configures the spoke to learn the NHS protocol address dynamically.

fallback seconds Specifies the duration, in seconds, for which the spoke must wait before falling
back to an NHS of higher priority upon recovery.

No next-hop servers are explicitly configured, so normal network layer routing decisions are used to forward
NHRP traffic.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.3.1 | This command was introduced.

Use the ip nhrp nhs command to specify the address of a next hop server and the networks it serves. Normally,
NHRP consults the network layer forwarding table to determine how to forward NHRP packets. When next
hop servers are configured, these next hop addresses override the forwarding path that would otherwise be
used for NHRP traffic.
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Examples

P |

For any next hop server that is configured, you can specify multiple networks by repeating the ip nhrp nhs
command with the same nhs-address argument, but with different IP network addresses.

The following example shows how to register a hub to a spoke using NBMA and FQDN:

Switch# configure terminal
Switch(config)# interface tunnel 1
Switch (config-if)# ip nhrp nhs 192.0.2.1 nbma examplehub.examplel.com

The following example shows how to configure the desired max-connections value:

Switch# configure terminal
Switch(config)# interface tunnel 1
Switch(config-if)# ip nhrp nhs cluster 5 max-connections 100

The following example shows how to configure the NHS fallback time:

Switch# configure terminal
Switch(config)# interface tunnel 1
Switch (config-if)# ip nhrp nhs fallback 25

The following example shows how to configure NHS priority and group values:

Switch# configure terminal
Switch(config)# interface tunnel 1
Switch(config-if)# ip nhrp nhs 192.0.2.1 priority 1 cluster 2

Related Commands

Command Description

ip nhrp map | Statically configures the IP-to-NBMA address mapping of IP destinations connected to an
NBMA network.

show ip nhrp | Displays NHRP mapping information.
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Ipv6 nd cache expire

To configure the duration of time before an IPv6 neighbor discovery cache entry expires, use the ipv6 nd
cache expire command in the interface configuration mode. To remove this configuration, use the no form
of this command.

ipv6 nd cache expire expire-time-in-seconds [refresh]
no ipvé nd cache expire expire-time-in-seconds [refresh]

Syntax Description
Syntax Description expire-time-in-seconds The time range is from 1 through 65536 seconds. The default is 14400 seconds or

4 hours.
refresh (Optional) Automatically refreshes the neighbor discovery cache entry.
Command Modes Interface configuration (config-if)
Command History
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines By default, a neighbor discovery cache entry is expired and deleted if it remains in the STALE state for 14,400
seconds or 4 hours. The ipv6 nd cache expire command allows the expiry time to vary and to trigger auto
refresh of an expired entry before the entry is deleted.

When the refresh keyword is used, a neighbor discovery cache entry is auto refreshed. The entry moves into
the DELAY state and the neighbor unreachability detection process occurs, in which the entry transitions
from the DELAY state to the PROBE state after 5 seconds. When the entry reaches the PROBE state, a
neighbor solicitation is sent and then retransmitted as per the configuration.

Examples The following example shows that the neighbor discovery cache entry is configured to expire in 7200
seconds or 2 hours:
Device> enable
Device# configure terminal
Device (config) # interface gigabitethernet 1/1/4
Device (config-if)# ipv6é nd cache expire 7200
Related Commands | Command Description

ipv6 nd na glean Configures neighbor discovery to glean an entry from
an unsolicited neighbor advertisement.

ipv6 nd nud retry Configures the number of times neighbor
unreachability detection resends neighbor solicitations.

show ipvé6 interface Displays the usability status of interfaces that are
configured for IPv6.
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Ipv6 nd na glean

Command Modes

To configure the neighbor discovery to glean an entry from an unsolicited neighbor advertisement, use the
ipv6 nd na glean command in the interface configuration mode. To disable this feature, use the no form of
this command.

ipv6 nd na glean
no ipvé6 nd na glean

Interface configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

IPv6 nodes may emit a multicast unsolicited neighbor advertisement packet following the successful completion
of duplicate address detection (DAD). By default, other IPv6 nodes ignore these unsolicited neighbor

advertisement packets. The ipv6 nd na glean command configures the router to create a neighbor advertisement
entry on receipt of an unsolicited neighbor advertisement packet (assuming no such entry already exists and
the neighbor advertisement has the link-layer address option). Use of this command allows a device to populate
its neighbor advertisement cache with an entry for a neighbor before data traffic exchange with the neighbor.

The following example shows how to configure neighbor discovery to glean an entry from an
unsolicited neighbor advertisement:

Device> enable

Device# configure terminal

Device (config) # interface gigabitethernet 1/1/4
Device (config-if)# ipv6é nd na glean

Related Commands

Command Description

ipv6 nd cache expire Configures the duration of time before an IPv6
neighbor discovery cache entry expires.

ipv6 nd nud retry Configures the number of times neighbor
unreachability detection resends neighbor solicitations.

show ipv6 interface Displays the usability status of interfaces that are
configured for IPv6.
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Ipv6 nd nud retry

To configure the number of times the neighbor unreachability detection process resends neighbor solicitations,
use the ipv6 nd nud retry command in the interface configuration mode. To disable this feature, use the no
form of this command.

ipv6 nd nud retry base interval max-attempts {final-wait-time}
no ipv6 nd nud retry base interval max-attempts {final-wait-time}

Syntax Description

Command Modes

base The neighbor unreachability detection process base value.

interval The time interval, in milliseconds, between retries.

The range is from 1000 to 32000.

max-attempts The maximum number of retry attempts, depending on the base value.

The range is from 1 to 128.

final-wait-time The waiting time, in milliseconds, on the last probe.

The range is from 1000 to 32000.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

When a device runs neighbor unreachability detection to resolve the neighbor detection entry for a neighbor
again, it sends three neighbor solicitation packets 1 second apart. In certain situations, for example, spanning-tree
events, or high-traffic events, or end-host reloads), three neighbor solicitation packets that are sent at an
interval of 1 second may not be sufficient. To help maintain the neighbor cache in such situations, use the
ipv6 nd nud retry command to configure exponential timers for neighbor solicitation retransmits.

The maximum number of retry attempts is configured using the max-attempts argument. The retransmit interval
is calculated with the following formula:

tm”n
here,
* t = Time interval
* m = Base (1, 2, or 3)
* n = Current neighbor solicitation number (where the first neighbor solicitation is 0).
Therefore, ipv6 nd nud retry 3 1000 5 command retransmits at intervals of 1,3,9,27,81 seconds. If the final
wait time is not configured, the entry remains for 243 seconds before it is deleted.

The ipv6 nd nud retry command affects only the retransmit rate for the neighbor unreachability detection
process, and not for the initial resolution, which uses the default of three neighbor solicitation packets sent 1
second apart.
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Examples

P |

The following example shows how to configure a fixed interval of 1 second and three retransmits:

Device> enable
Device# configure terminal

Device (config) # interface gigabitethernet 1/1/4

Device (config-if)# ipvé nd nud retry 1 1000 3

The following example shows how to configure a retransmit interval of 1, 2, 4, and 8:

Device> enable
Device# configure terminal

Device (config) # interface gigabitethernet 1/1/4

Device (config-if)# ipv6é nd nud retry 2 1000 4

The following example shows how to configure the retransmit intervals of 1, 3, 9, 27, 81:

Device> enable
Device# configure terminal

Device (config) # interface gigabitethernet 1/1/4

Device (config-if)# ipvé nd nud retry 3 1000 5

Related Commands

Command

Description

ipv6 nd cache expire

Configures the duration of time before an IPv6
neighbor discovery (ND) cache entry expires.

ipv6 nd na glean

Configures neighbor discovery to glean an entry from
an unsolicited neighbor advertisement.

show ipv6 interface

Displays the usability status of interfaces that are
configured for IPv6.
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To define an authentication key chain needed to enable authentication for routing protocols and enter key-chain
configuration mode, use the key chain command in global configuration mode. To remove the key chain, use
the no form of this command.

key chain name-of-chain
no key chain name-of-chain

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

name-of-chain | Name of a key chain. A key chain must have at least one key and can have up to 2147483647
keys.

No key chain exists.
Global configuration (config)

You must configure a key chain with keys to enable authentication.

Although you can identify multiple key chains, we recommend using one key chain per interface per routing
protocol. Upon specifying the key chain command, you enter key chain configuration mode.

The following example shows how to specify key chain:

Device (config-keychain-key) # key-string chestnut

Related Commands

Command Description

accept-lifetime Sets the time period during which the authentication key on a key chain is
received as valid.

key Identifies an authentication key on a key chain.

key-string (authentication) | Specifies the authentication string for a key.

send-lifetime Sets the time period during which an authentication key on a key chain is
valid to be sent.

show key chain Displays authentication key information.
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key-string (authentication)

To specify the authentication string for a key, use the key-string(authentication) command in key chain key
configuration mode. To remove the authentication string, use the no form of this command.

key-string key-string fext
no Kkey-string text

Syntax Description text | Authentication string that must be sent and received in the packets using the routing protocol being
authenticated. The string can contain from 1 to 80 uppercase and lowercase alphanumeric characters.

Command Default No authentication string for a key exists.
Command Modes Key chain key configuration (config-keychain-key)
Examples

The following example shows how to specify the authentication string for a key:

Device (config-keychain-key) # key-string keyl

Related Commands | Command Description

accept-lifetime | Sets the time period during which the authentication key on a key chain is received as

valid.
key Identifies an authentication key on a key chain.
key chain Defines an authentication key-chain needed to enable authentication for routing protocols.
send-lifetime Sets the time period during which an authentication key on a key chain is valid to be sent.

show key chain | Displays authentication key information.
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To identify an authentication key on a key chain, use the key command in key-chain configuration mode. To
remove the key from the key chain, use the no form of this command.

key key-id
no key key-id

Syntax Description

Command Default

Command Modes

key-id |Identification number of an authentication key on a key chain. The range of keys is from 0 to
2147483647. The key identification numbers need not be consecutive.

No key exists on the key chain.

Key-chain configuration (config-keychain)

Command History

Usage Guidelines

Examples

Release Modification

11.1 This command was introduced.

12.4(6)T Support for IPv6 was added.

12.2(33)SRB | This command was integrated into Cisco IOS Release 12.2(33)SRB.

12.28X This command is supported in the Cisco IOS Release 12.2SX train. Support in a specific
12.28X release of this train depends on your feature set, platform, and platform hardware.

It is useful to have multiple keys on a key chain so that the software can sequence through the keys as they
become invalid after time, based on the accept-lifetime and send-lifetime key chain key command settings.

Each key has its own key identifier, which is stored locally. The combination of the key identifier and the
interface associated with the message uniquely identifies the authentication algorithm and Message Digest 5
(MDS5) authentication key in use. Only one authentication packet is sent, regardless of the number of valid
keys. The software starts looking at the lowest key identifier number and uses the first valid key.

If the last key expires, authentication will continue and an error message will be generated. To disable
authentication, you must manually delete the last valid key.

To remove all keys, remove the key chain by using the no key chain command.

The following example shows how to specify a key to identify authentication on a key-chain:

Device (config-keychain) # key 1

Related Commands

Command Description

accept-lifetime Sets the time period during which the authentication key on a key chain is
received as valid.
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Command Description

key chain Defines an authentication key chain needed to enable authentication for
routing protocols.

key-string (authentication) | Specifies the authentication string for a key.

send-lifetime Sets the time period during which an authentication key on a key chain is
valid to be sent.

show key chain Displays authentication key information.
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show glbp .

To display Gateway Load Balancing Protocol (GLBP) information, use the show glbp command in privileged
EXEC mode.

capability [interface-type interface-number]
interface-type interface-number [group-number] [state] [brief]

Syntax Description

Command Modes

capability (Optional) Displays the GLBP capability interfaces.

interface-type interface-number | (Optional) Interface type and number for which output is displayed.

group-number (Optional) GLBP group number in the range from 0 to 1023.

state (Optional) State of the GLBP device, one of the following: active,
disabled, init, listen, and standby.

brief (Optional) Summarizes each virtual gateway or virtual forwarder with a
single line of output.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Release | This command was introduced..
2.1

Use the show glbp command to display information about GLBP groups on a device. The brief keyword
displays a single line of information about each virtual gateway or virtual forwarder. The capability keyword
displays all GLBP-capable interfaces.

The following is sample output from the show glbp command that displays GLBP group 10:

Device# show glbp GigabitEthernet 1/0/1 10
GigabitEthernetl/0/1 - Group 10
State is Active
1 state change, last state change 00:04:52
Virtual IP address is 10.21.8.10
Hello time 3 sec, hold time 10 sec
Next hello sent in 0.608 secs
Redirect time 600 sec, forwarder time-out 14400 sec
Preemption disabled
Active is local
Standby is unknown
Priority 100 (default)
Weighting 100 (default 100), thresholds: lower 1, upper 100
Load balancing: round-robin
Group members:
ac7e.8a35.6364 (10.21.8.32) local
There is 1 forwarder (1 active)
Forwarder 1
State is Active
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1 state change, last state change 00:04:41
MAC address is 0007.b400.0a0l (default)
Owner ID is ac7e.8a35.6364
Redirection enabled
Preemption enabled, min delay 30 sec
Active is local, weighting 100

The table below describes the significant fields shown in the displays.

Table 11: show glbp Field Descriptions

Field

Description

GigabitEthernet1/0/1
- Group

Interface type and number and GLBP group number for the interface.

State is

State of the virtual gateway or virtual forwarder. For a virtual gateway, the state can
be one of the following:

* Active--The gateway is the active virtual gateway (AVG) and is responsible for
responding to Address Resolution Protocol (ARP) requests for the virtual IP
address.

* Disabled--The virtual IP address has not been configured or learned yet, but
another GLBP configuration exists.

* Initial--The virtual IP address has been configured or learned, but virtual gateway
configuration is not complete. An interface must be up and configured to route
IP, and an interface IP address must be configured.

« Listen--The virtual gateway is receiving hello packets and is ready to change to
the “speak” state if the active or standby virtual gateway becomes unavailable.

* Speak--The virtual gateway is attempting to become the active or standby virtual
gateway.

+ Standby--The gateway is next in line to be the AVG.

Virtual IP address is

The virtual IP address of the GLBP group. All secondary virtual IP addresses are
listed on separate lines. If one of the virtual IP addresses is a duplicate of an address
configured for another device, it will be marked as “duplicate.” A duplicate address
indicates that the device has failed to defend its ARP cache entry.

Hello time, hold time

The hello time is the time between hello packets (in seconds or milliseconds). The
hold time is the time (in seconds or milliseconds) before other devices declare the
active device to be down. All devices in a GLBP group use the hello- and hold-time
values of the current AVG. If the locally configured values are different, the configured
values appear in parentheses after the hello- and hold-time values.

Next hello sent in

The time until GLBP will send the next hello packet (in seconds or milliseconds).

Preemption

Whether GLBP gateway preemption is enabled. If enabled, the minimum delay is
the time (in seconds) for which a higher-priority nonactive device will wait before
preempting the lower-priority active device.

This field is also displayed under the forwarder section where it indicates GLBP
forwarder preemption.
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Field Description

Active is The active state of the virtual gateway. The value can be “local,” “unknown,” or an
IP address. The address (and the expiration date of the address) is the address of the
current AVG.

This field is also displayed under the forwarder section where it indicates the address
of the current AVF.

Standby is The standby state of the virtual gateway. The value can be “local,” “unknown,” or
an IP address. The address (and the expiration date of the address) is the address of
the standby gateway (the gateway that is next in line to be the AVG).

Weighting The initial weighting value with lower and upper threshold values.

Track object

The list of objects that are being tracked and their corresponding states.

IP redundancy name
is

The name of the GLBP group.

Related Commands

Command Description

glbp ip Enables GLBP.

glbp timers Configures the time between hello messages and the time before other devices
declare the active GLBP device to be down.

glbp weighting track | Specifies an object to be tracked that affects the weighting of a GLBP gateway.
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show ip nhrp nhs

To display Next Hop Resolution Protocol (NHRP) next hop server (NHS) information, use the show ip nhrp
nhscommand in user EXEC or privileged EXEC mode.

show ip nhrp nhs [{interface}] [detail] [{redundancy [{cluster number | preempted | running |

waiting}]}]
Syntax Description | interface (Optional) Displays NHS information currently configured on the interface. See the table
below for types, number ranges, and descriptions.
detail (Optional) Displays detailed NHS information.

redundancy | (Optional) Displays information about NHS redundancy stacks.

cluster number | (Optional) Displays redundancy cluster information.

preempted (Optional) Displays information about NHS that failed to become active and is preempted.

running (Optional) Displays NHSs that are currently in Responding or Expecting replies states.

waiting (Optional) Displays NHSs awaiting to be scheduled.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification

Cisco I0S XE Denali 16.3.1 | This command was introduced.

Usage Guidelines The table below lists the valid types, number ranges, and descriptions for the optional interfaceargument.
S

Note The valid types can vary according to the platform and interfaces on the platform.

Table 12: Valid Types, Number Ranges, and Interface Descriptions

Valid Types Number Ranges Interface Descriptions

ANI 0 to 1000 Autonomic-Networking virtual interface

Auto-Template 1 to 999 Auto-Template interface

GMPLS 0 to 1000 Multiprotocol Label Switching (MPLS)
interface

GigabitEthernet 0to9 GigabitEthernet IEEE 802.3z

Internallnterface 0to9 Internal interface
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show ip nhrp nhs .

Valid Types Number Ranges Interface Descriptions

LISP 0 to 65520 Locator/ID Separation Protocol (LISP) virtual
interface

loopback 0to 2147483647 Loopback interface

Null 0to0 Null interface

PROTECTION_GROUP 0to0 Protection-group controller

Port-channel 1 to 128 Port channel interface

TenGigabitEthernet 0to9 TenGigabitEthernet interface

Tunnel 0 to 2147483647 Tunnel interface

Tunnel-tp 0 to 65535 MPLS Transport Profile interface

Vlan 1 to 4094 VLAN interface

The following is sample output from the show ip nhrp nhs detail command:

Switch# show ip nhrp nhs detail

Legend:

E=Expecting replies

R=Responding

Tunnell:
10.1.1.1

E reg-sent 128 reg-failed 1 repl-recv O

Pending Registration Requests:

Registration Request:

Regid 1, Ret 64 NHS 10.1.1.1

The table below describes the significant field shown in the display.

Table 13: show ip nhrp nhs Field Descriptions

Field

Description

Tunnell

Interface through which the target network is reached.

Related Commands

Command

Description

ip nhrp map

Statically configures the IP-to-NBMA address mapping of IP destinations connected to an
NBMA network.

show ip nhrp

Displays NHRP mapping information.
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show ip ports all

To display all the open ports on a device, use the show ip ports all in user EXEC or privileged EXEC mode.

show ip ports all

Syntax Description ~ Syntax Description

This command has no arguments or keywords.

Command Default No default behavior or values.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Everest 16.5.1a | This command was
introduced.

Usage Guidelines This command provides a list of all open TCP/IP ports on the system including the ports opened using Cisco
networking stack.

Examples The following is sample output from the show ip ports all command:
Device#

show ip ports all

Proto Local Address Foreign Address State PID/Program Name
TCB Local Address Foreign Address (state)

tcp *:4786 *:* LISTEN 224/[IOS]SMI IBC server process

tcp *:443 *:* LISTEN 286/ [IOS]HTTP CORE

tcp *:443 *:* LISTEN 286/ [IOS]HTTP CORE

tcp *:80 *:* LISTEN 286/[IOS]HTTP CORE

tcp *:80 *:* LISTEN 286/[IOS]HTTP CORE

udp *:10002 *:* 0/[IOS] Unknown

udp *:2228 10.0.0.0:0 318/ [IOS]L2TRACE SERVER

The table below describes the significant fields shown in the display

Table 14: Field Descriptions of show ip ports all

Field Description

Protocol Transport protocol used.

Local Address. Device IP Address.

Foreign Address Remote or peer address.

State State of the connection. It can be listen, established
or connected.
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Field Description

PID/Program Name Process ID or name
Related Commands | Command Description

show tcp brief all | Displays information about TCP connection endpoints.

show ip sockets

Displays IP sockets information.
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show key chain

To display the keychain, use the show key chain command.

show key chain [name-of-chain]

Syntax Description name-of-chain

(Optional) Name of the key chain to display, as named in the key chain command.

Command Default If the command is used without any parameters, then it lists out all the key chains.

Command Modes

Examples

Privileged EXEC (#)

The following is sample output from the show key chain command:

show key chain
Device# show key chain

Key-chain AuthenticationGLBP:

key 1 -- text "Thisisasecretkey"
accept lifetime (always valid) - (always valid) [valid now]
send lifetime (always valid) - (always valid) [valid now]
Key-chain glbp2:
key 100 -- text "abcl23"
accept lifetime (always valid) - (always valid) [valid now]
send lifetime (always valid) - (always valid) [valid now]

P |

Related Commands Command

Description

key-string

Specifies the authentication string for a key.

send-lifetime

Sets the time period during which an authentication key on a key chain is valid to be sent.
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show track

To display information about objects that are tracked by the tracking process, use the show track command
in privileged EXEC mode.

show track [{object-number [brief] | application [brief] |interface [brief] |ip[route [brief] | [sla
[brief]] |ipv6 [route [brief]] |list [route [brief]] | resolution [ip | ipv6] |stub-object [brief] |
summary | timers}]

Syntax Description | ohject-number | (Optional) Object number that represents the object to be tracked. The range is from 1 to
1000.
brief (Optional) Displays a single line of information related to the preceding argument or
keyword.
application (Optional) Displays tracked application objects.
interface (Optional) Displays tracked interface objects.
ip route (Optional) Displays tracked IP route objects.
ip sla (Optional) Displays tracked IP SLA objects.
ipv6 route (Optional) Displays tracked IPv6 route objects.
list (Optional) Displays the list of boolean objects.
resolution (Optional) Displays resolution of tracked parameters.
summary (Optional) Displays the summary of the specified object.
timers (Optional) Displays polling interval timers.
Command Modes Privileged EXEC (#)
Command History Release Modification

Usage Guidelines

Cisco IOS XE Release 2.1 | This command was integrated into Cisco IOS XE Release 2.1.

XE 3.10S This command was modified. The output was enhanced to display IPv6 route
information.

Use this command to display information about objects that are tracked by the tracking process. When no
arguments or keywords are specified, information for all objects is displayed.

A maximum of 1000 objects can be tracked. Although 1000 tracked objects can be configured, each tracked
object uses CPU resources. The amount of available CPU resources on a device is dependent upon variables
such as traffic load and how other protocols are configured and run. The ability to use 1000 tracked objects
is dependent upon the available CPU. Testing should be conducted on site to ensure that the service works
under the specific site traffic conditions.
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Examples The following example shows information about the state of IP routing on the interface that is being
tracked:
Device# show track 1
Track 1
Interface GigabitEthernet 1/0/1 ip routing
IP routing is Down (no IP addr)
1 change, last change 00:01:08
The table below describes the significant fields shown in the displays.
Table 15: show track Field Descriptions
Field Description
Track Object number that is being tracked.
Interface GigabitEthernet 1/0/1 ip | Interface type, interface number, and object that is being tracked.
routing
IP routing is State value of the object, displayed as Up or Down. If the object is
down, the reason is displayed.
1 change, last change Number of times that the state of a tracked object has changed and
the time (in ~h:mm:ss ) since the last change.
Related Commands | Command Description
show track resolution |Displays the resolution of tracked parameters.
track interface Configures an interface to be tracked and enters tracking configuration mode.
track ip route Tracks the state of an IP route and enters tracking configuration mode.
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To configure an interface to be tracked where the Gateway Load Balancing Protocol (GLBP) weighting
changes based on the state of the interface, use the track command in global configuration mode. To remove
the tracking, use the no form of this command.

track object-number interface fype number {line-protocol |ip routing | ipvé routing}
no track object-number interface type number {line-protocol |ip routing | ipv6 routing}

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

object-number Object number in the range from 1 to 1000 representing the interface to be tracked.

interface fype number | Interface type and number to be tracked.

line-protocol Tracks whether the interface is up.

ip routing Tracks whether IP routing is enabled, an IP address is configured on the interface,
and the interface state is up, before reporting to GLBP that the interface is up.

ipv6 routing Tracks whether IPv6 routing is enabled, an IP address is configured on the interface,
and the interface state is up, before reporting to GLBP that the interface is up.

The state of the interfaces is not tracked.
Global configuration (config)

Use the track command in conjunction with the glbp weighting and glbp weighting track commands to
configure parameters for an interface to be tracked. If a tracked interface on a GLBP device goes down, the
weighting for that device is reduced. If the weighting falls below a specified minimum, the device will lose
its ability to act as an active GLBP virtual forwarder.

A maximum of 1000 objects can be tracked. Although 1000 tracked objects can be configured, each tracked
object uses CPU resources. The amount of available CPU resources on a device is dependent upon variables
such as traffic load and how other protocols are configured and run. The ability to use 1000 tracked objects
is dependent upon the available CPU. Testing should be conducted on site to ensure that the service works
under the specific site traffic conditions.

In the following example, TenGigabitEthernet interface 0/0/1 tracks whether GigabitEthernet interfaces
1/0/1 and 1/0/3 are up. If either of the GigabitEthernet interface goes down, the GLBP weighting is
reduced by the default value of 10. If both GigabitEthernet interfaces go down, the GLBP weighting
will fall below the lower threshold and the device will no longer be an active forwarder. To resume
its role as an active forwarder, the device must have both tracked interfaces back up, and the weighting
must rise above the upper threshold.

Device (config) # track 1 interface GigabitEthernet 1/0/1 line-protocol
Device (config-track) # exit

Device (config) # track 2 interface GigabitEthernet 1/0/3 line-protocol
Device (config-track) # exit

Device (config) # interface TenGigabitEthernet 0/0/1

Device (config-if)# ip address 10.21.8.32 255.255.255.0

Device (config-if)# glbp 10 weighting 110 lower 95 upper 105
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Device (config-if)# glbp 10 weighting track 1
Device (config-if)# glbp 10 weighting track 2

Related Commands Command Description

glbp weighting Specifies the initial weighting value of a GLBP gateway.

glbp weighting track | Specifies an object to be tracked that affects the weighting of a GLBP gateway.
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To create a Virtual Router Redundancy Protocol version 3 (VRRPv3) group and enter VRRPv3 group
configuration mode, use the vrrp. To remove the VRRPv3 group, use the no form of this command.

vrrp group-id address-family {ipv4 | ipv6}
no vrrp group-id address-family {ipv4 | ipv6}

Syntax Description

Command Default

Command Modes

Usage Guidelines
Examples

group-id Virtual router group number. The range is from 1 to 255.

address-family | Specifies the address-family for this VRRP group.

ipv4 (Optional) Specifies IPv4 address.
ipvé (Optional) Specifies IPv6 address.
None

Interface configuration (config-if)

The following example shows how to create a VRRPv3 group and enter VRRP configuration mode:

Device (config-if)# vrrp 3 address-family ipv4

Related Commands

Command Description

timers advertise | Sets the advertisement timer in milliseconds.
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vrrp description

To assign a description to the Virtual Router Redundancy Protocol (VRRP) group, use the vrrp description
command in interface configuration mode. To remove the description, use the no form of this command.

description fext
no description

Syntax Description text | Text (up to 80 characters) that describes the purpose or use of the group.

Command Default There is no description of the VRRP group.

Command Modes VRRP configuration (config-if-vrrp)

Command History Release Modification

Cisco IOS XE Release | This command was introduced.
2.1

Examples The following example enables VRRP. VRRP group 1 is described as Building A — Marketing and

Administration.

Device (config-if-vrrp) # description Building A - Marketing and Administration

Related Commands Command | Description

vITPp Creates a VRRPv3 group and enters VRRPv3 group configuration mode.
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vrrp preempt

To configure the device to take over as master virtual router for a Virtual Router Redundancy Protocol (VRRP)
group if it has higher priority than the current master virtual router, use the preempt command in VRRP
configuration mode. To disable this function, use the no form of this command.

preempt [delay minimum seconds]
no preempt

Syntax Description

Command Default

Command Modes

delay minimum seconds |(Optional) Number of seconds that the device will delay before issuing an
advertisement claiming master ownership. The default delay is 0 seconds.

This command is enabled.

VRRP configuration (config-if-vrrp)

Command History

Usage Guidelines

\}

Release Modification

Cisco IOS XE Release | This command was introduced.
2.1

By default, the device being configured with this command will take over as master virtual router for the
group if it has a higher priority than the current master virtual router. You can configure a delay, which will
cause the VRRP device to wait the specified number of seconds before issuing an advertisement claiming
master ownership.

Note

Examples

The device that is the IP address owner will preempt, regardless of the setting of this command.

The following example configures the device to preempt the current master virtual router when its
priority of 200 is higher than that of the current master virtual router. If the device preempts the
current master virtual router, it waits 15 seconds before issuing an advertisement claiming it is the
master virtual router.

Device (config-if-vrrp) #preempt delay minimum 15

Related Commands

Command | Description

vrrp Creates a VRRPv3 group and enters VRRPv3 group configuration mode.

priority |Sets the priority level of the device within a VRRP group.
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vrrp priority

To set the priority level of the device within a Virtual Router Redundancy Protocol (VRRP) group, use the
priority command in interface configuration mode. To remove the priority level of the device, use the no
form of this command.

priority /level
no priority level

Syntax Description | /evel | Priority of the device within the VRRP group. The range is from 1 to 254. The default is 100.

Command Default The priority level is set to the default value of 100.

Command Modes VRRP configuration (config-if-vrrp)

Command History Release Modification

Cisco IOS XE Release | This command was introduced.

2.1
Usage Guidelines Use this command to control which device becomes the master virtual router.
Examples The following example configures the device with a priority of 254:

Device (config-if-vrrp) # priority 254
Related Commands | Command Description

vIrp Creates a VRRPvV3 group and enters VRRPv3 group configuration mode.

vrrp preempt | Configures the device to take over as master virtual router for a VRRP group if it has higher
priority than the current master virtual router.
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vrrp timers advertise

To configure the interval between successive advertisements by the master virtual router in a Virtual Router
Redundancy Protocol (VRRP) group, use the timers advertise command in VRRP configuration mode. To
restore the default value, use the no form of this command.

timers advertise [msec] interval
no timers advertise [msec] interval

Syntax Description

Command Default

Command Modes

group | Virtual router group number. The group number range is from 1 to 255.

msec (Optional) Changes the unit of the advertisement time from seconds to milliseconds. Without this
keyword, the advertisement interval is in seconds.

interval | Time interval between successive advertisements by the master virtual router. The unit of the
interval is in seconds, unless the msec keyword is specified. The default is 1 second. The valid
range is 1 to 255 seconds. When the msec keyword is specified, the valid range is 50 to 999
milliseconds.

The default interval of 1 second is configured.

VRRP configuration (config-if-vrrp)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Release | This command was introduced.
2.1

The advertisements being sent by the master virtual router communicate the state and priority of the current
master virtual router.

The vrrp timers advertise command configures the time between successive advertisement packets and the
time before other routers declare the master router to be down. Routers or access servers on which timer values
are not configured can learn timer values from the master router. The timers configured on the master router
always override any other timer settings. All routers in a VRRP group must use the same timer values. If the
same timer values are not set, the devices in the VRRP group will not communicate with each other and any
misconfigured device will change its state to master.

The following example shows how to configure the master virtual router to send advertisements
every 4 seconds:

Device (config-if-vrrp) # timers advertise 4

Related Commands

Command Description

vIrp Creates a VRRPv3 group and enters VRRPv3 group configuration mode.
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Command Description

timers learn | Configures the device, when it is acting as backup virtual router for a VRRP group, to learn
the advertisement interval used by the master virtual router.
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vrrs leader

To specify a leader’s name to be registered with Virtual Router Redundancy Service (VRRS), use the vrrs
leader command. To remove the specified VRRS leader, use the no form of this command.

vrrs leader vrrs-leader-name
no vrrs leader vrrs-leader-name

Syntax Description vrrs-leader-name | Name of VRRS Tag to lead.

Command Default A registered VRRS name is unavailable by default.

Command Modes VRRP configuration (config-if-vrrp)

Command History Release Modification

Cisco I0S XE Release 2.1 | This command was integrated into Cisco IOS XE Release 2.1.

Examples The following example specifies a leader's name to be registered with VRRS:

Device (config-if-vrrp) # vrrs leader leader-1

Related Commands Command | Description

VITPp Creates a VRRP group and enters VRRP configuration mode.
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* cache-memory-max, on page 209

* clear ip mfib counters, on page 210

* clear ip mroute, on page 211

* ip igmp filter, on page 212

* ip igmp max-groups, on page 213

* ip igmp profile, on page 215

* ip igmp snooping, on page 216

* ip igmp snooping last-member-query-count, on page 217
* ip igmp snooping querier, on page 219

* ip igmp snooping report-suppression, on page 221
* ip igmp snooping vlan mrouter, on page 222
* ip igmp snooping vlan static, on page 223

* ip multicast auto-enable, on page 224

* ip pim accept-register, on page 225

* ip pim bsr-candidate, on page 226

* ip pim rp-candidate, on page 228

* ip pim send-rp-announce, on page 229

* ip pim spt-threshold, on page 231

» match message-type, on page 232

* match service-type, on page 233

* match service-instance, on page 234

* mrinfo, on page 235

» redistribute mdns-sd, on page 237

* service-list mdns-sd, on page 238

* service-policy-query, on page 239

* service-routing mdns-sd, on page 240

* service-policy, on page 241

* show ip igmp filter, on page 242

* show ip igmp profile, on page 243

* show ip igmp snooping, on page 244

* show ip igmp snooping groups, on page 246
* show ip igmp snooping mrouter, on page 248
» show ip igmp snooping querier, on page 249
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* show ip pim autorp, on page 251

* show ip pim bsr-router, on page 252

* show ip pim bsr, on page 253

* show ip pim tunnel, on page 254

* show mdns cache, on page 256

» show mdns requests, on page 258

* show mdns statistics, on page 259

* show platform software fed switch ip multicast, on page 260
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cache-memory-max

To set the percentage of the system memory for cache, use the cache-memory-max command. To remove
the percentage of system memory for cache, use the no form of this command.

cache-memory-max cache-config-percentage
no cache-memory-max cache-config-percentage

Syntax Description cache-config-percentage A percentage of the system memory for cache.

Command Default By default, the system memory is set to 10 percent.
Command Modes mDNS configuration
Command History Release Modification
Cisco I0S XE This command was
3.3SE introduced.
Usage Guidelines The number of services learned in a network could be large, so there is an upper limit on the amount of cache

memory that can be used.

)

Note  You can override the default value by using this command.

When you try to add new records, and the cache is full, the records in the cache that are close to expiring are
deleted to provide space for the new records.

Example

This example sets 20 percent of the system memory for cache:

Device (config-mdns) # cache-memory-max 20
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clear ip mfib counters

To clear all the active [IPv4 Multicast Forwarding Information Base (MFIB) traffic counters, use the clear ip
mfib counters command in privileged EXEC mode.

clear ip mfib [global | vrf *] counters [group-address] [hostname | source-address]

Syntax Description

global (Optional) Resets the IP MFIB cache to the global default configuration.

vrf * (Optional) Clears the IP MFIB cache for all VPN routing and forwarding instances.

group-address  (Optional) Limits the active MFIB traffic counters to the indicated group address.

hostname (Optional) Limits the active MFIB traffic counters to the indicated host name.

source-address (Optional) Limits the active MFIB traffic counters to the indicated source address.

Command Default None

Command Modes Privileged EXEC (#)

Command History Release Modification
Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.
Example

The following example shows how to reset all the active MFIB traffic counters for all the multicast
tables:

Device# clear ip mfib counters

The following example shows how to reset the [P MFIB cache counters to the global default
configuration:

Device# clear ip mfib global counters

The following example shows how to clear the IP MFIB cache for all the VPN routing and forwarding
instances:

Device# clear ip mfib vrf * counters
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clear ip mroute

To delete the entries in the IP multicast routing table, use the clear ip mroutecommand in privileged EXEC
mode.

clear ip mroute [vrf vrf-namel {* | ip-address | group-address} [hostname | source-address]

Syntax Description

vrf vrf-name (Optional) Specifies the name that is assigned to the multicast VPN routing and forwarding

(VRF) instance.
* Specifies all Multicast routes.
ip-address Multicast routes for the IP address.

group-address ~ Multicast routes for the group address.

hostname (Optional) Multicast routes for the host name.

source-address  (Optional) Multicast routes for the source address.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0S XE 3.3SECisco 10S XE 3.3SE This command was introduced.

Usage Guidelines

The group-address variable specifies one of the following:

» Name of the multicast group as defined in the DNS hosts table or with the ip host command.

* [P address of the multicast group in four-part, dotted notation.

If you specify a group name or address, you can also enter the source argument to specify a name or address
of a multicast source that is sending to the group. A source does not need to be a member of the group.

Example
The following example shows how to delete all the entries from the IP multicast routing table:
Device# clear ip mroute *

The following example shows how to delete all the sources on the 228.3.0.0 subnet that are sending
to the multicast group 224.2.205.42 from the IP multicast routing table. This example shows how to
delete all sources on network 228.3, not individual sources:

Device# clear ip mroute 224.2.205.42 228.3.0.0
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ip igmp filter

To control whether or not all the hosts on a Layer 2 interface can join one or more IP multicast groups by
applying an Internet Group Management Protocol (IGMP) profile to the interface, use the ip igmp filter

interface configuration command on the device stack or on a standalone device. To remove the specified

profile from the interface, use the no form of this command.

ip igmp filter profile number
no ip igmp filter

Syntax Description  profile number 1GMP profile number to be applied. The range is 1—4294967295.

Command Default No IGMP filters are applied.

Command Modes Interface configuration (config-if)
Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.

Usage Guidelines You can apply IGMP filters only to Layer 2 physical interfaces; you cannot apply IGMP filters to routed ports,
switch virtual interfaces (SVIs), or ports that belong to an EtherChannel group.

An IGMP profile can be applied to one or more device port interfaces, but one port can have only one profile
applied to it.

Example

You can verify your setting by using the show running-config command in privileged EXEC mode
and by specifying an interface.
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Ip igmp max-groups

To set the maximum number of Internet Group Management Protocol (IGMP) groups that a Layer 2 interface
can join or to configure the IGMP throttling action when the maximum number of entries is in the forwarding
table, use the ip igmp max-groups interface configuration command on the device stack or on a standalone
device. To set the maximum back to the default, which is to have no maximum limit, or to return to the default
throttling action, which is to drop the report, use the no form of this command.

ip igmp max-groups {max number | action { deny | replace}}
no ip igmp max-groups {max number | action}

Syntax Description

Command Default

Command Modes

max number Maximum number of IGMP groups that an interface can join. The range is 0—4294967294.
The default is no limit.

action deny Drops the next IGMP join report when the maximum number of entries is in the IGMP
snooping forwarding table. This is the default action.

action replace Replaces the existing group with the new group for which the IGMP report was received
when the maximum number of entries is in the IGMP snooping forwarding table.

The default maximum number of groups is no limit.

After the device learns the maximum number of IGMP group entries on an interface, the default throttling
action is to drop the next IGMP report that the interface receives and to not add an entry for the IGMP group
to the interface.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.

You can use this command only on Layer 2 physical interfaces and on logical EtherChannel interfaces. You
cannot set IGMP maximum groups for routed ports, switch virtual interfaces (SVIs), or ports that belong to
an EtherChannel group.

Follow these guidelines when configuring the IGMP throttling action:

* If you configure the throttling action as deny, and set the maximum group limit, the entries that were
previously in the forwarding table are not removed, but are aged out. After these entries are aged out,
when the maximum number of entries is in the forwarding table, the device drops the next IGMP report
received on the interface.

* If you configure the throttling action as replace, and set the maximum group limitation, the entries that
were previously in the forwarding table are removed. When the maximum number of entries is in the
forwarding table, the device replaces a randomly selected multicast entry with the received IGMP report.

* When the maximum group limitation is set to the default (no maximum), entering the ip igmp max-groups
{deny | replace} command has no effect.
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Example
The following example shows how to limit the number of IGMP groups that a port can join to 25:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# ip igmp max-groups 25

The following example shows how to configure the device to replace the existing group with the
new group for which the IGMP report was received when the maximum number of entries is in the
forwarding table:

Device (config) # interface gigabitethernet2/0/1
Device (config-if)# ip igmp max-groups action replace

You can verify your setting by using the show running-config privileged EXEC command and by
specifying an interface.
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ip igmp profile

To create an Internet Group Management Protocol (IGMP) profile and enter IGMP profile configuration
mode, use the ip igmp profile global configuration command on the device stack or on a standalone device.
From this mode, you can specify the configuration of the IGMP profile to be used for filtering IGMP
membership reports from a switch port. To delete the IGMP profile, use the no form of this command.

ip igmp profile profile number
no ip igmp profile profile number

Syntax Description

Command Default

Command Modes

profile number The IGMP profile number being configured. The range is from 1—4294967295.

No IGMP profiles are defined. When configured, the default action for matching an IGMP profile is to deny
matching addresses.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S XE 3.3SE This command was introduced.

When you are in IGMP profile configuration mode, you can create a profile by using these commands:

» deny—Specifies that matching addresses are denied; this is the default condition.
* exit—Exits from igmp-profile configuration mode.

* no—Negates a command or resets to its defaults.

* permit—Specifies that matching addresses are permitted.

» range—Specifies a range of [P addresses for the profile. This can be a single IP address or a range with
a start and an end address.

When entering a range, enter the low IP multicast address, a space, and the high IP multicast address.

You can apply an IGMP profile to one or more Layer 2 interfaces, but each interface can have only one profile
applied to it.

Example

The following example shows how to configure IGMP profile 40, which permits the specified range
of IP multicast addresses:

Device (config)# ip igmp profile 40
Device (config-igmp-profile)# permit
Device (config-igmp-profile)# range 233.1.1.1 233.255.255.255

You can verify your settings by using the show ip igmp profile command in privileged EXEC mode.

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. ip igmp snooping

IP Multicast Routing |

Ip igmp snooping

To globally enable Internet Group Management Protocol (IGMP) snooping on the device or to enable it on a
per-VLAN basis, use the ip igmp snooping global configuration command on the device stack or on a
standalone device. To return to the default setting, use the no form of this command.

ip igmp snooping [vlan vian-id]
no ip igmp snooping [vlan vian-id]

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Enables IGMP snooping on the specified VLAN. Ranges are 1—1001 and
1006—4094.

IGMP snooping is globally enabled on the device.
IGMP snooping is enabled on VLAN interfaces.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

When IGMP snooping is enabled globally, it is enabled in all of the existing VLAN interfaces. When IGMP
snooping is globally disabled, it is disabled on all of the existing VLAN interfaces.

VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP
snooping.

Example

The following example shows how to globally enable IGMP snooping:
Device (config)# ip igmp snooping

The following example shows how to enable IGMP snooping on VLAN 1:
Device (config) # ip igmp snooping vlan 1

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC
mode.
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Ip igmp snooping last-member-query-count

To configure how often Internet Group Management Protocol (IGMP) snooping will send query messages in
response to receiving an IGMP leave message, use the ip igmp snooping last-member-query-count
command in global configuration mode. To set count to the default value, use the no form of this command.

ip igmp snooping [vlan vian-id] last-member-query-count count
no ip igmp snooping [vlan vian-id] last-member-query-count count

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Sets the count value on a specific VLAN ID. The range is from 1—1001. Do not
enter leading zeroes.

count Interval at which query messages are sent, in milliseconds. The range is from 1—7. The default
is 2.

A query is sent every 2 milliseconds.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

When a multicast host leaves a group, the host sends an IGMP leave message. To check if this host is the last
to leave the group, IGMP query messages are sent when the leave message is seen until the
last-member-query-interval timeout period expires. If no response is received to the last-member queries
before the timeout period expires, the group record is deleted.

Use the ip igmp snooping last-member-query-interval command to configure the timeout period.

When both IGMP snooping immediate-leave processing and the query count are configured, immediate-leave
processing takes precedence.

Note

Do not set the count to 1 because the loss of a single packet (the query packet from the device to the host or
the report packet from the host to the device) may result in traffic forwarding being stopped even if the receiver
is still there. Traffic continues to be forwarded after the next general query is sent by the device, but the interval
during which a receiver may not receive the query could be as long as 1 minute (with the default query interval).

The leave latency in Cisco IOS software may increase by up to 1 last-member query interval (LMQI) value
when the device is processing more than one leave within an LMQI. In such a scenario, the average leave
latency is determined by the (count + 0.5) * LMQI. The result is that the default leave latency can range from
2.0 to 3.0 seconds with an average of 2.5 seconds under a higher load of IGMP leave processing. The leave
latency under load for the minimum LMQI value of 100 milliseconds and a count of 1 is from 100 to 200
milliseconds, with an average of 150 milliseconds. This is done to limit the impact of higher rates of IGMP
leave messages.
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Example

The following example shows how to set the last member query count to 5:

Device (config)# ip igmp snooping last-member-query-count 5
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Ip igmp snooping querier

To globally enable the Internet Group Management Protocol (IGMP) querier function in Layer 2 networks,
use the ip igmp snooping querier global configuration command. Use the command with keywords to enable
and configure the IGMP querier feature on a VLAN interface. To return to the default settings, use the no
form of this command.

ip igmp snooping [vlan vian-id] querier [address ip-address | max-response-time response-time
| query-interval interval-count | ten query {count count | interval interval} | timer expiry
expiry-time | version version]

no ip igmp snooping [vlan vian-id] querier [address | max-response-time | query-interval |
tcn query {count | interval} | timer expiry | version]

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Enables IGMP snooping and the IGMP querier function on the
specified VLAN. Ranges are 1—1001 and 1006—4094.

address ip-address (Optional) Specifies a source IP address. If you do not specify an IP
address, the querier tries to use the global IP address configured for the
IGMP querier.

max-response-time (Optional) Sets the maximum time to wait for an IGMP querier report.
response-time The range is 1—25 seconds.

query-interval interval-count ~ (Optional) Sets the interval between IGMP queriers. The range is 1—18000

seconds.

ten query (Optional) Sets parameters related to Topology Change Notifications
(TCNs).

count count Sets the number of TCN queries to be executed during the TCN interval

time. The range is 1—10.

interval interval Sets the TCN query interval time. The range is 1—255.

timer expiry expiry-time (Optional) Sets the length of time until the IGMP querier expires. The
range is 60—300 seconds.

version version (Optional) Selects the IGMP version number that the querier feature uses.
Select either 1 or 2.

The IGMP snooping querier feature is globally disabled on the device.

When enabled, the IGMP snooping querier disables itself if it detects IGMP traffic from a multicast router.

Global configuration

Command History

Release Modification

Cisco IOS XE 3.3SE This command was introduced.
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Usage Guidelines

Use this command to enable IGMP snooping to detect the IGMP version and IP address of a device that sends
IGMP query messages, which is also called a querier.

By default, the IGMP snooping querier is configured to detect devices that use IGMP Version 2 (IGMPv2),
but does not detect clients that are using IGMP Version 1 (IGMPv1). You can manually configure the
max-response-time value when devices use IGMPv2. You cannot configure the max-response-time when
devices use IGMPv1. (The value cannot be configured, and is set to zero).

Non-RFC-compliant devices running IGMPv1 might reject IGMP general query messages that have a non-zero
value as the max-response-time value. If you want the devices to accept the IGMP general query messages,
configure the IGMP snooping querier to run IGMPv1.

VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP snooping.

Example
The following example shows how to globally enable the IGMP snooping querier feature:
Device (config)# ip igmp snooping querier

The following example shows how to set the IGMP snooping querier maximum response time to 25
seconds:

Device (config) # ip igmp snooping querier max-response-time 25

The following example shows how to set the IGMP snooping querier interval time to 60 seconds:
Device (config)# ip igmp snooping querier query-interval 60

The following example shows how to set the IGMP snooping querier TCN query count to 25:
Device (config)# ip igmp snooping querier tcn count 25

The following example shows how to set the IGMP snooping querier timeout value to 60 seconds:
Device (config)# ip igmp snooping querier timer expiry 60

The following example shows how to set the IGMP snooping querier feature to Version 2:

Device (config)# ip igmp snooping querier version 2

You can verify your settings by entering the show ip igmp snooping privileged EXEC command.
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Ip igmp snooping report-suppression

Syntax Description

Command Default

Command Modes

To enable Internet Group Management Protocol (IGMP) report suppression, use the ip igmp snooping
report-suppression global configuration command on the device stack or on a standalone device. To disable
IGMP report suppression, and to forward all IGMP reports to multicast routers, use the no form of this
command.

ip igmp snooping report-suppression
no ip igmp snooping report-suppression

This command has no arguments or keywords.
IGMP report suppression is enabled.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

IGMP report suppression is supported only when the multicast query has IGMPv1 and IGMPv2 reports. This
feature is not supported when the query includes IGMPv3 reports.

The device uses IGMP report suppression to forward only one IGMP report per multicast router query to
multicast devices. When IGMP report suppression is enabled (the default), the device sends the first IGMP
report from all the hosts for a group to all the multicast routers. The device does not send the remaining IGMP
reports for the group to the multicast routers. This feature prevents duplicate reports from being sent to the
multicast devices.

If the multicast router query includes requests only for IGMPv1 and IGMPv?2 reports, the device forwards
only the first IGMPv1 or IGMPv2 report from all the hosts for a group to all of the multicast routers. If the
multicast router query also includes requests for IGMPv3 reports, the device forwards all IGMPv1, IGMPv2,
and IGMPv3 reports for a group to the multicast devices.

If you disable IGMP report suppression by entering the no ip igmp snooping report-suppression command,
all IGMP reports are forwarded to all of the multicast routers.

Example
The following example shows how to disable report suppression:
Device (config) # no ip igmp snooping report-suppression

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC
mode.
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Ip igmp snooping vian mrouter

To add a multicast router port, use the ip igmp snooping mrouter global configuration command on the
device stack or on a standalone device. To return to the default settings, use the no form of this command.

Command Default By default, there are no multicast router ports.
Command Modes Global configuration
Command History Release Modification
Cisco I0S XE 3.3SE This command was introduced.

Usage Guidelines VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP snooping.
The configuration is saved in NVRAM.

Example
The following example shows how to configure a port as a multicast router port:
Device (config)# ip igmp snooping vlan 1 mrouter interface gigabitethernetl/0/2

You can verify your settings by entering the show ip igmp snooping privileged EXEC command.
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Ip igmp snooping vian static

To enable Internet Group Management Protocol (IGMP) snooping and to statically add a Layer 2 port as a
member of a multicast group, use the ip igmp snooping vlan static global configuration command on the
device stack or on a standalone device. To remove the port specified as members of a static multicast group,
use the no form of this command.

ip igmp snooping vlan vian-id static ip-address interface interface-id
no ip igmp snooping vlan vian-id static ip-address interface interface-id

Syntax Description  vian-id Enables IGMP snooping on the specified VLAN. Ranges are 1—1001 and
1006—4094.
ip-address Adds a Layer 2 port as a member of a multicast group with the specified group IP
address.

interface interface-id Specifies the interface of the member port. The interface-id has these options:
* fastethernet interface number—A Fast Ethernet IEEE 802.3 interface.
* gigabitethernet interface number—A Gigabit Ethernet IEEE 802.3z interface.

* tengigabitethernet interface number—A 10-Gigabit Ethernet IEEE 802.3z
interface.

* port-channel interface number—A channel interface. The range is 0—128.

Command Default By default, no ports are statically configured as members of a multicast group.
Command Modes Global configuration
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP
snooping.

The configuration is saved in NVRAM.

Example

The following example shows how to statically configure a host on an interface:

Device (config)# ip igmp snooping vlan 1 static 224.2.4.12 interface
gigabitEthernetl/0/1

Configuring port gigabitethernetl/0/1 on group 224.2.4.12

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC
mode.
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Ip multicast auto-enable

Syntax Description

Command Default

Command Modes

To support authentication, authorization, and accounting (AAA) enabling of IP multicast, use the ip multicast
auto-enable command. This command allows multicast routing to be enabled dynamically on dialup interfaces
using AAA attributes from a RADIUS server. To disable IP multicast for AAA, use the no form of this
command.

ip multicast auto-enable
no ip multicast auto-enable

This command has no arguments or keywords.
None

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS XE 3.3SE This command was introduced.
None

This command is unavailable when using the LAN Base image.

Example

The following example shows how to enable AAA on IP multicast:

Device (config) # ip multicast auto-enable
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Ip pim accept-register

To configure a candidate rendezvous point (RP) switch to filter Protocol Independent Multicast (PIM) register
messages, use the ip pim accept-register command in global configuration mode. To disable this function,
use the no form of this command.

ip pim [vrf vrfname ] accept-register {list access-list}
no ip pim [vrf vrffname ] accept-register

Syntax Description

Command Default

Command Modes

vrf vrf-name  (Optional) Configures a PIM register filter on candidate RPs for (S, G) traffic associated
with the multicast Virtual Private Network (VPN) routing and forwarding (MVRF) instance
specified for the vrf-name argument.

list access-list Specifies the access-list argument as a number or name that defines the (S, G) traffic in
PIM register messages to be permitted or denied. The range is 100—199 and the expanded
range is 2000—2699. An IP-named access list can also be used.

No PIM register filters are configured.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Use this command to prevent unauthorized sources from registering with the RP. If an unauthorized source
sends a register message to the RP, the RP will immediately send back a register-stop message.

The access list provided for the ip pim accept-register command should only filters IP source addresses and
IP destination addresses. Filtering on other fields (for example, IP protocol or UDP port number) will not be
effective and may cause undesired traffic to be forwarded from the RP down the shared tree to multicast group
members. If more complex filtering is required, use the ip multicast boundary command instead.

Example

The following example shows how to permit register packets for a source address sending to any
group range, with the exception of source address 172.16.10.1 sending to the SSM group range
(232.0.0.0/8). These are denied. These statements should be configured on all candidate RPs because
candidate RPs will receive PIM registers from first-hop routers or switches.

Device (config) # ip pim accept-register list ssm-range

Device (config)# ip access-list extended ssm-range

Device (config-ext-nacl)# deny ip any 232.0.0.0 0.255.255.255
Device (config-ext-nacl)# permit ip any any
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Ip pim bsr-candidate

To configure the Device to be a candidate BSR, use the ip pim bsr-candidate command in global configuration
mode. To remove the switch as a candidate BSR, use the no form of this command.

ip pim [vrf vrf-name] bsr-candidate interface-id [hash-mask-length] [priority]
no ip pim [vrf vrf-name] bsr-candidate

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Configures the Device to be a candidate BSR for the Multicast Virtual Private
Network (MVPN) routing and forwarding (MVRF) instance specified for the vrf-name
argument.

interface-id ID of the interface on the Device from which the BSR address is derived to make it a

candidate. This interface must be enabled for Protocol Independent Multicast (PIM)
using the ip pim command. Valid interfaces include physical ports, port channels, and
VLANES.

hash-mask-length  (Optional) Length of a mask (32 bits maximum) that is to be ANDed with the group
address before the PIMv2 hash function is called. All groups with the same seed hash
correspond to the same rendezvous point ( RP). For example, if this value is 24, only
the first 24 bits of the group addresses matter. The hash mask length allows one RP to
be used for multiple groups. The default hash mask length is 0.

priority (Optional) Priority of the candidate BSR (C-BSR). The range is from 0 to 255. The
default priority is 0. The C-BSR with the highest priority value is preferred.

The Device is not configured to announce itself as a candidate BSR.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

The interface specified for this command must be enabled for Protocol Independent Multicast (PIM) using
the ip pim command.

This command configures the Device to send BSR messages to all of its PIM neighbors, with the address of
the designated interface as the BSR address.

This command should be configured on backbone Devices that have good connectivity to all parts of the PIM
domain.

The BSR mechanism is specified in RFC 2362. Candidate RP (C-RP) switches unicast C-RP advertisement
packets to the BSR. The BSR then aggregates these advertisements in BSR messages, which it regularly
multicasts with a TTL of 1 to the ALL-PIM-ROUTERS group address, 224.0.0.13. The multicasting of these
messages is handled by hop-by-hop RPF flooding; so, no pre-existing IP multicast routing setup is required
(unlike with AutoRP). In addition, the BSR does not preselect the designated RP for a particular group range
(unlike AutoRP); instead, each switch that receives BSR messages will elect RPs for group ranges based on
the information in the BSR messages.
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Cisco Device always accept and process BSR messages. There is no command to disable this function.
Cisco Device perform the following steps to determine which C-RP is used for a group:
* A long match lookup is performed on the group prefix that is announced by the BSR C-RPs.

* [f more than one BSR-learned C-RP is found by the longest match lookup, the C-RP with the lowest
priority (configured with the ip pim rp-candidate command) is preferred.

* If more than one BSR-learned C-RP has the same priority, the BSR hash function is used to select the
RP for a group.

* If more than one BSR-learned C-RP returns the same hash value derived from the BSR hash function,
the BSR C-RP with the highest IP address is preferred.

Example

The following example shows how to configure the IP address of theDevice on Gigabit Ethernet
interface 1/0/0 to be a BSR C-RP with a hash mask length of 0 and a priority of 192:

Device (config) # ip pim bsr-candidate GigabitEthernetl/0/1 0 192
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Ip pim rp-candidate

To configure the Device to advertise itself to the BSR as a Protocol Independent Multicast (PIM) Version 2
(PIMv2) candidate rendezvous point (C-RP), use the ip pim rp-candidate command in global configuration
mode. To remove the Device as a C-RP, use the no form of this command.

ip pim [vrf vrf-name] rp-candidate interface-id [group-list access-list-number]
no ip pim [vrf vif-name] rp-candidate interface-id [group-list access-list-number]

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Configures the switch to advertise itself to the BSR as PIMv2 C-RP
for the Multicast Virtual Private Network (MVPN) routing and forwarding
(MVRF) instance specified for the vrf-name argument.

interface-id ID of the interface whose associated IP address is advertised as a candidate RP
address. Valid interfaces include physical ports, port channels, and VLANS.

group-list (Optional) Specifies the standard IP access list number that defines the group
access-list-number prefixes that are advertised in association with the RP address.

The Device is not configured to announce itself to the BSR as a PIMv2 C-RP.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Use this command to configure the Device to send PIMv2 messages so that it advertises itself as a candidate
RP to the BSR.

This command should be configured on backbone Devices that have good connectivity to all parts of the PIM
domain.

The IP address associated with the interface specified by interface-id will be advertised as the C-RP address.

The interface specified for this command must be enabled for Protocol Independent Multicast (PIM) using
the ip pim command.

If the optional group-list keyword and access-list-number argument are configured, the group prefixes defined
by the standard IP access list will also be advertised in association with the RP address.

Example

The following example shows how to configure the switch to advertise itself as a C-RP to the BSR
in its PIM domain. The standard access list number 4 specifies the group prefix associated with the
RP that has the address identified by Gigabit Ethernet interface 1/0/1.

Device (config)# ip pim rp-candidate GigabitEthernetl/0/1 group-list 4
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Ip pim send-rp-announce

To use Auto-RP to configure groups for which the Device will act as a rendezvous point (RP), use the ip pim
send-rp-announce command in global configuration mode. To unconfigure the Device as an RP, use the no
form of this command.

ippim [vrf vrf-name] send-rp-announce inferface-id scope ttl-value [group-list access-list-number]
[interval seconds]
no ip pim [vrf vif-name] send-rp-announce interface-id

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Uses Auto-RP to configure groups for which the Device will act as a
rendezvous point (RP) for the vrf-name argument.

interface-id Enter the interface ID of the interface that identifies the RP address. Valid interfaces
include physical ports, port channels, and VLANS.

scope ttl-value Specifies the time-to-live (TTL) value in hops that limits the number of Auto-RP
announcements. Enter a hop count that is high enough to ensure that the
RP-announce messages reach all the mapping agents in the network. There is no
default setting. The range is 1—255.

group-list (Optional) Specifies the standard IP access list number that defines the group

access-list-number prefixes that are advertised in association with the RP address. Enter an IP standard
access list number from 1—99. If no access list is configured, the RP is used for
all groups.

interval seconds (Optional) Specifies the interval between RP announcements, in seconds. The total

hold time of the RP announcements is automatically set to three times the value
of the interval. The default interval is 60 seconds. The range is 1—16383.

Auto-RP is disabled.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Enter this command on the Device that you want to be an RP. When you are using Auto-RP to distribute
group-to-RP mappings, this command causes the router to send an Auto-RP announcement message to the
well-known group CISCO-RP-ANNOUNCE (224.0.1.39). This message announces the router as a candidate
RP for the groups in the range described by the access list.

Example

The following example shows how to configure the Device to send RP announcements out all Protocol
Independent Multicast (PIM)-enabled interfaces for a maximum of 31 hops. The IP address by which
the switch wants to be identified as RP is the IP address associated with Gigabit Ethernet interface
1/0/1 at an interval of 120 seconds:

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



IP Multicast Routing |
. ip pim send-rp-announce

Device (config) # ip pim send-rp-announce GigabitEthernetl/0/1 scope 31 group-list 5 interval
120
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Ip pim spt-threshold

To specify the threshold that must be reached before moving to shortest-path tree (spt), use the ip pim
spt-threshold command in global configuration mode. To remove the threshold, use the no form of this
command.

ip pim {kbps | infinity} [group-list access-list]
no ip pim {kbps | infinity} [group-list access-list]

Syntax Description  kbps Threshold that must be reached before moving to shortest-path tree (spt). 0 is the
only valid entry even though the range is 0 to 4294967. A 0 entry always switches
to the source-tree.

infinity Specifies that all the sources for the specified group use the shared tree, never
switching to the source tree.

group-list access-list (Optional) Specifies an access list number or a specific access list that you have
created by name. If the value is 0 or if the group-list access-list option is not used,
the threshold applies to all the groups.

Command Default Switches to the PIM shortest-path tree (spt).

Command Modes Global configuration

Command History Release Modification
Cisco IOS XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Example

The following example shows how to make all the sources for access list 16 use the shared tree:

Device (config)# ip pim spt-threshold infinity group-list 16
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match message-type

To set a message type to match a service list, use the match message-type command.

match message-type {announcement |any |query}

Syntax Description announcement Allows only service advertisements or announcements for the Device.
any Allows any match type.
query Allows only a query from the client for a certain Device in the network.

Command Default None

Command Modes Service list configuration.

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines Multiple service maps of the same name with different sequence numbers can be created, and the evaluation
of the filters will be ordered on the sequence number. Service lists are an ordered sequence of individual
statements, with each one having a permit or deny result. The evaluation of a service list consists of a list scan
in a predetermined order, and an evaluation of the criteria of each statement that matches. A list scan is stopped
once the first statement match is found and a permit/deny action associated with the statement match is
performed. The default action after scanning through the entire list is to deny.

\}

Note It is not possible to use the match command if you have used the service-list mdns-sd service-list-name
query command. The match command can be used only for the permit or deny option.

Example

The following example shows how to set the announcement message type to be matched:

Device (config-mdns-sd-sl) # match message-type announcement
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match service-type

To set the value of the mDNS service type string to match, use the match service-type command.

match service-type line

Syntax Description

Command Default

Command Modes

line Regular expression to match the service type in packets.

None

Service list configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

It is not possible to use the match command if you have used the service-list mdns-sd service-list-name
query command. The match command can be used only for the permit or deny option.

Example

The following example shows how to set the value of the mDNS service type string to match:

Device (config-mdns-sd-sl) # match service-type _ipp._ tcp

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



IP Multicast Routing |
. match service-instance

match service-instance

To set a service instance to match a service list, use the match service-instance command.

match service-instance /ine

Syntax Description  /ine Regular expression to match the service instance in packets.

Command Default None

Command Modes Service list configuration

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines It is not possible to use the match command if you have used the service-list mdns-sd service-list-name
query command. The match command can be used only for the permit or deny option.

Example

The following example shows how to set the service instance to match:

Device (config-mdns-sd-sl) # match service-instance servInst 1
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To query which neighboring multicast routers or multilayer switches are acting as peers, use the mrinfo
command in user EXEC or privileged EXEC mode.

mrinfo [vrf route-namel [hostname | address] [interface-id]

Syntax Description

Command Default

vrf route-name (Optional) Specifies the VPN routing or forwarding instance.

hostname | address (Optional) Domain Name System (DNS) name or IP address of the multicast router
or multilayer switch to query. If omitted, the switch queries itself.

interface-id (Optional) Interface ID.

The command is disabled.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

The mrinfo command is the original tool of the multicast backbone (MBONE) to determine which neighboring
multicast routers or switches are peering with multicast routers or switches. Cisco routers supports mrinfo
requests from Cisco IOS Release 10.2.

You can query a multicast router or multilayer switch using the mrinfo command. The output format is
identical to the multicast routed version of the Distance Vector Multicast Routing Protocol (DVMRP). (The
mrouted software is the UNIX software that implements DVMRP.)

Example

The following is the sample output from the mrinfo command:

Device# mrinfo

vrf 192.0.1.0

192.31.7.37 (barrnet-gw.cisco.com) [version cisco 11.1] [flags: PMSA]:
192.31.7.37 => 192.31.7.34 (sj-wall-2.cisco.com) [1/0/pim]
192.31.7.37 => 192.31.7.47 (dirtylab-gw-2.cisco.com) [1/0/pim]
192.31.7.37 => 192.31.7.44 (dirtylab-gw-1l.cisco.com) [1/0/pim]
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\)

Note The flags indicate the following:

* P: prune-capable
* M: mtrace-capable
» S: Simple Network Management Protocol-capable

* A: Auto RP capable
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redistribute mdns-sd

Command Default

Command Modes

To redistribute services or service announcements across subnets, use the redistribute mdns-sd command.
To disable redistribution of services or service announcements across subnets, use the no form of this command.

redistribute mdns-sd
no redistribute mdns-sd

This command has no arguments or keywords.
The redistribution of services or service announcements across subnets is disabled.

mDNS configuration

Command History

Usage Guidelines

\}

Release Modification
Cisco I0S XE This command was
3.3SE introduced.

To redistribute service announcements across interfaces, use the redistribute mdns-sd command. This
command sends out unsolicited announcements received on one interface to all of the other interfaces. The
outgoing announcements are filtered as per the out-service policy defined for the interface, or, in absence of
a per-interface service policy, based on the global out-service policy.

In the absence of a redistribute option, services can be discovered by querying in a Layer 3 domain that is not
local to the service provider.

Example

The following example shows how to redistribute services or service announcements across subnets:

Device (config-mdns) # redistribute mdns-sd

Note

If redistribution is enabled globally, global configuration is given higher priority than interface
configuration.
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service-list mdns-sd

To enter mDNS service discovery service-list mode on the device, use the service-list mdns-sd command.
To exit mDNS service discovery service-list mode, use the no form of this command.

service-list mdns-sd service-list-name {permit | deny} sequence-number [query]
no service-list mdns-sd service-list-name {permit | deny} sequence-number [query]

Syntax Description service-list-name Name of the service list.
permit sequence number Permits a filter on the service list to be applied to the sequence
number.
deny sequence number Denies a filter on the service list to be applied to the sequence
number.
query Associates a query for the service list name.

Command Default Disabled.

Command Modes Global configuration
Command History Release Modification
Cisco 10S XE This command was
3.3SE introduced.
Usage Guidelines Service filters are modeled around access lists and route maps.

Multiple service maps of the same name with different sequence numbers can be created and the evaluation
of the filters ordered on the sequence number. Service lists are an ordered sequence of individual statements,
with each having a permit or deny result. The evaluation of a service list consists of a list scan in a predetermined
order, and an evaluation of the criteria of each statement that matches. A list scan is terminated once the first
statement match is found, and an action, permit, or deny that is associated with the statement match is performed.
The default action after scanning through the entire list will be to deny.

This command can be used to enter mDNS service discovery service-list mode.
In this mode you can:

* Create a service list and apply a filter on the service list according to the permit or deny option applied
to the sequence number.

Example

The following example shows how to create a service list and apply a filter on the service list according
to the permit or deny option applied to a sequence number:

Device (config) # service-list mdns-sd sll permit 3
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service-policy-query

To configure the service-list query periodicity, use the service-policy-query command. To delete the
configuration, use the no form of this command.

service-policy-query [service-list-query-name service-list-query-periodicity]
no service-policy-query

Syntax Description

Command Default

Command Modes

service-list-query-name service-list-query-periodicity  (Optional) Service-list query periodicity.

Disabled.

mDNS configuration

Command History

Usage Guidelines

Release Modification
Cisco I0S XE This command was
3.3SE introduced.

Since there are devices that do not send unsolicited announcements and to force such devices the learning of
services and to keep them refreshed in the cache, this command contains an active query feature that ensures
that the services listed in the active query list are queried.

Example

This example shows how to configure service list query periodicity:

Device (config-mdns) # service-policy-query sl-queryl 100
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service-routing mdns-sd

To enable the mDNS gateway functionality for a device and enter multicast DNS configuration mode, use
the service-routing mdns-sd command. To restore the default settings and return to global configuration
mode, enter the no form of this command.

service-routing mdns-sd
no service-routing mdns-sd

This command has no arguments or keywords.

Command Default Disabled.

Command Modes Global configuration

Command History Release Modification
Cisco IOS XE This command was
3.3SE introduced.

Usage Guidelines The mDNS gateway functionality can only be enabled or disabled globally, not on a per-interface basis. The
service- filter policy and redistribution can be configured globally as well as on a per-interface basis. Any
interface-specific configuration overrides the global configuration.

Example

The following example shows how to enable the mDNS gateway functionality for a device and enter
multicast DNS configuration mode:

Device (config) # service-routing mdns-sd
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service-policy

To apply a filter on incoming or outgoing service-discovery information on a service list, use the service-policy
command. To remove the filter, use the no form of this command.

service-policy service-policy-name {IN | OUT}
no service-policy service-policy-name {IN | OUT}

Syntax Description

Command Default

Command Modes

IN  Applies a filter on incoming service-discovery information.

OUT Applies a filter on outgoing service-discovery information.

Disabled.

mDNS configuration

Command History

Release Modification

Cisco I0S XE This command was
3.3SE introduced.
Example

The following example shows how to apply a filter on incoming service-discovery information on
a service list:

Device (config-mdns) # service-policy serv-poll IN
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show ip igmp filter

To display Internet Group Management Protocol (IGMP) filter information, use the show ip igmp filter
command in privileged EXEC mode.

show ip igmp [vrf vrf-name] filter

Syntax Description vrf vif-name (Optional) Supports the multicast VPN routing and forwarding (VRF) instance.

Command Default IGMP filters are enabled by default.

Command Modes Privileged EXEC

Command History Release Modification
Cisco 10S XE 3.3SE This command was introduced.

Usage Guidelines The show ip igmp filter command displays information about all filters defined on the device.
Example

The following example shows the sample output from the show ip igmp filter command:

Device# show ip igmp filter

IGMP filter enabled
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show ip igmp profile

To display all the configured Internet Group Management Protocol (IGMP) profiles or a specified IGMP
profile, use the show ip igmp profile command in privileged EXEC mode.

show ip igmp [vrf vrf-name] profile [profile number]

Syntax Description vrf vif-name  (Optional) Supports the multicast VPN routing and forwarding (VRF) instance.

profile number (Optional) IGMP profile number to be displayed. The range is 1 to 4294967295. If no
profile number is entered, all the IGMP profiles are displayed.

Command Default IGMP profiles are undefined by default.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE 3.3SE This command was introduced.
Usage Guidelines None

Examples

The following example shows the output of the show ip igmp profile command for profile number
40 on the device:

Device# show ip igmp profile 40
IGMP Profile 40

permit

range 233.1.1.1 233.255.255.255

The following example shows the output of the show ip igmp profile command for all the profiles
configured on the device:

Device# show ip igmp profile

IGMP Profile 3
range 230.9.9.0 230.9.9.0
IGMP Profile 4
permit
range 229.9.9.0 229.255.255.255
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show ip igmp snooping

To display the Internet Group Management Protocol (IGMP) snooping configuration of the device or the
VLAN, use the show ip igmp snooping command in user EXEC or privileged EXEC mode.

show ip igmp snooping [groups | mrouter | querier] [vlan vian-id] [detail]

Syntax Description groups (Optional) Displays the IGMP snooping multicast table.
mrouter (Optional) Displays the IGMP snooping multicast router ports.
querier (Optional) Displays the configuration and operation information for the IGMP querier.

vlan vian-id (Optional) Specifies a VLAN; the range is 1 to 1001 and 1006 to 4094.

detail (Optional) Displays operational state information.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP snooping.

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping vlan 1 command. It shows
snooping characteristics for a specific VLAN:

Device# show ip igmp snooping vlan 1

Global IGMP Snooping configuration:

IGMP snooping : Enabled

IGMPv3 snooping (minimal) : Enabled

Report suppression : Enabled

TCN solicit query : Disabled

TCN flood query count )

Robustness variable 2

Last member query count )

Last member query interval : 1000

Vlan 1

IGMP snooping : Enabled
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IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval

Disabled
pim-dvmrp
IGMP_ONLY
2

2

1000

show ip igmp snooping .

The following is a sample output from the show ip igmp snooping command. It displays snooping
characteristics for all the VLANS on the device:

Device# show ip igmp snooping

Global IGMP Snooping configuration:

IGMP snooping

IGMPv3 snooping (minimal)
Report suppression

TCN solicit query

TCN flood query count
Robustness variable

Last member query count
Last member query interval

IGMP snooping

IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval
Vlan 2:

IGMP snooping

IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval

Enabled

Enabled

Enabled

Disabled

2

2

2

1000
Enabled
Disabled
pim-dvmrp
IGMP ONLY
2
2
1000
Enabled
Disabled
pim-dvmrp
IGMP ONLY
2
2
1000
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show ip igmp snooping groups

To display the Internet Group Management Protocol (IGMP) snooping multicast table for the device or the
multicast information, use the show ip igmp snooping groups command in privileged EXEC mode.

show ip igmp snooping groups [vlan vian-id 1 [[count] | ip_address]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; the range is 1 to 1001 and 1006 to 4094. Use this option to
display the multicast table for a specified multicast VLAN or specific multicast information.

count (Optional) Displays the total number of entries for the specified command options instead of
the actual entries.

ip_address  (Optional) Characteristics of the multicast group with the specified group IP address.

Command Modes Privileged EXEC
User EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping groups command without any
keywords. It displays the multicast table for the device.

Device# show ip igmp snooping groups

Vlan Group Type Version Port List

1 224.1.4.4 igmp Gil/0/11

1 224.1.4.5 igmp Gil/0/11

2 224.0.1.40 igmp v2 Gi1/0/15

104 224.1.4.2 igmp v2 Gi2/0/1, Gi2/0/2
104 224.1.4.3 igmp v2 Gi2/0/1, Gi2/0/2

The following is a sample output from the show ip igmp snooping groups count command. It
displays the total number of multicast groups on the device.

Device# show ip igmp snooping groups count
Total number of multicast groups: 2

The following is a sample output from the show ip igmp snooping groups vlan vlan-id ip-address
command. It shows the entries for the group with the specified IP address:

Device# show ip igmp snooping groups vlan 104 224.1.4.2

Vlan Group Type Version Port List
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show ip igmp snooping groups .

104 224.1.4.2 igmp v2 Gi2/0/1, Gil/0/15
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show ip igmp snooping mrouter

To display the Internet Group Management Protocol (IGMP) snooping dynamically learned and manually
configured multicast router ports for the device or for the specified multicast VLAN, use the show ip igmp
snooping mrouter command in privileged EXEC mode.

show ip igmp snooping mrouter [vlan vian-id]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; Ranges are from 1—1001 and 1006—4094.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP snooping.

When multicast VLAN registration (MVR) is enabled, the show ip igmp snooping mrouter command displays
MVR multicast router information and IGMP snooping information.

Expressions are case sensitive, for example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Example

The following is a sample output from the show ip igmp snooping mrouter command. It shows
how to display multicast router ports on the device:

Device# show ip igmp snooping mrouter

Vlan ports

1 Gi2/0/1 (dynamic)
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show ip igmp snooping querier

To display the configuration and operation information for the IGMP querier that is configured on a device,
use the show ip igmp snooping queriercommand in user EXEC mode.

show ip igmp snooping querier [vlan vian-id] [detail ]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; Ranges are from 1—1001 and 1006—4094.

detail (Optional) Displays detailed IGMP querier information.
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

Use the show ip igmp snooping querier command to display the IGMP version and the IP address of a
detected device, also called a querier, that sends IGMP query messages. A subnet can have multiple multicast
routers but only one IGMP querier. In a subnet running IGMPv2, one of the multicast routers is elected as
the querier. The querier can be a Layer 3 device.

The show ip igmp snooping querier command output also shows the VLAN and the interface on which the
querier was detected. If the querier is the device, the output shows the Port field as Router. If the querier is a
router, the output shows the port number on which the querier was detected in the Port field.

The show ip igmp snooping querier detail user EXEC command is similar to the show ip igmp snooping
querier command. However, the show ip igmp snooping querier command displays only the device IP
address most recently detected by the device querier.

The show ip igmp snooping querier detail command displays the device IP address most recently detected
by the device querier and this additional information:

* The elected IGMP querier in the VLAN

* The configuration and operational information pertaining to the device querier (if any) that is configured
in the VLAN

Expressions are case sensitive, for example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping querier command:

Device> show ip igmp snooping querier

Vlan IP Address IGMP Version Port
1 172.20.50.11 v3 Gil/0/1
2 172.20.40.20 v2 Router
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The following is a sample output from the show ip igmp snooping querier detail command:

Device> show ip igmp snooping querier detail

Vlan IP Address IGMP Version Port
1 1.1.1.1 Fa8/0/1
Global IGMP device querier status

admin state Enabled
admin version 2

source IP address 0.0.0.0
query-interval (sec) 60
max-response-time (sec) 10
querier-timeout (sec) 120

tcn query count 2

tcn query interval (sec) 10

Vlan 1: IGMP device querier status

admin state

admin version

source IP address
query-interval (sec)
max-response-time (sec)
querier-timeout (sec)
tcn query count

tcn query interval (sec)
operational state
operational version

tcn query pending count

Enabled

2
10.1.1.65
60

10

120

2

10
Non-Querier
2

0
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show ip pim autorp

Syntax Description

Command Default

To display global information about auto-rp, use the show ip pim autorp command in privileged EXEC
mode.

show ip pim autorp
This command has no arguments or keywords.

Auto RP is enabled by default.

Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

This command displays whether auto-rp is enabled or disabled.

Example
The following command output shows that Auto RP is enabled:

Device# show ip pim autorp

AutoRP Information:
AutoRP is enabled.
RP Discovery packet MTU is O.
224.0.1.40 is joined on GigabitEthernetl/0/1.

PIM AutoRP Statistics: Sent/Received
RP Announce: 0/0, RP Discovery: 0/0
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show ip pim bsr-router

To display information related to Protocol Independent Multicast (PIM) bootstrap router (BSR) protocol
processing, use the show ip pim bsr-router command in user EXEC or privileged EXEC mode.

show ip pim bsr-router

Syntax Description ~ This command has no arguments or keywords.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines In addition to Auto RP, the BSR RP method can be configured. After the BSR RP method is configured, this
command displays the BSR router information.

The following is sample output from the show ip pim bsr-router command:

Device# show ip pim bsr-router

PIMv2 Bootstrap information

This system is the Bootstrap Router (BSR)
BSR address: 172.16.143.28
Uptime: 04:37:59, BSR Priority: 4, Hash mask length: 30
Next bootstrap message in 00:00:03 seconds

Next Cand RP_advertisement in 00:00:03 seconds.
RP: 172.16.143.28 (Ethernet0), Group acl: 6
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show ip pim bsr

Syntax Description

To display information related to Protocol Independent Multicast (PIM) bootstrap router (BSR) protocol
processing, use the show ip pim bsr command in user EXEC or privileged EXEC mode.

show ip pim bsr

This command has no arguments or keywords.

Command Default None
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

In addition to Auto RP, the BSR RP method can be configured. After the BSR RP method is configured, this
command displays the BSR router information.

The following is sample output from the show ip pim bsr command:

Device# show ip pim bsr

PIMv2 Bootstrap information

This system is the Bootstrap Router (BSR)
BSR address: 172.16.143.28
Uptime: 04:37:59, BSR Priority: 4, Hash mask length: 30
Next bootstrap message in 00:00:03 seconds

Next Cand RP_advertisement in 00:00:03 seconds.
RP: 172.16.143.28 (Ethernet0), Group acl: 6
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show ip pim tunnel

To display information about the Protocol Independent Multicast (PIM) register encapsulation and decapsulation
tunnels on an interface, use the show ip pim tunnel command.

show ip pim [vrf vrf-name] tunnel [Tunnel interface-number | verbose]

Syntax Description

vrf vrf-name (Optional) Specifies a virtual routing and forwarding (VRF) configuration.

Tunnel interface-number  (Optional) Specifies the tunnel interface number.

verbose (Optional) Provides additional information, such as the MAC encapsulation
header and platform-specific information.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

\)

Use the show ip pim tunnel to display information about PIM tunnel interfaces.

PIM tunnel interfaces are used by the [Pv4 Multicast Forwarding Information Base (MFIB) for the PIM sparse
mode (PIM-SM) registration process. Two types of PIM tunnel interfaces are used by the the IPv4 MFIB:

* A PIM encapsulation tunnel (PIM Encap Tunnel)

* A PIM decapsulation tunnel (PIM Decap Tunnel)

The PIM Encap Tunnel is dynamically created whenever a group-to-rendezvous point (RP) mapping is learned
(through auto-RP, bootstrap router (BSR), or static RP configuration). The PIM Encap Tunnel is used to
encapsulate multicast packets sent by first-hop designated routers (DRs) that have directly connected sources.

Similar to the PIM Encap Tunnel, the PIM Decap Tunnel interface is dynamically created—but it is created
only on the RP whenever a group-to-RP mapping is learned. The PIM Decap Tunnel interface is used by the
RP to decapsulate PIM register messages.

Note

PIM tunnels will not appear in the running configuration.

The following syslog message appears when a PIM tunnel interface is created:
* SLINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel<interface number>,
changed state to up

The following is sample output from the show ip pim tunnel taken from an RP. The output is used
to verify the PIM Encap and Decap Tunnel on the RP:
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Device# show ip pim tunnel

TunnelO
Type : PIM Encap
RP : 70.70.70.1~*
Source: 70.70.70.1
Tunnell*
Type : PIM Decap
RP : 70.70.70.1%*

Source: -R2#

show ip pim tunnel .

Note

The asterisk (*) indicates that the router is the RP. The RP will always have a PIM Encap and Decap

Tunnel interface.
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show mdns cache

To display mDNS cache information for the device, use the show mdns cache command in privileged EXEC
mode.

show mdns cache [interface type number | name record-name [type record-typel | type
record-type]

Syntax Description interface type-number (Optional) Specifies a particular interface type and number for which mDNS cache
information is to be displayed.

name record-name (Optional) Specifies a particular name for which mDNS cache information is to
be displayed.

type record-type (Optional) Specifies a particular type for which mDNS cache information is to be
displayed.

Command Default None

Command Modes Privileged EXEC

User EXEC
Command History Release Modification
Cisco 10S XE This command was introduced.
3.3SE
Usage Guidelines Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain output do

not appear, but the lines that contain output appear.

Example

The following is an example of output from the show mdns cache command without any keywords:

Device# show mdns cache

[<NAME>] [KTYPE>] [<CLASS>] [<TTL>/Remaining] [Accessed] [If-name] [Mac
Address] [<RR Record Data>]

_airplay. tcp.local PTR IN 4500/4455 0 V1121
b878.2e33.c7c5 CAMPUS APPLE TV1. airplay. tcp.local

CAMPUS APPLE TV1. airplay. tcp.local SRV IN 120/75 2 V1121
b878.2e33.c7c5 CAMPUS-APPLE-TV1.local

CAMPUS-APPLE-TV1.local A IN 120/75 2 V1121
b878.2e33.c7c5 121.1.0.254

CAMPUS APPLE TV1. airplay. tcp.local TXT IN 4500/4455 2 v1iz1l
b878.2e33.c7c5 (162) 'deviceid=B8:78:2E:33:C7:C6'
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'features=0x5a7ffff7''flags=0x4"

'model=AppleT~"'~

_ipp._ tcp.local

2894.0fed.447f EPSON XP-400 Series. ipp. tcp.local

EPSON XP-400 Series. ipp. tcp.local
2894.0fed.447f EPSONCO53AA.local

EPSONCO053AA.1local
2894.0fed.447f 121.1.0.251

EPSON XP-400 Series. ipp. tcp.local

2894.0fed.447f (384) 'txtvers=1' N XP-400

'usbFG=EPSON' 'usb_MDL=XP~'~

smb. tcp.local

2894.0fed.447f EPSON XP-400 Series. smb. tcp.local

EPSON XP-400 Series. smb. tcp.local
2894.0fed.447f EPSONCO53AA.local

EPSON XP-400 Series. smb. tcp.local
2894.0fed.447f (1)'' R2-Accessl#

PTR

SRV

TXT

PTR

SRV

TXT

IN

IN

IN

IN

Series'

IN

IN

IN

4500/4465

120/85

120/85

4500/4465

4500/4465

120/85

4500/4465

show mdns cache .

V12
V12
V12

V12

V12
V12

V12
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show mdns requests

To display information for outstanding mDNS requests, including record name and record type information,
for the device, use the show mdns requests command in privileged EXEC mode.

show mdns requests [detail | name record-name | type record-type [ mame record-name 1] ]

Syntax Description

detail Displays detailed mDNS request information.

name record-name Displays detailed mDNS request information based on name.

type record-type Displays detailed mDNS request information based on type.

Command Default ~ None
Command Modes Privileged EXEC
User EXEC
Command History Release Modification
Cisco IOS XE This command was
3.3SE introduced.

Usage Guidelines

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain output do not
appear, but the lines that contain output appear.

Example

This is an example of output from the show mdns requests command without any keywords:

Device# show mdns requests
MDNS Outstanding Requests

Request name : _airplay. tcp.local
Request type : PTR

Request class : IN

Request name : *LK

Request type : PTR

Request class : IN
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show mdns statistics .

show mdns statistics

To display mDNS statistics for the device, use the show mdns statistics command in privileged EXEC mode.

show mdns statistics {all | service-list /ist-name | service-policy {all | interface fype-number
}}

Syntax Description

all Displays the service policy, service list, and interface information.

service-list /ist-name Displays the service list information.

service-policy Displays the service policy information.

interface #ype number Displays interface information.

Command Default ~ None

Command Modes Privileged EXEC
User EXEC

Command History Release Modification
Cisco I0S XE This command was
3.3SE introduced.

Usage Guidelines

Expressions are case sensitive, for example, if you enter | exclude output, the lines that contain "output' do
not appear, but the lines that contain "Output" appear.

Example

The following is a sample output from the show mdns statistics all command:

Device# show mdns statistics all

mDNS Statistics

mDNS packets sent 0
mDNS packets received : 0
mDNS packets dropped : 0
mDNS cache memory in use: 64224 (bytes)
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. show platform software fed switch ip multicast

show platform software fed switch ip multicast

To display platform-dependent IP multicast tables and other information, use the show platform software
fed switch ip multicast command in privileged EXEC mode.

show platform software fed switch {switch-number | active | standby}ip multicast{groups |
hardware[ {detail}] | interfaces | retry}

Syntax Description

switch {switch num | The device for which you want to display information.

active | standby } * switch_num—Enter the switch ID. Displays information for the specified
switch.
« active—Displays information for the active switch.
« standby—Displays information for the standby switch, if available.
groups Displays the IP multicast routes per group.

Displays the IP multicast routes loaded into hardware. The optional detail
keyword is used to show the port members in the destination index and route

hardware [detail]

index.
interfaces Displays the IP multicast interfaces.
retry Displays the IP multicast routes in the retry queue.
Command Modes Privileged EXEC
Command History Release Modification

Usage Guidelines

Cisco IOS XE Everest 16.5.1a This command was introduced.

Use this command only when you are working directly with a technical support representative while
troubleshooting a problem. Do not use this command unless a technical support representative asks you to do
SO.

Example

The following example shows how to display platform IP multicast routes per group:

Device# show platform software fed active ip multicast groups

Total Number of entries:3
MROUTE ENTRY vrf O (*, 224.0.0.0)

Token: 0x0000001f6 flags: C
No RPF interface.

Number of OIF: 0

Flags: 0x10 Pkts : O

OIF Details:No OIF interface.
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DI details

Handle:0x603cf7f8 Res-Type:ASIC RSC DI Asic-Num:255

show platform software fed switch ip multicast .

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP_FEAT INVALID ref count:1

Hardware Indices/Handles: index0:0x51f6

Cookie length 56

index1:0x51f6

0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 O0x0 0x0 O0x0 0x0 0x0 Ox0 0x0 Ox4 0OxeO 0x0 O0x0 0x0 O0x0 0xO
0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 O0x0 0x0 Ox0 0x0 0x0 0x0 0x0 O0x0 0x0 Ox0 0x0 O0x0 0x0O 0xO

0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 O0x0 0x0 O0x0 0xO0

Detailed Resource Information (ASIC# 0)

RM:index = 0x51f6
RM:pmap = 0x0

RM:cmi = 0x0

RM:rcp pmap = 0x0

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51f6
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu_g vpn[O0] 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0

Detailed Resource Information (ASIC# 1)

al _rsc di

RM:index = 0x51f6
RM:pmap = 0x0

RM:cmi = 0x0

RM:rcp pmap = 0x0

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51f6
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu g vpn[0] = 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0
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. show platform software fed switch ip multicast

<output truncated>
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PART V

IPv6

* [Pv6, on page 265







IPv6

« ipv6 dhep server vrf enable, on page 266
* ipv6 flow monitor , on page 267
* show ipv6 dhcp binding, on page 268
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. ipv6 dhcp server vrf enable

ipv6 dhcp server vrf enable

To enable the DHCP for IPv6 server VRF-aware feature, use the ipv6 dhcp server vrf enable command in
global configuration mode. To disable the feature, use the no form of this command.

ipv6 dhcp server vrf enable
no ipvé dhcp server vrf enable

Syntax Description ~ This command has no arguments or keywords.

Command Default The DHCPv6 server VRF-aware feature is not enabled.

Command Modes
Global configuration (config)

Command History Release Modification
Cisco IOS XE Everest This command was introduced.
16.5.1a
Usage Guidelines The ipv6 dhcp server option vpn command allows the DHCPv6 server VRF-aware feature to be enabled

globally on a device.

Examples The following example enables the DHCPv6 server VRF-aware feature globally on a device:

Device (config) # ipvé dhcp server option vpn
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ipv6 flow monitor .

ipv6 flow monitor

This command activates a previously created flow monitor by assigning it to the interface to analyze incoming
or outgoing traffic.

To activate a previously created flow monitor, use the ipv6 flow monitor command. To de-activate a flow

monitor, use the no form of the command.

ipv6 flow monitor ipv6-monitor-name [sampler ipv6-sampler-name] {input | output}
no ipv6 flow monitor ipv6-monitor-name [sampler ipv6-sampler-name] {input | output}

Syntax Description

Command Default

Command Modes

ipv6-monitor-name Activates a previously created flow monitor by assigning it to the interface
to analyze incoming or outgoing traffic.

sampler ipv6-sampler-name  Applies the flow monitor sampler.

input Applies the flow monitor on input traffic.

output Applies the flow monitor on output traffic.

[Pv6 flow monitor is not activated until it is assigned to an interface.

Interface Configuration.

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.

You cannot attach a NetFlow monitor to a port channel interface. If both service module interfaces are part
of an EtherChannel, you should attach the monitor to both physical interfaces.

This example shows how to apply a flow monitor to an interface:

Device (config) # interface gigabitethernet 1/1/2
config-if)# ip flow monitor FLOW-MONITOR-1 input
config-if)# ip flow monitor FLOW-MONITOR-2 output

config-if)# end

Device
Device
Device
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show ipv6 dhcp binding

To display automatic client bindings from the Dynamic Host Configuration Protocol (DHCP) for IPv6 server
binding table, use the show ipv6 dhcp binding command in user EXEC or privileged EXEC mode.

show ipv6 dhcp binding [ipv6-address] [vrf vrf-name]

Syntax Description

Command Modes

ipv6-address | (Optional) The address of a DHCP for IPv6 client.

vrf vrf-name |(Optional) Specifies a virtual routing and forwarding (VRF) configuration.

User EXEC (>)
Privileged EXEC (#)
Command History Release Modification
Cisco I0S XE Everest This command was introduced.
16.5.1a

Usage Guidelines

)

The show ipv6 dhcep binding command displays all automatic client bindings from the DHCP for IPv6 server
binding table if the ipv6-address argument is not specified. When the ipv6-address argument is specified,
only the binding for the specified client is displayed.

If the vrf vrf-namekeyword and argument combination is specified, all bindings that belong to the specified
VREF are displayed.

Note

Examples

The ipv6 dhcep server vrf enable command must be enabled for the configured VRF to work. If the command
is not configured, the output of the show ipv6 dhep binding command will not display the configured VRF;
it will only display the default VRF details.

The following sample output displays all automatic client bindings from the DHCP for IPv6 server
binding table:

Device# show ipvé dhcp binding

Client: FE80::A8BB:CCFF:FE00:300
DUID: 00030001AABBCC000300
Username : client 1
Interface: Virtual-Access2.1
IA PD: IA ID 0x000C0001, T1 75, T2 135
Prefix: 2001:380:E00::/64
preferred lifetime 150, valid lifetime 300
expires at Dec 06 2007 12:57 PM (262 seconds)
Client: FE80::A8BB:CCFF:FE00:300 (Virtual-Access2.2)
DUID: 00030001AABBCC000300
IA PD: IA ID 0x000D0O001, T1 75, T2 135
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show ipv6 dhep binding .

Prefix: 2001:0DB8:E00:1::/64
preferred lifetime 150, valid lifetime 300
expires at Dec 06 2007 12:58 PM (288 seconds)

The table below describes the significant fields shown in the display.

Table 16: show ipv6 dhcp binding Field Descriptions

Field Description
Client Address of a specified client.
DUID DHCP unique identifier (DUID).

Virtual-Access2.1

First virtual client. When an IPv6 DHCP client requests two prefixes with
the same DUID but a different identity association for prefix delegation
(IAPD ) on two different interfaces, these prefixes are considered to be for
two different clients, and interface information is maintained for both.

Username : client 1

The username associated with the binding.

IAPD Collection of prefixes assigned to a client.
IAID Identifier for this TAPD.
Prefix Prefixes delegated to the indicated IAPD on the specified client.

preferred lifetime, valid
lifetime

The preferred lifetime and valid lifetime settings, in seconds, for the specified
client.

Expires at

Date and time at which the valid lifetime expires.

Virtual-Access2.2

Second virtual client. When an IPv6 DHCP client requests two prefixes with
the same DUID but different IAIDs on two different interfaces, these prefixes
are considered to be for two different clients, and interface information is
maintained for both.

When the DHCPv6 pool on the Cisco IOS DHCPvV6 server is configured to obtain prefixes for
delegation from an authentication, authorization, and accounting (AAA) server, it sends the PPP
username from the incoming PPP session to the AAA server for obtaining the prefixes. The PPP
username is associated with the binding is displayed in output from the show ipv6 dhcp binding
command. If there is no PPP username associated with the binding, this field value is displayed as

"unassigned."

The following example shows that the PPP username associated with the binding is "client 1":

Device# show ipv6é dhcp binding

Client: FE80::2AA:FF:FEBB:CC
DUID: 0003000100AA00BBOOCC

Username : client 1

Interface : Virtual-Access2

IA PD: IA ID 0x00130001,

Tl 75, T2 135

Prefix: 2001:0DB8:1:3::/80
preferred lifetime 150, valid lifetime 300
expires at Aug 07 2008 05:19 AM (225 seconds)
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. show ipv6 dhep binding

The following example shows that the PPP username associated with the binding is unassigned:

Device# show ipvé dhcp binding

Client: FE80::2AA:FF:FEBB:CC

DUID: 0003000100AA00BB0OOCC

Username : unassigned

Interface : Virtual-Access2

IA PD: IA ID 0x00130001, T1 150, T2 240

Prefix: 2001:0DB8:1:1::/80

preferred lifetime 300, valid lifetime 300
expires at Aug 11 2008 06:23 AM (233 seconds)

Related Commands | Command Description

ipv6 dhcep server vrf enable | Enables the DHCPv6 server VRF-aware feature.

clear ipv6 dhcp binding Deletes automatic client bindings from the DHCP for IPv6 binding table.
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* channel-group, on page 275

* channel-protocol, on page 278

* clear lacp, on page 279

* clear pagp, on page 280

* clear spanning-tree counters, on page 281
* clear spanning-tree detected-protocols, on page 282
* debug etherchannel, on page 283

* debug lacp, on page 284

* debug pagp, on page 285

* debug platform pm, on page 286

* debug platform udld, on page 288

* debug spanning-tree , on page 289

« interface port-channel, on page 291

* lacp max-bundle, on page 292

* lacp port-priority, on page 293

* lacp rate, on page 294

* lacp system-priority, on page 295

* pagp learn-method, on page 296

* pagp port-priority, on page 298

* port-channel, on page 299

* port-channel auto, on page 300

* port-channel load-balance, on page 301
* port-channel load-balance extended, on page 303
* port-channel min-links, on page 304

* rep admin vlan, on page 305

* rep block port, on page 306

» rep Isl-age-timer, on page 308

* rep Isl-retries, on page 309

* rep preempt delay, on page 310

* rep preempt segment, on page 311

* rep segment, on page 312

* rep sten, on page 314

* show etherchannel, on page 315
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» show interfaces rep detail, on page 318
* show lacp, on page 319

* show pagp, on page 323

* show platform software fed etherchannel, on page 325
* show platform pm, on page 326

* show rep topology, on page 327

* show udld, on page 329

* switchport, on page 332

* switchport access vlan, on page 334

* switchport mode, on page 337

* switchport nonegotiate, on page 339

* switchport voice vlan, on page 340

* udld, on page 343

» udld port, on page 345

» udld reset, on page 347
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channel-group

To assign an Ethernet port to an EtherChannel group, or to enable an EtherChannel mode, or both, use the
channel-group command in interface configuration mode. To remove an Ethernet port from an EtherChannel

group, use the no form of this command.

channel-group .

channel-group { auto | channel-group-number mode {active | auto [non-silent] | desirable

[non-silent] | on | passive} }
no channel-group

Syntax Description

Command Default

Command Modes

auto

Enables auto-LAG feature on
individual port interface.

By default, the auto-LAG feature
is enabled on the port.

channel-group-number

Channel group number. The range
is 1 to 128.

mode

Specifies the EtherChannel mode.

active

Unconditionally enables Link
Aggregation Control Protocol
(LACP).

auto

Enables the Port Aggregation
Protocol (PAgP) only if a PAgP
device is detected.

non-silent

(Optional) Configures the interface
for nonsilent operation when
connected to a partner that is
PAgP-capable. Use in PAgP mode
with the auto or desirable keyword
when traffic is expected from the
other device.

desirable

Unconditionally enables PAgP.

on

Enables the on mode.

passive

Enables LACP only if a LACP
device is detected.

No channel groups are assigned.

No mode is configured.

Interface configuration
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Command History

Usage Guidelines

A

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

For Layer 2 EtherChannels, the channel-group command automatically creates the port-channel interface
when the channel group gets its first physical port. You do not have to use the interface port-channel command
in global configuration mode to manually create a port-channel interface. If you create the port-channel
interface first, the channel-group-number can be the same as the port-channel-number, or you can use a new
number. If you use a new number, the channel-group command dynamically creates a new port channel.

After you configure an EtherChannel, configuration changes that you make on the port-channel interface
apply to all the physical ports assigned to the port-channel interface. Configuration changes applied to the
physical port affect only the port where you apply the configuration. To change the parameters of all ports in
an EtherChannel, apply configuration commands to the port-channel interface, for example, spanning-tree
commands or commands to configure a Layer 2 EtherChannel as a trunk.

Active mode places a port into a negotiating state in which the port initiates negotiations with other ports by
sending LACP packets. A channel is formed with another port group in either the active or passive mode.

Auto mode places a port into a passive negotiating state in which the port responds to PAgP packets it receives
but does not start PAgP packet negotiation. A channel is formed only with another port group in desirable
mode. When auto is enabled, silent operation is the default.

Desirable mode places a port into an active negotiating state in which the port starts negotiations with other
ports by sending PAgP packets. An EtherChannel is formed with another port group that is in the desirable
or auto mode. When desirable is enabled, silent operation is the default.

If you do not specify non-silent with the auto or desirable mode, silent is assumed. The silent mode is used
when the device is connected to a device that is not PAgP-capable and rarely, if ever, sends packets. An
example of a silent partner is a file server or a packet analyzer that is not generating traffic. In this case, running
PAgP on a physical port prevents that port from ever becoming operational. However, it allows PAgP to
operate, to attach the port to a channel group, and to use the port for transmission. Both ends of the link cannot
be set to silent.

In on mode, a usable EtherChannel exists only when both connected port groups are in the on mode.

Caution

Use care when using the on mode. This is a manual configuration, and ports on both ends of the EtherChannel
must have the same configuration. If the group is misconfigured, packet loss or spanning-tree loops can occur.

Passive mode places a port into a negotiating state in which the port responds to received LACP packets but
does not initiate LACP packet negotiation. A channel is formed only with another port group in active mode.

Do not configure an EtherChannel in both the PAgP and LACP modes. EtherChannel groups running PAgP
and LACP can coexist on the same device or on different devices in the stack (but not in a cross-stack
configuration). Individual EtherChannel groups can run either PAgP or LACP, but they cannot interoperate.

If you set the protocol by using the channel-protocol interface configuration command, the setting is not
overridden by the channel-group interface configuration command.

Do not configure a port that is an active or a not-yet-active member of an EtherChannel as an IEEE 802.1x
port. If you try to enable IEEE 802.1x authentication on an EtherChannel port, an error message appears, and
IEEE 802.1x authentication is not enabled.

Do not configure a secure port as part of an EtherChannel or configure an EtherChannel port as a secure port.
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A

channel-group .

For a complete list of configuration guidelines, see the “Configuring EtherChannels” chapter in the software
configuration guide for this release.

Caution

Do not assign bridge groups on the physical EtherChannel ports because it creates loops.

This example shows how to configure an EtherChannel on a single device in the stack. It assigns
two static-access ports in VLAN 10 to channel 5 with the PAgP mode desirable:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/1 - 2
Device (config-if-range) # switchport mode access

Device (config-if-range)# switchport access vlan 10

Device (config-if-range) # channel-group 5 mode desirable
Device (config-if-range)# end

This example shows how to configure an EtherChannel on a single device in the stack. It assigns
two static-access ports in VLAN 10 to channel 5 with the LACP mode active:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/1 - 2
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

Device (config-if-range)# channel-group 5 mode active
Device (config-if-range)# end

This example shows how to configure a cross-stack EtherChannel in a device stack. It uses LACP
passive mode and assigns two ports on stack member 2 and one port on stack member 3 as static-access
ports in VLAN 10 to channel 5:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/4 - 5
Device (config-if-range)# switchport mode access

Device (config-if-range) # switchport access vlan 10

Device (config-if-range)# channel-group 5 mode passive
Device (config-if-range) # exit

Device (config) # interface GigabitEthernet 3/0/3

Device (config-if)# switchport mode access

Device (config-if)# switchport access vlan 10

Device (config-if)
Device (config-if)

channel-group 5 mode passive
exit

#
#

You can verify your settings by entering the show running-config privileged EXEC command.
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channel-protocol

To restrict the protocol used on a port to manage channeling, use the channel-protocol command in interface
configuration mode. To return to the default setting, use the no form of this command.

channel-protocol {lacp | pagp}
no channel-protocol

Syntax Description

Command Default

Command Modes

lacp Configures an EtherChannel with the Link Aggregation Control Protocol (LACP).

pagp Configures an EtherChannel with the Port Aggregation Protocol (PAgP).

No protocol is assigned to the EtherChannel.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I10S XE 3.3SE This command was introduced.

Use the channel-protocol command only to restrict a channel to LACP or PAgP. If you set the protocol by
using the channel-protocol command, the setting is not overridden by the channel-group interface
configuration command.

You must use the channel-group interface configuration command to configure the EtherChannel parameters.
The channel-group command also can set the mode for the EtherChannel.

You cannot enable both the PAgP and LACP modes on an EtherChannel group.
PAgP and LACP are not compatible; both ends of a channel must use the same protocol.

You cannot configure PAgP on cross-stack configurations.

This example shows how to specify LACP as the protocol that manages the EtherChannel:

Device (config-if) # channel-protocol lacp

You can verify your settings by entering the show etherchannel [channel-group-number] protocol
privileged EXEC command.
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clear lacp

clear lacp .

To clear Link Aggregation Control Protocol (LACP) channel-group counters, use the clear lacp command
in privileged EXEC mode.

clear lacp [channel-group-number] counters

Syntax Description

channel-group-number  (Optional) Channel group number. The range is 1 to 128.

counters Clears traffic counters.
Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Usage Guidelines

You can clear all counters by using the clear lacp counters command, or you can clear only the counters for
the specified channel group by using the clear lacp channel-group-number counters command.

This example shows how to clear all channel-group information:

Device# clear lacp counters

This example shows how to clear LACP traffic counters for group 4:

Device# clear lacp 4 counters

You can verify that the information was deleted by entering the show lacp counters or the show
lacp channel-group-number counters privileged EXEC command.
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clear pagp

To clear the Port Aggregation Protocol (PAgP) channel-group information, use the clear pagp command in
privileged EXEC mode.

clear pagp |[channel-group-number] counters

Syntax Description  channel-group-number (Optional) Channel group number. The range is 1 to 128.

counters Clears traffic counters.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines You can clear all counters by using the clear pagp counters command, or you can clear only the counters

for the specified channel group by using the clear pagp channel-group-number counters command.

This example shows how to clear all channel-group information:

Device# clear pagp counters

This example shows how to clear PAgP traffic counters for group 10:

Device# clear pagp 10 counters

You can verify that the information was deleted by entering the show pagp privileged EXEC
command.
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clear spanning-tree counters

To clear the spanning-tree counters, use the clear spanning-tree counters command in privileged EXEC
mode.

clear spanning-tree counters [interface inferface-id]

Syntax Description  interface interface-id (Optional) Clears all spanning-tree counters on the
specified interface. Valid interfaces include physical
ports, VLANSs, and port channels.

The VLAN range is 1 to 4094.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines If the interface-id value is not specified, spanning-tree counters are cleared for all interfaces.

This example shows how to clear spanning-tree counters for all interfaces:

Device# clear spanning-tree counters
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clear spanning-tree detected-protocols

To restart the protocol migration process and force renegotiation with neighboring devices on the interface,
use the clear spanning-tree detected-protocols command in privileged EXEC mode.

clear spanning-tree detected-protocols [interface interface-id]

Syntax Description  interface interface-id (Optional) Restarts the protocol migration process on
the specified interface. Valid interfaces include
physical ports, VLANSs, and port channels.

The VLAN range is 1 to 4094.

The port-channel range is 1 to 128.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Usage Guidelines A device running the rapid per-VLAN spanning-tree plus (rapid-PVST+) protocol or the Multiple Spanning
Tree Protocol (MSTP) supports a built-in protocol migration method that enables it to interoperate with legacy
IEEE 802.1D devices. If a rapid-PVST+ or an MSTP device receives a legacy IEEE 802.1D configuration
bridge protocol data unit (BPDU) with the protocol version set to 0, the device sends only IEEE 802.1D
BPDUs on that port. A multiple spanning-tree (MST) device can also detect that a port is at the boundary of
a region when it receives a legacy BPDU, an MST BPDU (Version 3) associated with a different region, or
a rapid spanning-tree (RST) BPDU (Version 2).

The device does not automatically revert to the rapid-PVST+ or the MSTP mode if it no longer receives IEEE
802.1D BPDUs because it cannot learn whether the legacy switch has been removed from the link unless the
legacy switch is the designated switch. Use the clear spanning-tree detected-protocols command in this
situation.

This example shows how to restart the protocol migration process on a port:

Device# clear spanning-tree detected-protocols interface gigabitethernet2/0/1
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debug etherchannel

To enable debugging of EtherChannels, use the debug etherchannel command in privileged EXEC mode.
To disable debugging, use the no form of the command.

debug etherchannel [{all | detail | error |event |idb }]
no debug etherchannel [{all | detail | error |event |idb }]

Syntax Description

all (Optional) Displays all EtherChannel debug messages.

detail (Optional) Displays detailed EtherChannel debug messages.

error (Optional) Displays EtherChannel error debug messages.

event (Optional) Displays EtherChannel event messages.

idb (Optional) Displays PAgP interface descriptor block debug messages.

Command Default ~ Debugging is disabled.
Command History Release Modification
Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

)

The undebug etherchannel command is the same as the no debug etherchannel command.

Note

Although the linecard keyword is displayed in the command-line help, it is not supported.

When you enable debugging on a stack, it is enabled only on the active switch. To enable debugging on the
standby switch , start a session from the active switch by using the session switch-number command in
privileged EXEC mode. Enter the debug command at the command-line prompt of the standby switch.

To enable debugging on the standby switch without first starting a session on the active switch, use the remote

command switch-number LINE command in privileged EXEC mode.

This example shows how to display all EtherChannel debug messages:
Device# debug etherchannel all
This example shows how to display debug messages related to EtherChannel events:

Device# debug etherchannel event
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debug lacp

To enable debugging of Link Aggregation Control Protocol (LACP) activity, use the debug lacp command
in privileged EXEC mode. To disable LACP debugging, use the no form of this command.

debug lacp [{all |event | fsm | misc | packet}]
no debug lacp [{all |event |fsm | misc | packet}]

Syntax Description  all (Optional) Displays all LACP debug messages.

event (Optional) Displays LACP event debug messages.

fsm (Optional) Displays messages about changes within the LACP finite state machine.

misc  (Optional) Displays miscellaneous LACP debug messages.

packet (Optional) Displays the receiving and transmitting LACP control packets.

Command Default ~ Debugging is disabled.

Command Modes Privileged EXEC

Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines The undebug etherchannel command is the same as the no debug etherchannel command.

When you enable debugging on a stack, it is enabled only on the active switch. To enable debugging on the
standby switch , start a session from the active switch by using the session switch-number command in
privileged EXEC mode. Enter the debug command at the command-line prompt of the standby switch.

To enable debugging on the standby switch without first starting a session on the active switch, use the remote

command switch-number LINE command in privileged EXEC mode.

This example shows how to display all LACP debug messages:

Device# debug LACP all

This example shows how to display debug messages related to LACP events:

Device# debug LACP event
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debug pagp

To enable debugging of Port Aggregation Protocol (PAgP) activity, use the debug pagp command in privileged
EXEC mode. To disable PAgP debugging, use the no form of this command.

debug pagp [{all | dual-active | event | fsm | misc | packet}]
no debug pagp [{all | dual-active | event | fsm | misc | packet}]

Syntax Description

all (Optional) Displays all PAgP debug messages.
dual-active (Optional) Displays dual-active detection messages.
event (Optional) Displays PAgP event debug messages.

fsm (Optional) Displays messages about changes within the

PAgP finite state machine.

misc (Optional) Displays miscellaneous PAgP debug messages.

packet (Optional) Displays the receiving and transmitting PAgP
control packets.

Command Default Debugging is disabled.
Command History Release Modification
Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Usage Guidelines

The undebug pagp command is the same as the no debug pagp command.

When you enable debugging on a stack, it is enabled only on the active switch. To enable debugging on the
standby switch , start a session from the active switch by using the session switch-number command in
privileged EXEC mode. Enter the debug command at the command-line prompt of the standby switch.

To enable debugging on the standby switch without first starting a session on the active switch, use the remote

command switch-number LINE command in privileged EXEC mode.

This example shows how to display all PAgP debug messages:
Device# debug pagp all
This example shows how to display debug messages related to PAgP events:

Device# debug pagp event
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debug platform pm

To enable debugging of the platform-dependent port manager software module, use the debug platform pm
command in privileged EXEC mode. To disable debugging, use the no form of this command.

debug platform pm {all | counters | errdisable | fec | if-numbers | 12-control | link-status | platform |
pm-spi | pm-vectors [detail] | ses | vlans}

no debug platform pm {all|counters | errdisable | fec | if-numbers | 12-control | link-status | platform
| pm-spi | pm-vectors [detail] | ses | vlans}

Syntax Description

all Displays all port manager debug messages.

counters Displays counters for remote procedure call (RPC) debug messages.
errdisable Displays error-disabled-related events debug messages.

fec Displays forwarding equivalence class (FEC) platform-related events

debug messages.

if-numbers Displays interface-number translation event debug messages.
12-control Displays Layer 2 control infra debug messages.
link-status Displays interface link-detection event debug messages.
platform Displays port manager function event debug messages.
pm-spi Displays port manager stateful packet inspection (SPI) event debug
messages.
pm-vectors Displays port manager vector-related event debug messages.
detail (Optional) Displays vector-function details.
ses Displays service expansion shelf (SES) related event debug messages.
vlans Displays VLAN creation and deletion event debug messages.
Command Default ~ Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0S XE 3.3SECisco 10S XE 3.3SE This command was introduced.

Usage Guidelines

The undebug platform pm command is the same as the no debug platform pm command.

When you enable debugging on a stack, it is enabled only on the active switch. To enable debugging on the
standby switch , start a session from the active switch by using the session switch-number command in
privileged EXEC mode. Enter the debug command at the command-line prompt of the standby switch.
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To enable debugging on the standby switch without first starting a session on the active switch, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display debug messages related to the creation and deletion of VLANSs:

Device# debug platform pm vlans
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debug platform udld

To enable debugging of the platform-dependent UniDirectional Link Detection (UDLD) software, use the
debug platform udld command in privileged EXEC mode. To disable debugging, use the no form of this
command.

debug platform udld [{error |event}] [switch switch-number]
no debug platform udld [{error |event}] [switch switch-number]

Syntax Description  error (Optional) Displays error condition debug messages.
event (Optional) Displays UDLD-related platform event debug messages.
switch (Optional) Displays UDLD debug messages for the specified stack member.

switch-number

Command Default Debugging is disabled.

Command History Release Modification
Cisco I0S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines The undebug platform udld command is the same as the no debug platform udld command.

When you enable debugging on a switch stack, it is enabled only on the active switch. To enable debugging
on a stack member, you can start a session from the active switch by using the session switch-number EXEC
command. Then enter the debug command at the command-line prompt of the stack member.
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To enable debugging of spanning-tree activities, use the debug spanning-tree command in EXEC mode. To
disable debugging, use the no form of this command.

debug spanning-tree {all | backbonefast | bpdu | bpdu-opt | config | etherchannel | events | exceptions
| general | ha | mstp | pvst+ | root | snmp |synchronization | switch | uplinkfast}

no debug spanning-tree {all | backbonefast | bpdu | bpdu-opt | config | etherchannel | events |
exceptions | general | mstp | pvst+ | root | snmp | synchronization | switch | uplinkfast}

Syntax Description

all Displays all spanning-tree debug messages.

backbonefast Displays BackboneFast-event debug messages.

bpdu Displays spanning-tree bridge protocol data unit (BPDU)
debug messages.

bpdu-opt Displays optimized BPDU handling debug messages.

config Displays spanning-tree configuration change debug
messages.

etherchannel Displays EtherChannel-support debug messages.

events Displays spanning-tree topology event debug messages.

exceptions Displays spanning-tree exception debug messages.

general Displays general spanning-tree activity debug messages.

ha Displays high-availability spanning-tree debug messages.

mstp Debugs Multiple Spanning Tree Protocol (MSTP) events.

pvst+ Displays per-VLAN spanning-tree plus (PVST+) event
debug messages.

root Displays spanning-tree root-event debug messages.

snmp Displays spanning-tree Simple Network Management
Protocol (SNMP) handling debug messages.

switch Displays device shim command debug messages. This
shim is the software module that is the interface between
the generic Spanning Tree Protocol (STP) code and the
platform-specific code of various device platforms.

synchronization Displays the spanning-tree synchronization event debug
messages.

uplinkfast Displays UplinkFast-event debug messages.
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Command History Release Modification
Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.

Usage Guidelines

The undebug spanning-tree command is the same as the no debug spanning-tree command.

When you enable debugging on a stack, it is enabled only on the active switch. To enable debugging on the
standby switch , start a session from the active switch by using the session switch-number command in
privileged EXEC mode. Enter the debug command at the command-line prompt of the standby switch.

To enable debugging on the standby switch without first starting a session on the active switch, use the remote

command switch-number LINE command in privileged EXEC mode.

This example shows how to display all spanning-tree debug messages:

Device# debug spanning-tree all
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interface port-channel

To access or create a port channel, use the interface port-channel command in global configuration mode.
Use the no form of this command to remove the port channel.

interface port-channel port-channel-number
no interface port-channel

Syntax Description

Command Default

Command Modes

port-channel-number ~Channel group number. The range is 1 to 128.

No port channel logical interfaces are defined.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

For Layer 2 EtherChannels, you do not have to create a port-channel interface before assigning physical ports
to a channel group. Instead, you can use the channel-group interface configuration command, which
automatically creates the port-channel interface when the channel group obtains its first physical port. If you
create the port-channel interface first, the channel-group-number can be the same as the port-channel-number,
or you can use a new number. If you use a new number, the channel-group command dynamically creates a
new port channel.

Only one port channel in a channel group is allowed.
Follow these guidelines when you use the interface port-channel command:

* If you want to use the Cisco Discovery Protocol (CDP), you must configure it on the physical port and
not on the port channel interface.

* Do not configure a port that is an active member of an EtherChannel as an IEEE 802.1x port. If IEEE
802.1x is enabled on a not-yet active port of an EtherChannel, the port does not join the EtherChannel.

For a complete list of configuration guidelines, see the “Configuring EtherChannels” chapter in the software
configuration guide for this release.

This example shows how to create a port channel interface with a port channel number of 5:

Device (config) # interface port-channel 5

You can verify your setting by entering the show running-config privileged EXEC or show
etherchannel channel-group-number detail privileged EXEC command.

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



Layer2/3 |
. lacp max-bundle

lacp max-bundle

To define the maximum number of active LACP ports allowed in a port channel, use the lacp max-bundle
command in interface configuration mode. To return to the default setting, use the no form of this command.

lacp max-bundle max_bundle number
no lacp max-bundle

Syntax Description  max bundle number The maximum number of active LACP ports in the port channel. The range is 1 to
8. The default is 8.

Command Default None

Command Modes Interface configuration
Command History Release Modification
Cisco IOS XE 3.3SE This command was introduced.

Usage Guidelines An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in hot-standby mode. When there are more than eight ports in an LACP channel
group, the device on the controlling end of the link uses port priorities to determine which ports are bundled
into the channel and which ports are put in hot-standby mode. Port priorities on the other device (the
noncontrolling end of the link) are ignored.

The lacp max-bundle command must specify a number greater than the number specified by the port-channel
min-links command.

Use the show etherchannel summary privileged EXEC command to see which ports are in the hot-standby

mode (denoted with an H port-state flag in the output display).

This example shows how to specify a maximum of five active LACP ports in port channel 2:

Device (config) # interface port-channel 2
Device (config-if)# lacp max-bundle 5
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lacp port-priority

To configure the port priority for the Link Aggregation Control Protocol (LACP), use the lacp port-priority
command in interface configuration mode. To return to the default setting, use the no form of this command.

lacp port-priority priority
no lacp port-priority

Syntax Description

Command Default

Command Modes

priority Port priority for LACP. The range is 1 to 65535.

The default is 32768.

Interface configuration

Command History

Usage Guidelines

\)

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

The lacp port-priority interface configuration command determines which ports are bundled and which ports
are put in hot-standby mode when there are more than eight ports in an LACP channel group.

An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in standby mode.

In port-priority comparisons, a numerically lower value has a higher priority: When there are more than eight
ports in an LACP channel group, the eight ports with the numerically lowest values (highest priority values)
for LACP port priority are bundled into the channel group, and the lower-priority ports are put in hot-standby
mode. If two or more ports have the same LACP port priority (for example, they are configured with the
default setting of 65535), then an internal value for the port number determines the priority.

Note

The LACP port priorities are only effective if the ports are on the device that controls the LACP link. See the
lacp system-priority global configuration command for determining which device controls the link.

Use the show lacp internal privileged EXEC command to display LACP port priorities and internal port
number values.

For information about configuring LACP on physical ports, see the configuration guide for this release.
This example shows how to configure the LACP port priority on a port:

Device# interface gigabitethernet2/0/1
Device (config-if)# lacp port-priority 1000

You can verify your settings by entering the show lacp [channel-group-number]| internal privileged
EXEC command.
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lacp rate

To set the rate at which Link Aggregation Control Protocol (LACP) control packets are ingressed to an
LACP-supported interface, use the lacp rate command in interface configuration mode. To return to the
default settings, use the no form of this command

lacp rate {normal | fast}
no lacp rate

Syntax Description normal Specifies that LACP control packets are ingressed at the normal rate, every 30 seconds after the
link is bundled.

fast Specifies that LACP control packets are ingressed at the fast rate, once every 1 second.

Command Default The default ingress rate for control packets is 30 seconds after the link is bundled.
Command Modes Interface configuration (config-if)
Command History Release Modification
Cisco 10S XE Denali 16.2.1 This command was introduced.
Usage Guidelines Use this command to modify the duration of LACP timeout. The LACP timeout value on Cisco switch is

three times the LACP rate configured on the interface. Using the lacp ratecommand, you can select the LACP
timeout value for a switch to be either 90 seconds or 3 seconds.

This command is supported only on LACP-enabled interfaces.
This example shows how to specify the fast (1 second) ingress rate on interface GigabitEthernet 0/0:

Device (config) # interface gigabitEthernet 0/0
Device (config-if)# lacp rate fast
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lacp system-priority

To configure the system priority for the Link Aggregation Control Protocol (LACP), use the lacp
system-priority command in global configuration mode on the device. To return to the default setting, use
the no form of this command.

lacp system-priority priority
no lacp system-priority

Syntax Description

Command Default

Command Modes

priority  System priority for LACP. The range is 1 to 65535.

The default is 32768.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco IOS XE 3.3SE This command was introduced.

The lacp system-priority command determines which device in an LACP link controls port priorities.

An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in standby mode. When there are more than eight ports in an LACP channel group,
the device on the controlling end of the link uses port priorities to determine which ports are bundled into the
channel and which ports are put in hot-standby mode. Port priorities on the other device (the noncontrolling
end of the link) are ignored.

In priority comparisons, numerically lower values have a higher priority. Therefore, the system with the
numerically lower value (higher priority value) for LACP system priority becomes the controlling system. If
both devices have the same LACP system priority (for example, they are both configured with the default
setting of 32768), the LACP system ID (the device MAC address) determines which device is in control.

The lacp system-priority command applies to all LACP EtherChannels on the device.

Use the show etherchannel summary privileged EXEC command to see which ports are in the hot-standby
mode (denoted with an H port-state flag in the output display).

This example shows how to set the LACP system priority:

Device (config)# lacp system-priority 20000

You can verify your settings by entering the show lacp sys-id privileged EXEC command.

Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches) .



. pagp learn-method

Layer2/3 |

pagp learn-method

To learn the source address of incoming packets received from an EtherChannel port, use the pagp
learn-method command in interface configuration mode. To return to the default setting, use the no form of
this command.

pagp learn-method {aggregation-port | physical-port}
no pagp learn-method

Syntax Description

Command Default

Command Modes

aggregation-port Specifies address learning on the logical port channel. The device sends packets to the
source using any port in the EtherChannel. This setting is the default. With
aggregation-port learning, it is not important on which physical port the packet arrives.

physical-port Specifies address learning on the physical port within the EtherChannel. The device
sends packets to the source using the same port in the EtherChannel from which it
learned the source address. The other end of the channel uses the same port in the channel
for a particular destination MAC or IP address.

The default is aggregation-port (logical port channel).

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco 10S XE 3.3SE This command was introduced.

The learn method must be configured the same at both ends of the link.

The device supports address learning only on aggregate ports even though the physical-port keyword is
provided in the command-line interface (CLI). The pagp learn-method and the pagp port-priority interface
configuration commands have no effect on the device hardware, but they are required for PAgP interoperability
with devices that only support address learning by physical ports.

When the link partner to the device is a physical learner, we recommend that you configure the device as a
physical-port learner by using the pagp learn-method physical-port interface configuration command. We
also recommend that you set the load-distribution method based on the source MAC address by using the
port-channel load-balance src-mac global configuration command. Use the pagp learn-method interface
configuration command only in this situation.

This example shows how to set the learning method to learn the address on the physical port within
the EtherChannel:

Device (config-if)# pagp learn-method physical-port

This example shows how to set the learning method to learn the address on the port channel within
the EtherChannel:

Device (config-if) # pagp learn-method aggregation-port
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You can verify your settings by entering the show running-config privileged EXEC command or
the show pagp channel-group-number internal privileged EXEC command.
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pagp port-priority

To select a port over which all Port Aggregation Protocol (PAgP) traffic through the EtherChannel is sent,
use the pagp port-priority command in interface configuration mode. If all unused ports in the EtherChannel
are in hot-standby mode, they can be placed into operation if the currently selected port and link fails. To
return to the default setting, use the no form of this command.

pagp port-priority priority
no pagp port-priority

Syntax Description

Command Default

Command Modes

priority Priority number. The range is from 0 to 255.

The default is 128.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

The physical port with the highest priority that is operational and has membership in the same EtherChannel
is the one selected for PAgP transmission.

The device supports address learning only on aggregate ports even though the physical-port keyword is
provided in the command-line interface (CLI). The pagp learn-method and the pagp port-priority interface
configuration commands have no effect on the device hardware, but they are required for PAgP interoperability
with devices that only support address learning by physical ports, such as the Catalyst 1900 switch.

When the link partner to the device is a physical learner, we recommend that you configure the device as a
physical-port learner by using the pagp learn-method physical-port interface configuration command. We
also recommend that you set the load-distribution method based on the source MAC address by using the
port-channel load-balance src-mac global configuration command. Use the pagp learn-method interface
configuration command only in this situation.

This example shows how to set the port priority to 200:

Device (config-if) # pagp port-priority 200

You can verify your setting by entering the show running-config privileged EXEC command or the
show pagp channel-group-number internal privileged EXEC command.
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port-channel

To convert the auto created EtherChannel into a manual channel and adding configuration on the EtherChannel,
use the port-channel command in privileged EXEC mode.

port-channel {channel-group-number persistent | persistent }

Syntax Description

channel-group-number ~ Channel group number. The range is 1 to 128.

persistent Converts the auto created EtherChannel into a manual channel and allows you to
add configuration on the EtherChannel.

Command Default None
Command Modes Privileged EXEC
Command History Release Nodification
Cisco IOS XE 3.7.2E This command was introduced.

Usage Guidelines

Examples

You can use the show etherchannel summary privileged EXEC command to display the EtherChannel
information.

This example shows how to convert the auto created EtherChannel into a manual channel:

Device# port-channel 1 persistent
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port-channel auto

To enable the auto-LAG feature on a switch globally, use the port-channel auto command in global
configuration mode. To disable the auto-LAG feature on the switch globally, use no form of this command.

port-channel auto
no port-channel auto

Syntax Description ~ This command has no arguments or keywords.

Command Default By default, the auto-LAG feature is disabled globally and is enabled on all port interfaces.

Command Modes Global configuration
Command History Release Modification

Cisco 10S XE 3.7.2E This command was introduced.
Usage Guidelines You can use the show etherchannel auto privileged EXEC command to verify if the EtherChannel was

created automatically.

Examples This example shows how to enable the auto-LAG feature on the switch:

Device (config) # port-channel auto
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port-channel load-balance

To set the load-distribution method among the ports in the EtherChannel, use the port-channel load-balance
command in global configuration mode. To reset the load-balancing mechanism to the default setting, use the
no form of this command.

port-channel load-balance {dst-ip | dst-mac| dst-mixed-ip-port| dst-port| extended |src-dst-ip |
src-dst-mac | src-dst-mixed-ip-port| src-dst-port | src-ip | src-mac | src-mixed-ip-port| src-port}
no port-channel load-balance

Syntax Description

Command Default

Command Modes

dst-ip Specifies load distribution based on the destination host IP address.

dst-mac Specifies load distribution based on the destination host MAC address. Packets to
the same destination are sent on the same port, but packets to different destinations
are sent on different ports in the channel.

dst-mixed-ip-port  Specifies load distribution based on the destination IPv4 or IPv6 address and the
TCP/UDP (Layer 4) port number.

dst-port Specifies load distribution based on the destination TCP/UDP (Layer 4) port number
for both IPv4 and IPv6.
extended Sets extended load balance methods among the ports in the EtherChannel. See the

port-channel load-balance extended command.

sre-dst-ip Specifies load distribution based on the source and destination host IP address.

src-dst-mac Specifies load distribution based on the source and destination host MAC address.

src-dst-mixed-ip-port Specifies load distribution based on the source and destination host IP address and
TCP/UDP (layer 4) port number.

src-dst-port Specifies load distribution based on the source and destination TCP/UDP (Layer 4)
port number.

sre-ip Specifies load distribution based on the source host IP address.

src-mac Specifies load distribution based on the source MAC address. Packets from different
hosts use different ports in the channel, but packets from the same host use the same
port.

src-mixed-ip-port  Specifies load distribution based on the source host IP address and TCP/UDP (Layer
4) port number.

sre-port Specifies load distribution based on the TCP/UDP (Layer 4) port number.

The default is src-mac.

Global configuration
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Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines You can verify your setting by entering the show running-config privileged EXEC command or the show

etherchannel load-balance privileged EXEC command.

Examples This example shows how to set the load-distribution method to dst-mac:

Device (config) # port-channel load-balance dst-mac
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port-channel load-balance extended

To set combinations of load-distribution methods among the ports in the EtherChannel, use the port-channel
load-balance extended command in global configuration mode. To reset the extended load-balancing
mechanism to the default setting, use the no form of this command.

port-channel load-balance extended[{dst-ip | dst-mac | dst-port | ipv6-label | 13-proto | src-ip | src-mac
| sre-port}]
no port-channel load-balance extended

Syntax Description

Command Default

Command Modes

dst-ip (Optional) Specifies load distribution based on the destination host IP address.

dst-mac (Optional) Specifies load distribution based on the destination host MAC address. Packets to the
same destination are sent on the same port, but packets to different destinations are sent on different
ports in the channel.

dst-port (Optional) Specifies load distribution based on the destination TCP/UDP (Layer 4) port number
for both IPv4 and IPv6.

ipvelabel (Optional) Specifies load distribution based on the source MAC address and I[Pv6 flow label.

13-proto (Optional) Specifies load distribution based on the source MAC address and Layer 3 protocols.

src-ip  (Optional) Specifies load distribution based on the source host IP address.

src-mac (Optional) Specifies load distribution based on the source MAC address. Packets from different
hosts use different ports in the channel, but packets from the same host use the same port.

src-port (Optional) Specifies load distribution based on the TCP/UDP (Layer 4) port number.

The default is sre-mac.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

For information about when to use these forwarding methods, see the Layer 2/3 Configuration Guide (Catalyst
3650 Switches) for this release.

You can verify your setting by entering the show running-config privileged EXEC command or the show
etherchannel load-balance privileged EXEC command.

This example shows how to set the extended load-distribution method:

Device (config) # port-channel load-balance extended dst-ip dst-mac src-ip
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el min-links

To define the minimum number of LACP ports that must be bundled in the link-up state and bundled in the
EtherChannel in order that a port channel becomes active, use the port-channel min-links command in
interface configuration mode. To return to the default setting, use the no form of this command.

port-channel min-links min_links number
no port-channel min-links

Syntax Description

Command Default

Command Modes

min_links number The minimum number of active LACP ports in the port channel. The range is 2 to 8.
The default is 1.

None

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S XE 3.3SE This command was introduced.

An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in hot-standby mode. When there are more than eight ports in an LACP channel
group, the device on the controlling end of the link uses port priorities to determine which ports are bundled
into the channel and which ports are put in hot-standby mode. Port priorities on the other device (the
noncontrolling end of the link) are ignored.

The port-channel min-links command must specify a number a less than the number specified by the lacp
max-bundle command.

Use the show etherchannel summary privileged EXEC command to see which ports are in the hot-standby
mode (denoted with an H port-state flag in the output display).

This example shows how to specify a minimum of three active LACP ports before port channel 2
becomes active:

Device (config) # interface port-channel 2
Device (config-if)# port-channel min-links 3
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rep admin vian

To configure a Resilient Ethernet Protocol (REP) administrative VLAN for REP to transmit hardware flood
layer (HFL) messages, use the rep admin vlan command in global configuration mode. To return to the
default configuration with VLAN 1 as the administrative VLAN, use the no form of this command.

rep admin vlan vian-id
no rep admin vlan

Syntax Description vlan-id The 48-bit static MAC address.

Command Default The default value of the administrative VLAN is VLAN 1.

Command Modes Global configuration (config)
Command History Release Modification
Cisco I0S XE Denali 16.2.2 This command was introduced

Usage Guidelines The range of the REP administrative VLAN is from 2 to 4094.

If you do not configure an administrative VLAN, the default VLAN is VLAN 1. The default VLAN 1 is
always configured. There can be only one administrative VLAN on a router and on a segment.

You can verify your settings by entering the show interfaces rep detail privileged EXEC command.

The following example shows how to configure VLAN 100 as the REP administrative VLAN:

Device (config)# rep admin vlan 100
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rep block port

To configure a REP VLAN load balancing on the REP primary edge port, use the rep block port command
in interface configuration mode. To return to the default configuration with VLAN 1 as the administrative
VLAN, use the no form of this command.

rep block port {id port-id | neighbor-offset | preferred} vlan {vian-list | all}
no rep block port {id port-id | neighbor-offset | preferred}

Syntax Description

Command Default

Command Modes

id port-id Specifies the VLAN blocking alternate port by entering the unique port ID, which is
automatically generated when REP is enabled. The REP port ID is a 1 6-character hexadecimal
value. You can display the port ID for an interface by entering the show interface
interface-id rep detail command in privileged EXEC mode.

neighbor-offset 1dentifies the VLAN blocking alternate port by entering the offset number of a neighbor.
The range is from -256 to +256; a value of 0 is invalid.

preferred Selects the regular segment port previously identified as the preferred alternate port for
VLAN load balancing.

vlan Identifies the VLANS to be blocked.

vian-list VLAN ID or range of VLAN IDs to be displayed. Enter a VLAN ID from 1 to 4094 or a

range or sequence of VLANSs (such as 1-3, 22, 41-44) to be blocked.

all Blocks all the VLANS.

The default behavior after you enter the rep preempt segment command in privileged EXEC (for manual
preemption) is to block all VLANS at the primary edge port. This behavior remains until you configure the
rep block port command.

If the primary edge port cannot determine which port is to be the alternate port, the default action is no
preemption and no VLAN load balancing.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.2.2 This command was introduced

You must enter this command on the REP primary edge port.

When you select an alternate port by entering an offset number, this number identifies the downstream neighbor
port of an edge port. The primary edge port has an offset number of 1; positive numbers above 1 identify
downstream neighbors of the primary edge port. Negative numbers identify the secondary edge port (offset
number -1) and its downstream neighbors. Do not enter an offset value of 1 because that is the offset number
of the primary edge port itself.

If you have configured a preempt delay time by entering the rep preempt delay seconds command in interface
configuration mode and a link failure and recovery occurs, VLAN load balancing begins after the configured
preemption time period elapses without another link failure. The alternate port specified in the load-balancing
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configuration blocks the configured VLANs and unblocks all other segment ports. If the primary edge port
cannot determine the alternate port for VLAN balancing, the default action is no preemption.

Each port in a segment has a unique port ID. To determine the port ID of a port, enter the show interfaces

interface-id rep detail command in privileged EXEC mode.

The following example shows how to configure REP VLAN load balancing.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep block port id 0009001818D68700 wvlan 1-100
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rep Isl-age-timer

To configure the REP link status layer (LSL) age-out timer value, use the rep Isl-age-timer command in
interface configuration mode. To restore the default age-out timer value, use the no form of this command.

rep Isl-age-timer milliseconds
no rep lIsl-age-timer milliseconds

Syntax Description milliseconds REP LSL age-out timer value in milliseconds (ms). The range is from 120 ms to 10000 ms in
multiples of 40 ms.

Command Default The default LSL age-out timer value is 5 ms.
Command Modes Interface configuration (config-if)
Command History Release Modification
Cisco 10S XE Denali 16.2.2 This command was introduced
Usage Guidelines The rep Isl-age-timer command is used to configure the REP LSL age-out timer value. While configuring

REP configurable timers, we recommend that you configure the REP LSL number of retries first and then
configure the REP LSL age-out timer value.

The following example shows how to configure REP LSL age-out timer value.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 1 edge primary
Device (config-if)# rep lsl-age-timer 2000
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rep Isl-retries

To configure the REP link status layer (LSL) number of retries, use the rep Isl-retries command in interface
configuration mode. To restore the default number of retries, use the no form of this command.

rep Isl-retries number-of-retries
no rep lIsl-retries number-of-retries

Syntax Description

Command Default

Command Modes

number-of-retries Number of LSL retries. The range of retries is from 3 to 10.

The default number of LSL retries is 5.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.2.2 This command was introduced

The rep Isl-retries command is used to configure the number of retries before the REP link is disabled. While
configuring REP configurable timers, we recommend that you configure the REP LSL number of retries first
and then configure the REP LSL age-out timer value.

The following example shows how to configure REP LSL retries.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 2 edge primary
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rep preempt delay

To configure a waiting period after a segment port failure and recovery before REP VLAN load balancing is
triggered, use the rep preempt delay command in interface configuration mode. To remove the configured
delay, use the no form of this command.

rep preempt delay seconds
no rep preempt delay

Syntax Description

Command Default

Command Modes

seconds Number of seconds to delay REP preemption. The range is from 15 to 300 seconds. The default is
manual preemption without delay.

REP preemption delay is not set. The default is manual preemption without delay.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.2.2 This command was introduced

You must enter this command on the REP primary edge port.

You must enter this command and configure a preempt time delay if you want VLAN load balancing to
automatically trigger after a link failure and recovery.

If VLAN load balancing is configured, after a segment port failure and recovery, the REP primary edge port
starts a delay timer before VLAN load balancing occurs. Note that the timer restarts after each link failure.
When the timer expires, the REP primary edge alerts the alternate port to perform VLAN load balancing
(configured by using the rep block port interface configuration command) and prepares the segment for the
new topology. The configured VLAN list is blocked at the alternate port, and all other VLANSs are blocked
at the primary edge port.

You can verify your settings by entering the show interfaces rep privileged EXEC command.

The following example shows how to configure a REP preemption time delay of 100 seconds on the
primary edge port.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep preempt delay 100
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rep preempt segment

To manually start REP VLAN load balancing on a segment, use the rep preempt segment command in
privileged EXEC mode.

rep preempt segment segment-id

Syntax Description

Command Default

segment-id 1D of the REP segment. The range is from 1 to 1024.

Manual preemption is the default behavior.

Command Modes Privileged EXEC (#)
Command History Release Modification
Cisco IOS XE Denali 16.2.2 This command was introduced

Usage Guidelines

Enter this command on the segment, which has the primary edge port on the router.

Ensure that all the other segment configuration is completed before setting preemption for VLAN load
balancing. When you enter the rep preempt segment segment-id command, a confirmation message appears
before the command is executed because preemption for VLAN load balancing can disrupt the network.

If you do not enter the rep preempt delay seconds command in interface configuration mode on the primary
edge port to configure a preemption time delay, the default configuration is to manually trigger VLAN load

balancing on the segment. Use the show rep topology privileged EXEC command to see which port in the

segment is the primary edge port.

If you do not configure VLAN load balancing, entering this command results in the default behavior-the
primary edge port blocks all VLANS.

You configure VLAN load balancing by entering the rep block port command in interface configuration
mode on the REP primary edge port before you manually start preemption.

The following example shows how to manually trigger REP preemption on segment 100.

Device# rep preempt segment 100
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rep segment

To enable REP on the interface and to assign a segment ID to the interface, use the rep segment command
in interface configuration mode. To disable REP on the interface, use the no form of this command.

rep segment segment-id [edge [no-neighbor] [primary]] [preferred]
no rep segment

Syntax Description

Command Default

Command Modes

segment-id Segment for which REP is enabled. Assign a segment ID to the interface. The range is from
1 to 1024.

edge (Optional) Configures the port as an edge port. Each segment has only two edge ports.

no-neighbor (Optional) Specifies the segment edge as one with no external REP neighbor.

primary (Optional) Specifies that the port is the primary edge port where you can configure VLAN
load balancing. A segment has only one primary edge port.

preferred  (Optional) Specifies that the port is the preferred alternate port or the preferred port for VLAN
load balancing.

Note Configuring a port as preferred does not guarantee that it becomes the alternate port;
it merely gives it a slight edge among equal contenders. The alternate port is usually
a previously failed port.

REP is disabled on the interface.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Denali 16.2.2 This command was introduced

REP ports must be a Layer 2 IEEE 802.1Q port or 802.1AD port. You must configure two edge ports on each
REP segment, a primary edge port and a port to act as a secondary edge port.

If REP is enabled on two ports on a router, both ports must be either regular segment ports or edge ports. REP
ports follow these rules:

« If only one port on a router is configured in a segment, the port should be an edge port.
* If two ports on a router belong to the same segment, both ports must be regular segment ports.
» If two ports on a router belong to the same segment and one is configured as an edge port and one as a
regular segment port (a misconfiguration), the edge port is treated as a regular segment port.
REP interfaces come up in a blocked state and remain in a blocked state until notified that it is safe to unblock.
Be aware of this to avoid sudden connection losses.

When REP is enabled on an interface, the default is for the port to be a regular segment port.
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The following example shows how to enable REP on a regular (nonedge) segment port.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 100

The following example shows how to enable REP on a port and identify the port as the REP primary
edge port.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 100 edge primary

The following example shows how to enable REP on a port and identify the port as the REP secondary
edge port.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 100 edge

The following example shows how to enable REP as an edge no-neighbor port.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if)# rep segment 1 edge no-neighbor primary
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rep stcn

To configure a REP edge port to send segment topology change notifications (STCNs) to another interface
or to other segments, use the rep stcn command in interface configuration mode. To disable the sending of
STCNss to the interface or to the segment, use the no form of this command.

rep sten {interface interface-id | segment segment-id-list}
no rep sten {interface | segment}

Syntax Description  interface interface-id Specifies a physical interface or port channel to receive STCNS.

segment segment-id-list Specifies one REP segment or a list of segments to receive STCNs. The segment
range is from 1 to 1024. You can also configure a sequence of segments (for
example 3 to 5, 77, 100).

Command Default Transmission of STCNs to other interfaces or segments is disabled.
Command Modes Interface configuration (config-if)
Command History Release Modification
Cisco I0S XE Denali 16.2.2 This command was introduced
Usage Guidelines Enter this command on a segment edge port to send STCNSs to one or more segments or to an interface. You

can verify your settings by entering the show interfaces rep detail privileged EXEC command.

The following example shows how to configure a REP edge port to send STCNs to segments 25 to
50.

Device (config) # interface TenGigabitEthernet 4/1
Device (config-if) # rep stcn segment 25-50
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To display EtherChannel information for a channel, use the show etherchannel command in user EXEC

mode.

show etherchannel .

show etherchannel [{channel-group-number | {detail | port | port-channel | protocol | summary }}]
| [{auto | detail | load-balance | port | port-channel | protocol | summary} ]

Syntax Description

channel-group-number

(Optional) Channel group number. The range is 1 to 128.

auto (Optional) Displays that Etherchannel is created
automatically.
detail (Optional) Displays detailed EtherChannel information.

load-balance

(Optional) Displays the load-balance or frame-distribution
scheme among ports in the port channel.

port

(Optional) Displays EtherChannel port information.

port-channel

(Optional) Displays port-channel information.

protocol (Optional) Displays the protocol that is being used in the
channel.
summary (Optional) Displays a one-line summary per channel group.
Command Default ~ None
Command Modes User EXEC
Command History Release Modification

Usage Guidelines

Cisco IOS XE 3.3SE

This command was introduced.

If you do not specify a channel group number, all channel groups are displayed.

This is an example of output from the show etherchannel auto command:

device# show etherchannel auto

Flags: D - down P - bundled in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer?2
U - in use f - failed to allocate aggregator
M - not in use, minimum links not met
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
A - formed by Auto LAG

Number of channel-groups in use: 1
Number of aggregators: 1
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Group Port-channel Protocol Ports
—————— e e e e et e

1 Pol (SUA) LACP Gi1/0/45(P) Gi2/0/21(P) Gi3/0/21(P)
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This is an example of output from the show etherchannel channel-group-number detail command:

Device> show etherchannel 1 detail
Group state = L2
Ports: 2 Maxports = 16
Port-channels: 1 Max Port-channels = 16
Protocol: LACP

Ports in the group:

Port state Up Mstr In-Bndl

Channel group = 1 Mode = Active Gcchange = -

Port-channel PolGC - Pseudo port-channel = Pol
Port index OLoad 0x00 Protocol = LACP

Flags: S - Device is sending Slow LACPDUs F - Device is sending fast LACPDU
A - Device is in active mode. P - Device is in passive mode.

Local information:
LACP port Admin Oper Port Port

Port Flags State Priority Key Key Number State
Gil1/0/1 SA bndl 32768 0x1 0x1 0x101 0x3D
Gil/0/2 A bndl 32768 0x0 0x1 0x0 0x3D

Age of the port in the current state: 01d:20h:06m:04s

Port-channels in the group:

Port-channel: Pol (Primary Aggregator)

Age of the Port-channel = 01d:20h:20m:26s

Logical slot/port = 10/1 Number of ports = 2
HotStandBy port = null
Port state = Port-channel Ag-Inuse

Protocol = LACP

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— B s it e e
0 00 Gil1/0/1 Active 0
0 00 Gi1/0/2 Active 0
Time since last port bundled: 01d:20h:24m:44s Gil/0/2

This is an example of output from the show etherchannel channel-group-number summary
command:

Device> show etherchannel 1 summary

Flags: D - down P - in port-channel

I - stand-alone s - suspended

H - Hot-standby (LACP only)

R - Layer3 S - Layer2

u - unsuitable for bundling

U - in use f - failed to allocate aggregator
d - default port
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Number of channel-groups in use: 1
Number of aggregators: 1

Group Port-channel Protocol Ports
—————— e e e it T T T
1 Pol (SU) LACP Gil/0/1(P) Gil/0/2(P)

This is an example of output from the show etherchannel channel-group-number port-channel
command:

Device> show etherchannel 1 port-channel
Port-channels in the group:

Port-channel: Pol (Primary Aggregator)
Age of the Port-channel = 01d:20h:24m:50s
Logical slot/port = 10/1 Number of ports
Logical slot/port = 10/1 Number of ports
Port state = Port-channel Ag-Inuse
Protocol = LACP

o
NN

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— B s bt e e
0 00 Gil1/0/1 Active 0
0 00 Gil1/0/2 Active 0

Time since last port bundled: 01d:20h:24m:44s Gil/0/2

This is an example of output from show etherchannel protocol command:

Device# show etherchannel protocol
Channel-group listing:

Protocol: LACP
Group: 2

Protocol: PAgP
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show interfaces rep detail

To display detailed REP configuration and status for all the interfaces or the specified interface, including the
administrative VLAN, use the show interfaces rep detail command in privileged EXEC mode.

show interfaces [interface-id] rep detail

Syntax Description

interface-id (Optional) Physical interface used to display the port ID.

Command Modes Privileged EXEC (#)
Command History Release Modification
Cisco IOS XE Denali 16.2.2 This command was introduced

Usage Guidelines

Enter this command on a segment edge port to send STCNs to one or more segments or to an interface. You
can verify your settings by entering the show interfaces rep detail privileged EXEC command.

The following example shows how to display the REP configuration and status for a specified
interface.

Device# show interfaces TenGigabitEthernet4/l1 rep detail

TenGigabitEthernet4/1 REP enabled
Segment-id: 3 (Primary Edge)
PortID: 03010015FA66FF80
Preferred flag: No

Operational Link Status: TWO_WAY
Current Key: 02040015FA66FF804050
Port Role: Open

Blocked VLAN: <empty>

Admin-vlan: 1

Preempt Delay Timer: disabled
Configured Load-balancing Block Port: none
Configured Load-balancing Block VLAN: none
STCN Propagate to: none

LSL PDU rx: 999, tx: 652

HFL PDU rx: 0, tx: O

BPA TLV rx: 500, tx: 4

BPA (STCN, LSL) TLV rx: 0, tx: O
BPA (STCN, HFL) TLV rx: 0, tx: O
EPA-ELECTION TLV rx: 6, tx: 5
EPA-COMMAND TLV rx: 0, tx: O
EPA-INFO TLV rx: 135, tx: 136
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show lacp

To display Link Aggregation Control Protocol (LACP) channel-group information, use the show lacp command
in user EXEC mode.

show lacp [channel-group-number] {counters | internal | neighbor | sys-id}

Syntax Description  channel-group-number (Optional) Channel group number. The range is 1 to 128.

counters Displays traffic information.

internal Displays internal information.

neighbor Displays neighbor information.

sys-id Displays the system identifier that is being used by LACP. The system identifier

consists of the LACP system priority and the device MAC address.

Command Default None

Command Modes User EXEC

Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines You can enter any show lacp command to display the active channel-group information. To display specific

channel information, enter the show lacp command with a channel-group number.
If you do not specify a channel group, information for all channel groups appears.

You can enter the channel-group-number to specify a channel group for all keywords except sys-id.

This is an example of output from the show lacp counters user EXEC command. The table that
follows describes the fields in the display.

Device> show lacp counters

LACPDUs Marker Marker Response LACPDUs
Port Sent Recv Sent Recv Sent Recv Pkts Err
Channel group:1l
Gi2/0/1 19 10 0 0 0 0 0
Gi2/0/2 14 6 0 0 0 0 0

Table 17: show lacp counters Field Descriptions

Field Description
LACPDUs Sent and Recv The number of LACP packets sent and received by a
port.
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Field

Description

Marker Sent and Recv

The number of LACP marker packets sent and
received by a port.

Marker Response Sent and Recv

The number of LACP marker response packets sent
and received by a port.

LACPDUs Pkts and Err

The number of unknown and illegal packets received
by LACP for a port.

This is an example of output from the show lacp internal command:

Device> show lacp 1 internal

Flags: S - Device is requesting Slow LACPDUs
F - Device is requesting Fast LACPDUs
P - Device is in Passive mode

A - Device is in Active mode

Channel group 1

LACP port Oper Port Port
Port Flags State Priority Key Number State
Gi2/0/1 SA bnd1l 32768 0x3 0x4 0x3D
Gi2/0/2 SA bnd1l 32768 0x3 0x5 0x3D
The following table describes the fields in the display:
Table 18: show lacp internal Field Descriptions
Field Description
State State of the specific port. These are the allowed
values:

* ——Port is in an unknown state.

* bndl—Port is attached to an aggregator and
bundled with other ports.

« susp—Port is in a suspended state; it is not
attached to any aggregator.

* hot-sby—Port is in a hot-standby state.

* indiv—Port is incapable of bundling with any
other port.

* indep—Port is in an independent state (not
bundled but able to handle data traffic. In this
case, LACP is not running on the partner port).

* down—Port is down.

LACP Port Priority Port priority setting. LACP uses the port priority to

put ports in standby mode when there is a hardware
limitation that prevents all compatible ports from

aggregating.
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Field

Description

Admin Key

Administrative key assigned to this port. LACP
automatically generates an administrative key value
as a hexadecimal number. The administrative key
defines the ability of a port to aggregate with other
ports. A port’s ability to aggregate with other ports is
determined by the port physical characteristics (for
example, data rate and duplex capability) and
configuration restrictions that you establish.

Oper Key

Runtime operational key that is being used by this
port. LACP automatically generates this value as a
hexadecimal number.

Port Number

Port number.

Port State

State variables for the port, encoded as individual bits
within a single octet with these meanings:

* bit0: LACP_Activity
* bitl: LACP_Timeout
* bit2: Aggregation

* bit3: Synchronization
« bit4: Collecting

* bit5: Distributing

* bit6: Defaulted

* bit7: Expired

Note In the list above, bit7 is the MSB and bit0
is the LSB.

This is an example of output from the show lacp neighbor command:

Device> show lacp neighbor

Flags: S - Device is sending Slow LACPDUs
A - Device is in Active mode

Channel group 3 neighbors
Partner’s information:
Partner
Port System ID
Gi2/0/1 32768,0007.eb49.5e80
LACP Partner
Port Priority

32768

Partner’s information:

F - Device is sending Fast LACPDUs

P - Device is in Passive mode
Partner Partner
Port Number Age Flags
0xC 19s SP
Partner Partner
Oper Key Port State
0x3 0x3C
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Partner Partner Partner
Port System ID Port Number Age Flags
Gi2/0/2 32768,0007.eb49.5e80 0xD 15s SP

LACP Partner Partner Partner

Port Priority Oper Key Port State

32768 0x3 0x3C

This is an example of output from the show lacp sys-id command:

Device> show lacp sys-id
32765,0002.4b29.3a00

The system identification is made up of the system priority and the system MAC address. The first
two bytes are the system priority, and the last six bytes are the globally administered individual MAC
address associated to the system.
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show pagp

To display Port Aggregation Protocol (PAgP) channel-group information, use the show pagp command in
EXEC mode.

show pagp [channel-group-number] {counters | dual-active | internal | neighbor}

Syntax Description  channel-group-number (Optional) Channel group number. The range is 1 to 128.

counters Displays traffic information.

dual-active Displays the dual-active status.

internal Displays internal information.

neighbor Displays neighbor information.
Command Default =~ None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification

Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines You can enter any show pagp command to display the active channel-group information. To display the

nonactive information, enter the show pagp command with a channel-group number.

Examples This is an example of output from the show pagp 1 counters command:
Device> show pagp 1 counters
Information Flush
Port Sent Recv Sent Recv
Channel group: 1
Gil/0/1 45 42 0 0
Gil/0/2 45 41 0 0

This is an example of output from the show pagp dual-active command:

Device> show pagp dual-active
PAgP dual-active detection enabled: Yes
PAgP dual-active version: 1.1

Channel group 1

Dual-Active Partner Partner Partner
Port Detect Capable Name Port Version
Gil1/0/1 No Device G13/0/3 N/A
Gi1/0/2 No Device G13/0/4 N/A

<output truncated>
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This is an example of output from the show pagp 1 internal command:

Device> show pagp 1 internal

Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode.

Timers: H - Hello timer is running. Q - Quit timer is running.
S - Switching timer is running. I - Interface timer is running.

Channel group 1

Hello Partner PAgP Learning Group
Port Flags State Timers Interval Count Priority Method Ifindex
Gil/0/1 sC u6/S7 H 30s 1 128 Any 16
Gil/0/2 sC u6/S7 H 30s 1 128 Any 16

This is an example of output from the show pagp 1 neighbor command:

Device> show pagp 1 neighbor

Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode. P - Device learns on physical port.

Channel group 1 neighbors

Partner Partner Partner Partner Group
Port Name Device ID Port Age Flags Cap.
Gil/0/1 device-p2 0002.4b29.4600 Gi01//1 9s sC 10001
Gi1/0/2 device-p2 0002.4b29.4600 Gi1/0/2 24s SC 10001
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show platform software fed etherchannel

To display platform-dependent EtherChannel information, use the show platform software fed etherchannel
command in privileged EXEC mode.

show platform software fed etherchannel [switch switch-number] channel-group-number
{group-mask | load-balance mac src-mac dst-mac [ip src-ip dst-ip [port src-port dst-port]]}

Syntax Description

switch (Optional) Specifies the stack member.
switch-number

channel-group-number Channel group number. The range is 1 to 128.

group-mask Displays EtherChannel group mask.
load-balance Tests EtherChannel load-balance hash algorithm.
mac src-mac Specifies the source and destination MAC addresses.
dst-mac
ip src-ip dst-ip (Optional) Specifies the source and destination IP addresses.
port src-port (Optional) Specifies the source and destination layer port numbers.
dst-port
Command Default ~ None
Command Modes Privileged EXEC
Command History Release Modification

Usage Guidelines

Cisco IOS XE Denali 16.1.1 This command was introduced.

Use this command only when you are working directly with a technical support representative while
troubleshooting a problem.

Do not use this command unless a technical support representative asks you to do so.
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show platform pm

To display platform-dependent port manager information, use the show platform pm command in privileged
EXEC mode.

show platform pm {etherchannel channel-group-number group-mask |interface-numbers | port-data
interface-id | port-state | spi-info | spi-req-q}

Syntax Description

etherchannel channel-group-number Displays the EtherChannel group-mask table for the specified

group-mask channel group. The range is 1 to 128.
interface-numbers Displays interface numbers information.
port-data interface-id Displays port data information for the specified interface.
port-state Displays port state information.
spi-info Displays stateful packet inspection (SPI) information.
spi-req-q Displays stateful packet inspection (SPI) maximum wait time for
acknowledgment.
Command Default ~ None
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0S XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Usage Guidelines

Use this command only when you are working directly with your technical support representative while
troubleshooting a problem.

Do not use this command unless your technical support representative asks you to do so.
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show rep topology .

To display REP topology information for a segment or for all segments, including the primary and secondary
edge ports in the segment, use the show rep topology command in privileged EXEC mode.

show rep topology [segment segment-id]

[archive]

[detail ]

Syntax Description

segment segment-id

(Optional) Specifies the segment
for which to display REP topology
information. The ID range is from
1 to 1024.

archive (Optional) Displays the previous
topology of the segment. This
keyword is useful for
troubleshooting a link failure.
detail (Optional) Displays detailed REP
topology information.
Command Modes Privileged EXEC (#)
Command History Release Modification

Cisco IOS XE Denali 16.2.2

This command was introduced

The following is sample output from the show rep topology command.

Device#

REP Segment 1

BridgeName

PortName

show rep topology

Edge Role

10.
10.
10.
10.
10.
10.

64.
64.
64.
64.
64.
64.

106.
106.
.228
106.
106.
106.

106

67
67
63

REP Segment 3

BridgeName

Pri Open
Open
Open
Open
Alt

Sec Open

10.64.106.63

SVT_3400_2
SVT_3400_2

10.64.106.68
10.64.106.68
10.64.106.63

Gi50/1
Gi0/3
Gi0/4
Gi40/2
Gi40/1
Gi50/2

Sec Alt

The following is sample output from the show rep topology detail command.

Device#

REP Segment 1

show rep topology detail
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10.64.106.63, Te5/4 (Primary Edge)

Open Port, all vlans forwarding
Bridge MAC: 0005.9b2e.1700

Port Number: 010

Port Priority: 000

Neighbor Number: 1 / [-6]

10.64.106.228, Te3/4 (Intermediate)

Open Port, all vlans forwarding
Bridge MAC: 0005.9b1b.1£20

Port Number: 010

Port Priority: 000

Neighbor Number: 2 / [-5]

10.64.106.228, Te3/3 (Intermediate)

Open Port, all vlans forwarding
Bridge MAC: 0005.9b1lb.1£20

Port Number: 00E

Port Priority: 000

Neighbor Number: 3 / [-4]

10.64.106.67, Ted4/3 (Intermediate)

Open Port, all vlans forwarding
Bridge MAC: 0005.9b2e.1800

Port Number: 008

Port Priority: 000

Neighbor Number: 4 / [-3]

10.64.106.67, Ted/4 (Intermediate)

Alternate Port, some vlans blocked
Bridge MAC: 0005.9b2e.1800

Port Number: 00A

Port Priority: 000

Neighbor Number: 5 / [-2]

10.64.106.63, Ted4/4 (Secondary Edge)

Open Port, all vlans forwarding
Bridge MAC: 0005.9b2e.1700

Port Number: 00A

Port Priority: 000

Neighbor Number: 6 / [-1]
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show udld .

To display UniDirectional Link Detection (UDLD) administrative and operational status for all ports or the
specified port, use the show udld command in user EXEC mode.

show udld [Auto-Template | Capwap | GigabitEthernet | GroupVI | Internallnterface |

Loopback | Null |
show udld neighbors

Port-channel

TenGigabitEthernet | Tunnel | Vlan] interface_number

Syntax Description

Command Default

Command Modes

Auto-Template

(Optional) Displays UDLD operational status of the auto-template
interface. The range is from 1 to 999.

Capwap (Optional) Displays UDLD operational status of the CAPWAP
interface. The range is from 0 to 2147483647.

GigabitEthernet (Optional) Displays UDLD operational status of the
GigabitEthernet interface. The range is from 0 to 9.

GroupVI (Optional) Displays UDLD operational status of the group virtual
interface. The range is from 1 to 255.

Internallnterface (Optional) Displays UDLD operational status of the internal
interface. The range is from 0 to 9.

Loopback (Optional) Displays UDLD operational status of the loopback
interface. The range is from 0 to 2147483647.

Null (Optional) Displays UDLD operational status of the null

interface.

Port-channel

(Optional) Displays UDLD operational status of the Ethernet
channel interfaces. The range is from 1 to 128.

TenGigabitEthernet (Optional) Displays UDLD operational status of the Ten Gigabit
Ethernet interface. The range is from 0 to 9.

Tunnel (Optional) Displays UDLD operational status of the tunnel
interface. The range is from 0 to 2147483647.

Vlan (Optional) Displays UDLD operational status of the VLAN

interface. The range is from 1 to 4095.

interface-id

(Optional) ID of the interface and port number. Valid interfaces
include physical ports, VLANSs, and port channels.

neighbors

(Optional) Displays neighbor information only.

None

User EXEC
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Command History

Usage Guidelines

Release

Modification

Cisco IOS XE 3.3SECisco 10S XE 3.3SE

This command was introduced.

If you do not enter an interface ID, administrative and operational UDLD status for all interfaces appear.

This is an example of output from the show udld interface-id command. For this display, UDLD
is enabled on both ends of the link, and UDLD detects that the link is bidirectional. The table that

follows describes the fields in this display.

Device> show udld gigabitethernet2/0/1
Interface gi2/0/1

Port enable administrative configuration setting: Follows device default

Port enable operational state: Enabled
Current bidirectional state: Bidirectional

Current operational state: Advertisement - Single Neighbor detected

Message interval: 60

Time out interval: 5

Entry 1

Expiration time: 146

Device ID: 1

Current neighbor state: Bidirectional
Device name: Switch-A

Port ID: Gi2/0/1

Neighbor echo 1 device: Switch-B
Neighbor echo 1 port: Gi2/0/2
Message interval: 5

CDP Device name: Switch-A

Table 19: show udld Field Descriptions

Field

Description

Interface

The interface on the local device configured for
UDLD.

Port enable administrative configuration setting

How UDLD is configured on the port. If UDLD is
enabled or disabled, the port enable configuration
setting is the same as the operational enable state.
Otherwise, the enable operational setting depends on
the global enable setting.

Port enable operational state

Operational state that shows whether UDLD is
actually running on this port.

Current bidirectional state

The bidirectional state of the link. An unknown state
appears if the link is down or if it is connected to an
UDLD-incapable device. A bidirectional state appears
if the link is a normal two-way connection to a
UDLD-capable device. All other values mean
miswiring.
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Field

Description

Current operational state

The current phase of the UDLD state machine. For a
normal bidirectional link, the state machine is most
often in the Advertisement phase.

Message interval

How often advertisement messages are sent from the
local device. Measured in seconds.

Time out interval

The time period, in seconds, that UDLD waits for
echoes from a neighbor device during the detection
window.

Entry 1

Information from the first cache entry, which contains
a copy of echo information received from the
neighbor.

Expiration time

The amount of time in seconds remaining before this
cache entry is aged out.

Device ID

The neighbor device identification.

Current neighbor state

The neighbor’s current state. If both the local and
neighbor devices are running UDLD normally, the
neighbor state and local state should be bidirectional.
If the link is down or the neighbor is not
UDLD-capable, no cache entries appear.

Device name

The device name or the system serial number of the
neighbor. The system serial number appears if the
device name is not set or is set to the default (Switch).

Port ID

The neighbor port ID enabled for UDLD.

Neighbor echo 1 device

The device name of the neighbors’ neighbor from
which the echo originated.

Neighbor echo 1 port

The port number ID of the neighbor from which the
echo originated.

Message interval

The rate, in seconds, at which the neighbor is sending
advertisement messages.

CDP device name

The CDP device name or the system serial number.
The system serial number appears if the device name
is not set or is set to the default (Switch).

Device# show udld neighbors
Port Device Name

Gi2/0/1 Switch-A
Gi3/0/1 Switch-A

Device ID

This is an example of output from the show udld neighbors command:

Port-ID OperState

Gi2/0/1 Bidirectional
Gi3/0/1 Bidirectional
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switchport

Syntax Description

Command Default

Command Modes

Layer2/3 |

To put an interface that is in Layer 3 mode into Layer 2 mode for Layer 2 configuration, use the switchport
command in interface configuration mode. To put an interface in Layer 3 mode, use the no form of this
command.

switchport
no switchport

This command has no arguments or keywords.
By default, all interfaces are in Layer 2 mode.

Interface configuration

Command History

Usage Guidelines

Examples

\}

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Use the no switchport command (without parameters) to set the interface to the routed-interface status and
to erase all Layer 2 configurations. You must use this command before assigning an IP address to a routed
port.

Note

This command is not supported on devices running the LAN Base feature set.

Entering the no switchport command shuts the port down and then reenables it, which might generate messages
on the device to which the port is connected.

When you put an interface that is in Layer 2 mode into Layer 3 mode (or the reverse), the previous configuration
information related to the affected interface might be lost, and the interface is returned to its default
configuration.

Note

If an interface is configured as a Layer 3 interface, you must first enter the switchport command to configure
the interface as a Layer 2 port. Then you can enter the switchport access vlan and switchport mode commands.

The switchport command is not used on platforms that do not support Cisco-routed ports. All physical ports
on such platforms are assumed to be Layer 2-switched interfaces.

You can verify the port status of an interface by entering the show running-config privileged EXEC command.

This example shows how to cause an interface to cease operating as a Layer 2 port and become a
Cisco-routed port:

Device (config-if)# no switchport
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This example shows how to cause the port interface to cease operating as a Cisco-routed port and
convert to a Layer 2 switched interface:

Device (config-if) # switchport
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switchport access vlan

To configure a port as a static-access port, use the switchport access vlan command in interface configuration
mode. To reset the access mode to the default VLAN mode for the device, use the no form of this command.

switchport access vlan {vian-id | name vian_name}
no switchport access vlan

Syntax Description

Command Default

Command Modes

vian-id VLAN ID of the access mode VLAN; the range is 1 to 4094.

The default access VLAN and trunk interface native VLAN is a default VLAN corresponding to the platform
or interface hardware.

Interface configuration

Command History

Usage Guidelines

Examples

Examples

Release Modification
Cisco IOS XE 3.3SE Cisco I0S XE 3.3SE This command was introduced.
Cisco I0S XE Denali 16.2.1 The name vlan_name keyword was introduced.

The port must be in access mode before the switchport access vlan command can take effect.

If the switchport mode is set to access vlan vian-id, the port operates as a member of the specified VLAN.
An access port can be assigned to only one VLAN.

The no switchport access command resets the access mode VLAN to the appropriate default VLAN for the
device.

This example shows how to change a switched port interface that is operating in access mode to
operate in VLAN 2 instead of the default VLAN:

Device (config-if) # switchport access vlan 2

This example show how to first populate the VLAN database by associating a VLAN ID with a
VLAN name, and then configure the VLAN (using the name) on an interface, in the access mode:
You can also verify your configuration by entering the show interfaces interface-id switchport in
privileged EXEC command and examining information in the Access Mode VLAN: row.

Part 1 - Making the entry in the VLAN database:

Device# configure terminal
Device (config) # wvlan 33

Device (config-vlan) # name test
Device (config-vlan)# end
Device#

Part 2 - Checking the VLAN database

Device # show vlan id 33
VLAN Name Status Ports
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switchport access vlan .

33 test active
VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Transl Trans?2
33 enet 100033 1500 - - - - - 0 0

Remote SPAN VLAN

Disabled

Primary Secondary Type Ports

Part 3 - Assigning VLAN to the interface by using the name of the VLAN

Device # configure terminal

config) # interface GigabitEthernet3/1/1
config-if) # switchport mode access
config-if) # switchport access vlan name test
config-if) # end

Device
Device
Device
Device
Device#

Part 4 - Verifying configuration

Device # show running-config interface GigabitEthernet3/1/1
Building configuration...

Current configuration : 113 bytes

|

interface GigabitEthernet3/1/1

switchport access vlan 33

switchport mode access

Switch#

Part 5 - Verifying interface switchport

Device # show interface GigabitEthernet3/1/1 switchport
Name: Gi3/1/1

Switchport: Enabled

Administrative Mode: static access

Operational Mode: static access

Administrative Trunking Encapsulation: dotlg
Operational Trunking Encapsulation: native

Negotiation of Trunking: Off

Access Mode VLAN: 33 (test)

Trunking Native Mode VLAN: 1 (default)

Administrative Native VLAN tagging: enabled

Voice VLAN: None

Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Administrative private-vlan trunk native VLAN: none
Administrative private-vlan trunk Native VLAN tagging: enabled
Administrative private-vlan trunk encapsulation: dotlg
Administrative private-vlan trunk normal VLANs: none
Administrative private-vlan trunk associations: none
Administrative private-vlan trunk mappings: none
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Capture Mode Disabled

Capture VLANs Allowed: ALL

Unknown unicast blocked: disabled

Unknown multicast blocked: disabled

Appliance trust: none
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Switch#
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switchport mode

To configure the VLAN membership mode of a port, use the switchport mode command in interface
configuration mode. To reset the mode to the appropriate default for the device, use the no form of this
command.

switchport mode {access|dynamic | {auto | desirable} | trunk}
noswitchport mode {access | dynamic | {auto | desirable} | trunk}

Syntax Description

Command Default

Command Modes

access Sets the port to access mode (either static-access or dynamic-access depending on the
setting of the switchport access vlan interface configuration command). The port is
set to access unconditionally and operates as a nontrunking, single VLAN interface that
sends and receives nonencapsulated (non-tagged) frames. An access port can be assigned
to only one VLAN.

dynamic auto Sets the port trunking mode dynamic parameter to auto to specify that the interface
convert the link to a trunk link. This is the default switchport mode.

dynamic Sets the port trunking mode dynamic parameter to desirable to specify that the interface
desirable actively attempt to convert the link to a trunk link.
trunk Sets the port to trunk unconditionally. The port is a trunking VLAN Layer 2 interface.

The port sends and receives encapsulated (tagged) frames that identify the VLAN of
origination. A trunk is a point-to-point link between two devices or between a device
and a router.

The default mode is dynamic auto.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SE This command was introduced.

A configuration that uses the access,or trunk keywords takes effect only when you configure the port in the
appropriate mode by using the switchport mode command. The static-access and trunk configuration are
saved, but only one configuration is active at a time.

When you enter access mode, the interface changes to permanent nontrunking mode and negotiates to convert
the link into a nontrunk link even if the neighboring interface does not agree to the change.

When you enter trunk mode, the interface changes to permanent trunking mode and negotiates to convert
the link into a trunk link even if the interface connecting to it does not agree to the change.

When you enter dynamic auto mode, the interface converts the link to a trunk link if the neighboring interface
is set to trunk or desirable mode.

When you enter dynamic desirable mode, the interface becomes a trunk interface if the neighboring interface
is set to trunk, desirable, or auto mode.
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To autonegotiate trunking, the interfaces must be in the same VLAN Trunking Protocol (VTP) domain. Trunk
negotiation is managed by the Dynamic Trunking Protocol (DTP), which is a point-to-point protocol. However,
some internetworking devices might forward DTP frames improperly, which could cause misconfigurations.
To avoid this problem, configure interfaces connected to devices that do not support DTP to not forward DTP
frames, which turns off DTP.

« If you do not intend to trunk across those links, use the switchport mode access interface configuration
command to disable trunking.

* To enable trunking to a device that does not support DTP, use the switchport mode trunk and switchport
nonegotiate interface configuration commands to cause the interface to become a trunk but to not generate
DTP frames.

Access ports and trunk ports are mutually exclusive.
The IEEE 802.1x feature interacts with switchport modes in these ways:

* If you try to enable IEEE 802.1x on a trunk port, an error message appears, and IEEE 802.1x is not
enabled. If you try to change the mode of an IEEE 802.1x-enabled port to trunk, the port mode is not
changed.

* I[f you try to enable IEEE 802.1x on a port set to dynamic auto or dynamic desirable, an error message
appears, and IEEE 802.1x is not enabled. If you try to change the mode of an IEEE 802.1x-enabled port
to dynamic auto or dynamic desirable, the port mode is not changed.

* If you try to enable IEEE 802.1x on a dynamic-access (VLAN Query Protocol [VQP]) port, an error
message appears, and IEEE 802.1x is not enabled. If you try to change an IEEE 802.1x-enabled port to
dynamic VLAN assignment, an error message appears, and the VLAN configuration is not changed.

You can verify your settings by entering the show interfaces interface-id switchport privileged EXEC
command and examining information in the Administrative Mode and Operational Mode rows.

This example shows how to configure a port for access mode:

Device (config) # interface gigabitethernet2/0/1
Device (config-if)# switchport mode access

This example shows how set the port to dynamic desirable mode:

Device (config) # interface gigabitethernet2/0/1
Device (config-if) # switchport mode dynamic desirable

This example shows how to configure a port for trunk mode:

Device (config) # interface gigabitethernet2/0/1
Device (config-if)# switchport mode trunk
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switchport nonegotiate

To specify that Dynamic Trunking Protocol (DTP) negotiation packets are not sent on the Layer 2 interface,
use the switchport nonegotiate command in interface configuration mode. Use the no form of this command
to return to the default setting.

switchport nonegotiate
no switchport nonegotiate

Syntax Description ~ This command has no arguments or keywords.

Command Default The default is to use DTP negotiation to learn the trunking status.
Command Modes Interface configuration
Command History Release Modification
Cisco 10S XE 3.3SECisco 10S XE 3.3SE This command was introduced.
Usage Guidelines The no switchport nonegotiate command removes nonegotiate status.

This command is valid only when the interface switchport mode is access or trunk (configured by using the
switchport mode access or the switchport mode trunk interface configuration command). This command
returns an error if you attempt to execute it in dynamic (auto or desirable) mode.

Internetworking devices that do not support DTP might forward DTP frames improperly and cause
misconfigurations. To avoid this problem, turn off DTP by using the switchport nonegotiate command to
configure the interfaces connected to devices that do not support DTP to not forward DTP frames.

When you enter the switchport nonegotiate command, DTP negotiation packets are not sent on the interface.
The device does or does not trunk according to the mode parameter: access or trunk.

* If you do not intend to trunk across those links, use the switchport mode access interface configuration
command to disable trunking.

* To enable trunking on a device that does not support DTP, use the switchport mode trunk and switchport

nonegotiate interface configuration commands to cause the interface to become a trunk but to not generate
DTP frames.

This example shows how to cause a port to refrain from negotiating trunking mode and to act as a
trunk or access port (depending on the mode set):

Device (config) # interface gigabitethernet2/0/1
Device (config-if) # switchport nonegotiate

You can verify your setting by entering the show interfaces interface-id switchport privileged
EXEC command.
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switchport voice vian

To configure voice VLAN on the port, use the switchport voice vlan command in interface configuration
mode. To return to the default setting, use the no form of this command.

switchport voice vlan {vian-id | dotlp | none | untagged | name vian_name}
no switchport voice vlan

Syntax Description

Command Default

Command Modes

vian-id The VLAN to be used for voice traffic. The range is 1 to 4094. By default, the IP phone
forwards the voice traffic with an IEEE 802.1Q priority of 5.

dotlp Configures the telephone to use IEEE 802.1p priority tagging and uses VLAN 0 (the
native VLAN). By default, the Cisco IP phone forwards the voice traffic with an IEEE
802.1p priority of 5.

none Does not instruct the IP telephone about the voice VLAN. The telephone uses the
configuration from the telephone key pad.

untagged Configures the telephone to send untagged voice traffic. This is the default for the
telephone.

name vian_name (Optional) Specifies the VLAN name to be used for voice traffic. You can enter up to
128 characters.

The default is not to automatically configure the telephone (none).

The telephone default is not to tag frames.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

Cisco IOS XE Denali 16.2.1 Option to specify a VLAN name for voice VLAN. The 'name’
keyword was added.

You should configure voice VLAN on Layer 2 access ports.

You must enable Cisco Discovery Protocol (CDP) on the switch port connected to the Cisco IP phone for the
device to send configuration information to the phone. CDP is enabled by default globally and on the interface.

Before you enable voice VLAN, we recommend that you enable quality of service (QoS) on the interface by
entering the trust device cisco-phone interface configuration command. If you use the auto QoS feature,
these settings are automatically configured.

When you enter a VLAN ID, the IP phone forwards voice traffic in IEEE 802.1Q frames, tagged with the
specified VLAN ID. The device puts IEEE 802.1Q voice traffic in the voice VLAN.

When you select dotlp, none, or untagged, the device puts the indicated voice traffic in the access VLAN.

In all configurations, the voice traffic carries a Layer 2 IP precedence value. The default is 5 for voice traffic.

. Command Reference, Cisco 10S XE Everest 16.5.1a (Catalyst 3650 Switches)



| Layer2s

switchport voice vlian .

When you enable port security on an interface that is also configured with a voice VLAN, set the maximum
allowed secure addresses on the port to 2. When the port is connected to a Cisco IP phone, the IP phone
requires one MAC address. The Cisco IP phone address is learned on the voice VLAN, but not on the access
VLAN. If you connect a single PC to the Cisco IP phone, no additional MAC addresses are required. If you
connect more than one PC to the Cisco IP phone, you must configure enough secure addresses to allow one
for each PC and one for the Cisco IP phone.

If any type of port security is enabled on the access VLAN, dynamic port security is automatically enabled
on the voice VLAN.

You cannot configure static secure MAC addresses in the voice VLAN.
A voice-VLAN port cannot be a private-VLAN port.

The Port Fast feature is automatically enabled when voice VLAN is configured. When you disable voice
VLAN, the Port Fast feature is not automatically disabled.

This example show how to first populate the VLAN database by associating a VLAN ID with a
VLAN name, and then configure the VLAN (using the name) on an interface, in the access mode:
You can also verify your configuration by entering the show interfaces interface-id switchport in
privileged EXEC command and examining information in the Voice VLAN: row.

Part 1 - Making the entry in the VLAN database:

Device# configure terminal
Device (config) # wvlan 55

Device (config-vlan) # name test
Device (config-vlan)# end
Device#

Part 2 - Checking the VLAN database:

Device# show vlan id 55

VLAN Name Status Ports

55 test active

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Transl Trans2
55 enet 100055 1500 - - - - - 0 0
Remote SPAN VLAN

Disabled

Primary Secondary Type Ports

Part 3- Assigning VLAN to the interface by using the name of the VLAN:

Device# configure terminal

Device (config) # interface gigabitethernet3/1/1
Device (config-if) # switchport mode access

Device (config-if)# switchport voice vlan name test
Device (config-if)# end

Device#

Part 4 - Verifying configuration:

Device# show running-config
interface gigabitethernet3/1/1
Building configuration...

Current configuration : 113 bytes
|

interface GigabitEthernet3/1/1
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switchport voice vlan 55
switchport mode access

Switch#

Part 5 - Also can be verified in interface switchport:

Device# show interface GigabitEthernet3/1/1 switchport
Name: Gi3/1/1
Switchport: Enabled

Administrative Mode:
Operational Mode:
Administrative Trunking Encapsulation:

static access
static access

Operational Trunking Encapsulation: native

Negotiation of Trunking: Off

Access Mode VLAN: 1 (default)
Trunking Native Mode VLAN:

Administrative Native VLAN tagging:

Voice VLAN: 55 (test)

Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan

Operational private-vlan:

Trunking VLANs Enabled: ALL
VLANs Enabled: 2-1001

Pruning
Capture
Capture
Unknown
Unknown

Device#

Mode Disabled
VLANs Allowed: ALL

(default)

dotlg

enabled

host-association: no
mapping: none
native VLAN: n
Native VLAN tagging:
encapsulation:
normal VLANs:
associations:

trunk
trunk
trunk
trunk
trunk
trunk

none

unicast blocked: disabled
multicast blocked: disabled
Appliance trust: none

mappings:

none
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udid

udid

To enable aggressive or normal mode in the UniDirectional Link Detection (UDLD) and to set the configurable
message timer time, use the udld command in global configuration mode. To disable aggressive or normal
mode UDLD on all fiber-optic ports, use the no form of the command.

udld {aggressive | enable | message time message-timer-interval}
no udld {aggressive | enable | message}

Syntax Description

Command Default

Command Modes

aggressive Enables UDLD in aggressive mode on all fiber-optic interfaces.

enable Enables UDLD in normal mode on all fiber-optic interfaces.

message time Configures the period of time between UDLD probe messages on ports
message-timer-interval that are in the advertisement phase and are determined to be bidirectional.

The range is 1 to 90 seconds. The default is 15 seconds.

UDLD is disabled on all interfaces.

The message timer is set at 15 seconds.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

UDLD supports two modes of operation: normal (the default) and aggressive. In normal mode, UDLD detects
unidirectional links due to misconnected interfaces on fiber-optic connections. In aggressive mode, UDLD
also detects unidirectional links due to one-way traffic on fiber-optic and twisted-pair links and due to
misconnected interfaces on fiber-optic links. For information about normal and aggressive modes, see the
Catalyst 2960-X Switch Layer 2 Configuration GuideCatalyst 2960-XR Switch Layer 2 Configuration
GuideLayer 2/3 Configuration Guide (Catalyst 3650 Switches).

If you change the message time between probe packets, you are making a compromise between the detection
speed and the CPU load. By decreasing the time, you can make the detection-response faster but increase the
load on the CPU.

This command affects fiber-optic interfaces only. Use the udld interface configuration command to enable
UDLD on other interface types.

You can use these commands to reset an interface shut down by UDLD:
* The udld reset privileged EXEC command to reset all interfaces shut down by UDLD.
* The shutdown and no shutdown interface configuration commands.

* The no udld enable global configuration command followed by the udld {aggressive | enable} global
configuration command to reenable UDLD globally.

* The no udld port interface configuration command followed by the udld port or udld port aggressive
interface configuration command to reenable UDLD on the specified interface.
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* The errdisable recovery cause udld and errdisable recovery interval interval global configuration
commands to automatically recover from the UDLD error-disabled state.

This example shows how to enable UDLD on all fiber-optic interfaces:

Device (config) # udld enable

You can verify your setting by entering the show udld privileged EXEC command.
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udld port

udld port .

To enable UniDirectional Link Detection (UDLD) on an individual interface or to prevent a fiber-optic interface
from being enabled by the udld global configuration command, use the udld port command in interface
configuration mode. To return to the udld global configuration command setting or to disable UDLD if entered
for a nonfiber-optic port, use the no form of this command.

udld port [aggressive]
no udld port [aggressive]

Syntax Description

Command Default

Command Modes

aggressive (Optional) Enables UDLD in aggressive mode on the specified interface.

On fiber-optic interfaces, UDLD is disabled and fiber-optic interfaces enable UDLD according to the state of
the udld enable or udld aggressive global configuration command.

On nonfiber-optic interfaces, UDLD is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 3.3SECisco I0S XE 3.3SE This command was introduced.

A UDLD-capable port cannot detect a unidirectional link if it is connected to a UDLD-incapable port of
another device.

UDLD supports two modes of operation: normal (the default) and aggressive. In normal mode, UDLD detects
unidirectional links due to misconnected interfaces on fiber-optic connections. In aggressive mode, UDLD
also detects unidirectional links due to one-way traffic on fiber-optic and twisted-pair links and due to
misconnected interfaces on fiber-optic links.

To enable UDLD in normal mode, use the udld port interface configuration command. To enable UDLD in
aggressive mode, use the udld port aggressive interface configuration command.

Use the no udld port command on fiber-optic ports to return control of UDLD to the udld enable global
configuration command or to disable UDLD on nonfiber-optic ports.

Use the udld port aggressive command on fiber-optic ports to override the setting of the udld enable or udld
aggressive global configuration command. Use the no form on fiber-optic ports to remove this setting and to
return control of UDLD enabling to the udld global configuration command or to disable UDLD on
nonfiber-optic ports.

You can use these commands to reset an interface shut down by UDLD:

* 