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Using the Command-Line Interface

This chapter contains the following topics:

* Using the Command-Line Interface, on page 2
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. Using the Command-Line Interface

Using the Command-Line Interface

This chapter describes the Cisco IOS command-line interface (CLI) and how to use it to configure your switch.

Understanding Command Modes

The Cisco IOS user interface is divided into many different modes. The commands available to you depend
on which mode you are currently in. Enter a question mark (?) at the system prompt to obtain a list of commands
available for each command mode.

When you start a session on the switch, you begin in user mode, often called user EXEC mode. Only a limited
subset of the commands are available in user EXEC mode. For example, most of the user EXEC commands
are one-time commands, such as show commands, which show the current configuration status, and clear
commands, which clear counters or interfaces. The user EXEC commands are not saved when the switch
reboots.

To have access to all commands, you must enter privileged EXEC mode. Normally, you must enter a password
to enter privileged EXEC mode. From this mode, you can enter any privileged EXEC command or enter
global configuration mode.

Using the configuration modes (global, interface, and line), you can make changes to the running configuration.
If you save the configuration, these commands are stored and used when the switch reboots. To access the
various configuration modes, you must start at global configuration mode. From global configuration mode,
you can enter interface configuration mode and line configuration mode.

This table describes the main command modes, how to access each one, the prompt you see in that mode, and
how to exit the mode. The examples in the table use the hostname Switch.

Table 1: Command Mode Summary

Mode Access Method Prompt Exit Method About This Mode
User EXEC | Begin a session with Enter logout or quit. | Use this mode to
: Switch>
your switch. * Change terminal
settings.
* Perform basic tests.
* Display system
information.
Privileged | While in user EXEC ' Enter disable to exit. | Use this mode to verify
EXEC mode, enter the bevice# commands that you have
enable command. entered. Use a password
to protect access to this
mode.
Global While in privileged _ . To exit to privileged | Use this mode to
configuration | EXEC mode, enter |PSvice(config)# EXEC mode, enter | configure parameters that
the configure exit or end, or press |apply to the entire
command. Ctrl-Z. switch.
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Mode Access Method Prompt Exit Method About This Mode
VLAN While in global . ‘ To exit to global Use this mode to
configuration | configuration mode, | P€V+ee (config=vian) #l ¢onfisuration mode, |configure VLAN
enter the vlan enter the exit parameters. When VTP
vlan-id command. command. mode is transparent, you
To return to can create
rivilesed EXEC extended-range VLANSs
p & (VLAN IDs greater than
mode, press Ctrl-Z or
1005) and save
enter end.

configurations in the
switch startup
configuration file.

Interface While in global To exit to global Use this mode to
configuration | configuration mode, | PV+ee (config=if)# | ;onfisuration mode, |configure parameters for
enter the interface enter exit. the Ethernet ports.
command (with a
specific int(erface). TO. rf-:-turn to
privileged EXEC
mode, press Ctrl-Z or
enter end.
Line While in global To exit to global Use this mode to
configuration | configuration mode, | P€V*ee (config=line)#l oonfiouration mode, |configure parameters for
specify a line with enter exit. the terminal line.
the line vty or line
console Co);nmand. TO. r'eturn o
privileged EXEC
mode, press Ctrl-Z or
enter end.

For more detailed information on the command modes, see the command reference guide for this release.

Understanding the Help System

You can enter a question mark (?) at the system prompt to display a list of commands available for each
command mode. You can also obtain a list of associated keywords and arguments for any command.

Table 2: Help Summary

Command Purpose

help Obtains a brief description of the help system in any
command mode.

abbreviated-command-entry ? Obtains a list of commands that begin with a particular
character string.

Device# di?
dir disable disconnect
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Command

Purpose

abbreviated-command-entry <Tab>

Device# sh conf<tab>
Device# show configuration

Completes a partial command name.

Switch> show ?

? Lists all commands available for a particular command
mode.

Switch> ?

command ? Lists the associated keywords for a command.

command keyword ?

Device (config)# cdp holdtime ?
<10-255> Length of time (in sec) that
receiver must keep this packet

Lists the associated arguments for a keyword.

Understanding Abbreviated Commands

You need to enter only enough characters for the switch to recognize the command as unique.

This example shows how to enter the show configuration privileged EXEC command in an abbreviated form:

Device# show conf

Understanding no and default Forms of Commands

Almost every configuration command also has a no form. In general, use the no form to disable a feature or
function or reverse the action of a command. For example, the no shutdown interface configuration command
reverses the shutdown of an interface. Use the command without the keyword no to re-enable a disabled
feature or to enable a feature that is disabled by default.

Configuration commands can also have a default form. The default form of a command returns the command
setting to its default. Most commands are disabled by default, so the default form is the same as the no form.
However, some commands are enabled by default and have variables set to certain default values. In these
cases, the default command enables the command and sets variables to their default values.

Understanding CLI Error Messages

This table lists some error messages that you might encounter while using the CLI to configure your switch.
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Table 3: Common CLI Error Messages

Using Configuration Logging .

Error Message

Meaning

How to Get Help

o

% Ambiguous
command: "show

con"

You did not enter enough
characters for your switch to
recognize the command.

Re-enter the command followed by a question mark
(?) with a space between the command and the
question mark.

The possible keywords that you can enter with the
command appear.

% Incomplete
command.

You did not enter all the
keywords or values required by
this command.

Re-enter the command followed by a question mark
(?) with a space between the command and the
question mark.

The possible keywords that you can enter with the
command appear.

% Invalid input
detected at ‘*'
marker.

You entered the command
incorrectly. The caret (*) marks
the point of the error.

Enter a question mark (?) to display all the
commands that are available in this command mode.

The possible keywords that you can enter with the
command appear.

Using Configuration Logging

You can log and view changes to the switch configuration. You can use the Configuration Change Logging
and Notification feature to track changes on a per-session and per-user basis. The logger tracks each
configuration command that is applied, the user who entered the command, the time that the command was
entered, and the parser return code for the command. This feature includes a mechanism for asynchronous
notification to registered applications whenever the configuration changes. You can choose to have the
notifications sent to the syslog.

\}

Note

Only CLI or HTTP changes are logged.

Using Command History

The software provides a history or record of commands that you have entered. The command history feature
is particularly useful for recalling long or complex commands or entries, including access lists. You can
customize this feature to suit your needs.

Changing the Command History Buffer Size

By default, the switch records ten command lines in its history buffer. You can alter this number for a current
terminal session or for all sessions on a particular line. These procedures are optional.

Beginning in privileged EXEC mode, enter this command to change the number of command lines that the
switch records during the current terminal session:
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Device# terminal history [size number-of-lines]

The range is from 0 to 256.

Beginning in line configuration mode, enter this command to configure the number of command lines the
switch records for all sessions on a particular line:

Device (config-line) # history [size number-of-lines]
The range is from 0 to 256.

Recalling Commands

To recall commands from the history buffer, perform one of the actions listed in this table. These actions are
optional.

)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 4: Recalling Commands

Action Result

Press Ctrl-P or the up arrow | Recalls commands in the history buffer, beginning with the most recent
key. command. Repeat the key sequence to recall successively older commands.

Press Ctrl-N or the down arrow | Returns to more recent commands in the history buffer after recalling
key. commands with Ctrl-P or the up arrow key. Repeat the key sequence to
recall successively more recent commands.

show history While in privileged EXEC mode, lists the last several commands that you
just entered. The number of commands that appear is controlled by the
Device (config) # help setting of the terminal history global configuration command and the

history line configuration command.

Disabling the Command History Feature

The command history feature is automatically enabled. You can disable it for the current terminal session or
for the command line. These procedures are optional.

To disable the feature during the current terminal session, enter the terminal no history privileged EXEC
command.

To disable command history for the line, enter the no history line configuration command.

Using Editing Features

This section describes the editing features that can help you manipulate the command line.
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Enabling and Disabling Editing Features

Although enhanced editing mode is automatically enabled, you can disable it, re-enable it, or configure a
specific line to have enhanced editing. These procedures are optional.

To globally disable enhanced editing mode, enter this command in line configuration mode:
Switch (config-line)# no editing

To re-enable the enhanced editing mode for the current terminal session, enter this command in privileged
EXEC mode:

Device# terminal editing
To reconfigure a specific line to have enhanced editing mode, enter this command in line configuration mode:

Device (config-line)# editing

Editing Commands through Keystrokes

This table shows the keystrokes that you need to edit command lines. These keystrokes are optional.

\)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 5: Editing Commands through Keystrokes

Capability Keystroke Purpose

Move around the command line to | Press Ctrl-B, or press the | Moves the cursor back one character.
make changes or corrections. left arrow key.

Press Ctrl-F, or press the | Moves the cursor forward one character.
right arrow key.

Press Ctrl-A. Moves the cursor to the beginning of the
command line.

Press Ctrl-E. Moves the cursor to the end of the
command line.

Press Esc B. Moves the cursor back one word.

Press Esc F. Moves the cursor forward one word.

Press Ctrl-T. Transposes the character to the left of the
cursor with the character located at the
Cursor.
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Capability Keystroke Purpose
Recall commands from the buffer | Press Ctrl-Y. Recalls the most recent entry in the buffer.
and paste them in the command line.
The switch provides a buffer with
the last ten items that you deleted.
Press EsCY. Recalls the next buffer entry.

The buffer contains only the last 10 items
that you have deleted or cut. If you press
Esc Y more than ten times, you cycle to
the first buffer entry.

Delete entries if you make a mistake

Press the Delete or

Erases the character to the left of the

or change your mind. Backspace key. cursor.
Press Ctrl-D. Deletes the character at the cursor.
Press Ctrl-K. Deletes all characters from the cursor to

the end of the command line.

Press Ctrl-U or Ctrl-X.

Deletes all characters from the cursor to
the beginning of the command line.

Press Ctrl-W. Deletes the word to the left of the cursor.
Press Esc D. Deletes from the cursor to the end of the
word.
Capitalize or lowercase words or | Press Esc C. Capitalizes at the cursor.
capitalize a set of letters.
Press Esc L. Changes the word at the cursor to
lowercase.
Press Esc U. Capitalizes letters from the cursor to the

end of the word.

Designate a particular keystroke as
an executable command, perhaps as
a shortcut.

Press Ctrl-V or Esc Q.
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Capability Keystroke Purpose

Scroll down a line or screen on Press the Return key. Scrolls down one line.
displays that are longer than the
terminal screen can display.

Note The More prompt is used
for any output that has
more lines than can be
displayed on the terminal
screen, including show
command output. You
can use the Return and
Space bar keystrokes
whenever you see the
More prompt.

Press the Space bar. Scrolls down one screen.

Redisplay the current command line | Press Ctrl-L or Ctrl-R. | Redisplays the current command line.
if the switch suddenly sends a
message to your screen.

Editing Command Lines that Wrap

You can use a wraparound feature for commands that extend beyond a single line on the screen. When the
cursor reaches the right margin, the command line shifts ten spaces to the left. You cannot see the first ten
characters of the line, but you can scroll back and check the syntax at the beginning of the command. The
keystroke actions are optional.

To scroll back to the beginning of the command entry, press Ctrl-B or the left arrow key repeatedly. You can
also press Ctrl-A to immediately move to the beginning of the line.

Note

The arrow keys function only on ANSI-compatible terminals such as VT100s.

In this example, the access-list global configuration command entry extends beyond one line. When the cursor
first reaches the end of the line, the line is shifted ten spaces to the left and redisplayed. The dollar sign ($)
shows that the line has been scrolled to the left. Each time the cursor reaches the end of the line, the line is
again shifted ten spaces to the left.

Device
Device

config)# access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1
config)# $ 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1.20 255.25
Device (config)# $t tep 131.108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq
)

Device (config) # $108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq 45

After you complete the entry, press Ctrl-A to check the complete syntax before pressing the Return key to
execute the command. The dollar sign ($) appears at the end of the line to show that the line has been scrolled
to the right:
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Device (config) # access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1$

The software assumes that you have a terminal screen that is 80 columns wide. If you have a width other than
that, use the terminal width privileged EXEC command to set the width of your terminal.

Use line wrapping with the command history feature to recall and modify previous complex command entries.

Searching and Filtering Output of show and more Commands

You can search and filter the output for show and more commands. This is useful when you need to sort
through large amounts of output or if you want to exclude output that you do not need to see. Using these
commands is optional.

To use this functionality, enter a show or more command followed by the pipe character (]), one of the
keywords begin, include, or exclude, and an expression that you want to search for or filter out:

command | {begin | include | exclude} regular-expression

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain output are
not displayed, but the lines that contain Output appear.

This example shows how to include in the output display only lines where the expression protocol appears:

Device# show interfaces | include protocol

Vlanl is up, line protocol is up

VlanlO is up, line protocol is down
GigabitEthernetl/0/1 is up, line protocol is down
GigabitEthernetl/0/2 is up, line protocol is up

Accessing the CLI

You can access the CLI through a console connection, through Telnet, or by using the browser.

You manage the switch stack and the switch member interfaces through the active switch. You cannot manage
switch stack members on an individual switch basis. You can connect to the active switch through the console
port or the Ethernet management port of one or more switch members. Be careful with using multiple CLI
sessions to the active switch. Commands you enter in one session are not displayed in the other sessions.
Therefore, it is possible to lose track of the session from which you entered commands.

Note

We recommend using one CLI session when managing the switch stack.

If you want to configure a specific switch member port, you must include the switch member number in the
CLI command interface notation.

To debug a specific switch member, you can access it from the active switch by using the session
stack-member-number privileged EXEC command. The switch member number is appended to the system
prompt. For example, Switch-2# is the prompt in privileged EXEC mode for switch member 2, and where the
system prompt for the active switch is Switch. Only the show and debug commands are available in a CLI
session to a specific switch member.

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| Using the Command-Line Interface
Accessing the CLI through a Console Connection or through Telnet .

Accessing the CLI through a Console Connection or through Telnet

Before you can access the CLI, you must connect a terminal or a PC to the switch console or connect a PC to
the Ethernet management port and then power on the switch, as described in the hardware installation guide
that shipped with your switch.

CLI access is available before switch setup. After your switch is configured, you can access the CLI through
a remote Telnet session or SSH client.

You can use one of these methods to establish a connection with the switch:

* Connect the switch console port to a management station or dial-up modem, or connect the Ethernet
management port to a PC. For information about connecting to the console or Ethernet management port,
see the switch hardware installation guide.

* Use any Telnet TCP/IP or encrypted Secure Shell (SSH) package from a remote management station.
The switch must have network connectivity with the Telnet or SSH client, and the switch must have an
enable secret password configured.

The switch supports up to 16 simultaneous Telnet sessions. Changes made by one Telnet user are reflected
in all other Telnet sessions.

The switch supports up to five simultaneous secure SSH sessions.

After you connect through the console port, through the Ethernet management port, through a Telnet session
or through an SSH session, the user EXEC prompt appears on the management station.
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Interface and Hardware Components

* Interface and Hardware Commands, on page 15






Interface and Hardware Commands

* debug fastethernet, on page 17

* debug ilpower, on page 18

* debug interface, on page 19

* debug lldp packets, on page 20

* debug nmsp, on page 21

* duplex, on page 22

« errdisable detect cause, on page 24

» errdisable detect cause small-frame, on page 26
» errdisable recovery cause, on page 27

« errdisable recovery cause small-frame, on page 30
» errdisable recovery interval, on page 31

» 1ldp (interface configuration), on page 32
» mdix auto, on page 34

* network-policy, on page 35

* network-policy profile (global configuration), on page 36
» nmsp attachment suppress, on page 37

* power efficient-ethernet auto, on page 38
* power inline, on page 39

* power inline consumption, on page 42

* power inline police, on page 45

* show eee, on page 47

* show env, on page 50

* show errdisable detect, on page 53

* show errdisable recovery, on page 55

* show interfaces, on page 57

* show interfaces counters, on page 62

* show interfaces switchport, on page 64

* show interfaces transceiver, on page 68

* show ip ports all, on page 71

* show network-policy profile, on page 72
* show power inline, on page 73

* show system mtu, on page 79

* speed, on page 80
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* switchport backup interface, on page 82

« switchport block, on page 84

* system mtu, on page 85

* voice-signaling vlan (network-policy configuration), on page 87
* voice vlan (network-policy configuration), on page 89
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debug fastethernet

To enable debugging of the Ethernet management port, use the debug fastether net command in EXEC mode.
To disable debugging, use the no form of this command.

debug fastethernet {af | events| packets}
no debug fastethernet {af | events| packets}

Syntax Description

af Displays Ethernet management port software-address-filter debug messages.

events Displays Ethernet management port event debug messages.

packets Displays Ethernet management port packet debug messages.

Command Default ~ Debugging is disabled.
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The undebug fastethernet { af | events | packets} command is the same as the no debug fastether net {af]|
events| packets} command.

When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command. Then enter the debug command at the command-line prompt of the stack
member. You also can use the remote command stack-member-number LINE EXEC command on the stack's
primary switch to enable debugging on a member switch without first starting a session.

Related Commands

Command Description
show Displays information about the types of debugging that are enabled.
debugging
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debug ilpower

To enable debugging of the power controller and Power over Ethernet (PoE) system, use the debug ilpower
command in privileged EXEC mode. To disable debugging, use the no form of this command.

debug ilpower {cdp |controller | event | ha| police| port | powerman | registries| scp | sense}
no debug ilpower {cdp | controller | event | ha| police| port | powerman | registries| scp | sense}

Syntax Description

cdp Displays PoE Cisco Discovery Protocol (CDP) debug messages.

controller Displays PoE controller debug messages.

event Displays PoE event debug messages.

ha Displays PoE high-availability messages.

police Displays PoE police debug messages.

port Displays PoE port manager debug messages.

powerman Displays PoE power management debug messages.

registries Displays PoE registries debug messages.

scp Displays PoE SCP debug messages.
sense Displays PoE sense debug messages.
Command Default Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

This command is supported only on PoE-capable switches.

When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command. Then enter the debug command at the command-line prompt of the stack
member. You also can use the remote command stack-member-number LINE EXEC command on the stack's
primary switch to enable debugging on a member switch without first starting a session.
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debug interface

To enable debugging of interface-related activities, use the debug interface command in privileged EXEC
mode. To disable debugging, use the no form of this command.

debuginterface {interface-id|counters {exceptions|protocol memory} | null interface-number |
port-channel port-channel-number | states|vlan vian-id}
no debuginterface {interface-id|counters {exceptions|protocol memory} | null interface-number
| port-channel port-channel-number | states| vlan vlan-id}

Syntax Description

interface-id ID of the physical interface. Displays debug messages for the specified
physical port, identified by type switch number/module number/port, for
example, gigabitethernet 1/0/2.

null interface-number Displays debug messages for null interfaces. The interface number is always
0.

port-channel Displays debug messages for the specified EtherChannel port-channel

port-channel-number interface. The port-channel-number range is 1 to 48.

vlan vian-id Displays debug messages for the specified VLAN. The vlan range is 1 to
4094,

counters Displays counters debugging information.

exceptions Displays debug messages when a recoverable exceptional condition occurs

during the computation of the interface packet and data rate statistics.

protocol memory Displays debug messages for memory operations of protocol counters.
states Displays intermediary debug messages when an interface's state transitions.
Command Default Debugging is disabled.
Command History Release Modification
Cisco I0OS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

If you do not specify a keyword, all debug messages appear.
The undebug interface command is the same as the no debug interface command.

When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command. Then enter the debug command at the command-line prompt of the stack
member. You also can use the remote command stack-member-number LINE EXEC command on the stack's
primary switch to enable debugging on a member switch without first starting a session.
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debug lldp packets

Syntax Description

To enable debugging of Link Layer Discovery Protocol (LLDP) packets, use the debug lldp packets command
in privileged EXEC mode. To disable debugging, use the no form of this command.

debug lldp packets
no debug Ildp packets

This command has no arguments or keywords.

Command History Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The undebug lldp packets command is the same as the no debug lldp packets command.

When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command.
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debug nmsp

To enable debugging of the Network Mobility Services Protocol (NMSP) on the switch, use the debug nmsp
command in privileged EXEC mode. To disable debugging, use the no form of this command.

debugnmsp {all | connection | error | event | message | packet | rx | tx}
no debug nmsp {all | connection | error | event | message | packet | rx | tx}

Syntax Description all Displays all NMSP debug messages.
connection Displays debug messages for NMSP connection events.
error Displays debugging information for NMSP error messages.
event Displays debug messages for NMSP events.
message Displays debugging information for NMSP messages.
rx Displays debugging information for NMSP receive messages.
tx Displays debugging information for NMSP transmit messages.
packet Displays debug messages for NMSP packet events.

Command Default Debugging is disabled.

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

\}

Note

Attachment information is not supported in Cisco IOS XE Denali 16.1.1 and later releases.

The undebug nmsp command is the same as the no debug nmsp command.

When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command. Then enter the debug command at the command-line prompt of the stack
member. You also can use the remote command stack-member-number LINE EXEC command on the stack's
primary switch to enable debugging on a member switch without first starting a session.
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To specify the duplex mode of operation for a port, use the duplex command in interface configuration mode.
To return to the default value, use the no form of this command.

duplex {auto|full | half}
no duplex {auto | full | half}

Syntax Description

Command Default

Command Modes

auto Enables automatic duplex configuration. The port automatically detects whether it should run in full-
or half-duplex mode, depending on the attached device mode.

full Enables full-duplex mode.

half Enables half-duplex mode (only for interfaces operating at 10 or 100 Mb/s). You cannot configure
half-duplex mode for interfaces operating at 1000 or 10,000 Mb/s.

The default is auto for Fast Ethernet and Gigabit Ethernet ports.

The default is half for 100BASE-x (where -X is -BX, -FX, -FX-FE, or -LX) SFP modules.

Duplex options are not supported on the l000BASE-X or I0GBASE-X (where -X is -BX, -CWDM, -LX, -SX,
or -ZX) small form-factor pluggable (SFP) modules.

Interface configuration

Command History

Usage Guidelines

N

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

For Fast Ethernet ports, setting the port to auto has the same effect as specifying half if the attached device
does not autonegotiate the duplex parameter.

For Gigabit Ethernet ports, setting the port to auto has the same effect as specifying full if the attached device
does not autonegotiate the duplex parameter.

Note

Half-duplex mode is supported on Gigabit Ethernet interfaces if the duplex mode is auto and the connected
device is operating at half duplex. However, you cannot configure these interfaces to operate in half-duplex
mode.

Certain ports can be configured to be either full duplex or half duplex. How this command is applied depends
on the device to which the switch is attached.

If both ends of the line support autonegotiation, we highly recommend using the default autonegotiation
settings. If one interface supports autonegotiation and the other end does not, configure duplex and speed on
both interfaces, and use the auto setting on the supported side.

If the speed is set to auto, the switch negotiates with the device at the other end of the link for the speed setting
and then forces the speed setting to the negotiated value. The duplex setting remains as configured on each
end of the link, which could result in a duplex setting mismatch.
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You can configure the duplex setting when the speed is set to auto.

A

Caution  Changing the interface speed and duplex mode configuration might shut down and reenable the interface
during the reconfiguration.

You can verify your setting by entering the show interfaces privileged EXEC command.

Examples This example shows how to configure an interface for full-duplex operation:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # duplex full
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errdisable detect cause

To enable error-disable detection for a specific cause or for all causes, use the errdisable detect cause
command in global configuration mode. To disable the error-disable detection feature, use the no form of this
command.

errdisable detect cause {all | arp-inspection | bpduguard shutdown vlan | dhcp-rate-limit | dtp-flap
| gbic-invalid | inline-power | I12ptguard | link-flap | loopback | pagp-flap | pppoe-ia-rate-limit | psp
shutdown vlan | security-violation shutdown vlan | sfp-config-mismatch}

noerrdisable detect cause {all |arp-inspection|bpduguard shutdown vlan|dhcp-rate-limit | dtp-flap
| gbic-invalid | inline-power | I12ptguard | link-flap | loopback | pagp-flap | pppoe-ia-rate-limit | psp
shutdown vlan | security-violation shutdown vlan | sfp-config-mismatch}

Syntax Description

all Enables error detection for all error-disabled causes.
ar p-inspection Enables error detection for dynamic Address Resolution Protocol (ARP)
inspection.

bpduguard shutdown vlan Enables per-VLAN error-disable for BPDU guard.

dhcp-rate-limit Enables error detection for DHCP snooping.

dtp-flap Enables error detection for the Dynamic Trunking Protocol (DTP)
flapping.

gbic-invalid Enables error detection for an invalid Gigabit Interface Converter (GBIC)
module.
Note This error refers to an invalid small form-factor pluggable

(SFP) module.

inline-power Enables error detection for the Power over Ethernet (PoE) error-disabled

cause.

Note This keyword is supported only on switches with PoE ports.

I2ptguard Enables error detection for a Layer 2 protocol-tunnel error-disabled cause.
link-flap Enables error detection for link-state flapping.

loopback Enables error detection for detected loopbacks.

pagp-flap Enables error detection for the Port Aggregation Protocol (PAgP) flap

error-disabled cause.

pppoe-ia-rate-limit Enables error detection for the PPPoE Intermediate Agent rate-limit
error-disabled cause.

psp shutdown vlan Enables error detection for protocol storm protection (PSP).

security-violation shutdown  Enables voice aware 802.1x security.
vlan
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errdisable detect cause .

sfp-config-mismatch Enables error detection on an SFP configuration mismatch.

Detection is enabled for all causes. All causes, except per-VLAN error disabling, are configured to shut down
the entire port.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

A cause (such as a link-flap or dhcp-rate-limit) is the reason for the error-disabled state. When a cause is
detected on an interface, the interface is placed in an error-disabled state, an operational state that is similar
to a link-down state.

When a port is error-disabled, it is effectively shut down, and no traffic is sent or received on the port. For
the bridge protocol data unit (BPDU) guard, voice-aware 802.1x security, and port-security features, you can
configure the switch to shut down only the offending VLAN on the port when a violation occurs, instead of
shutting down the entire port.

If you set a recovery mechanism for the cause by entering the errdisable recovery global configuration
command, the interface is brought out of the error-disabled state and allowed to retry the operation when all
causes have timed out. If you do not set a recovery mechanism, you must enter the shutdown and then the
no shutdown commands to manually recover an interface from the error-disabled state.

For protocol storm protection, excess packets are dropped for a maximum of two virtual ports. Virtual port
error disabling using the psp keyword is not supported for EtherChannel and Flexlink interfaces.

To verify your settings, enter the show errdisable detect privileged EXEC command.

This example shows how to enable error-disabled detection for the link-flap error-disabled cause:

Device (config) # errdisable detect cause link-flap

This command shows how to globally configure BPDU guard for a per-VLAN error-disabled state:

Device (config)# errdisable detect cause bpduguard shutdown vlan
This command shows how to globally configure voice-aware 802.1x security for a per-VLAN
error-disabled state:

Device (config) # errdisable detect cause security-violation shutdown vlan

You can verify your setting by entering the show errdisable detect privileged EXEC command.
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errdisable detect cause small-frame

Syntax Description

Command Default

Command Modes

To allow any switch port to be error disabled if incoming VLAN-tagged packets are small frames (67 bytes
or less) and arrive at the minimum configured rate (the threshold), use the errdisabledetect cause small-frame
global configuration command on the switch stack or on a standalone switch. Use the no form of this command
to return to the default setting.

errdisable detect cause small-frame
no errdisable detect cause small-frame

This command has no arguments or keywords.
This feature is disabled.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

This command globally enables the small-frame arrival feature. Use the small violation-rate interface
configuration command to set the threshold for each port.

You can configure the port to be automatically re-enabled by using the errdisablerecovery cause small-frame
global configuration command. You configure the recovery time by using the errdisablerecovery interval
interval global configuration command.

Examples

This example shows how to enable the switch ports to be put into the error-disabled mode if incoming
small frames arrive at the configured threshold:

Device (config) # errdisable detect cause small-frame

You can verify your setting by entering the show interfaces privileged EXEC command.
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errdisable recovery cause

To enable the error-disabled mechanism to recover from a specific cause, use the errdisable recovery cause
command in global configuration mode. To return to the default setting, use the no form of this command.

errdisable recovery cause {all | arp-inspection | bpduguard | channel-misconfig | dhcp-rate-limit |
dtp-flap | gbic-invalid | inline-power | 12ptguard | link-flap | loopback | mac-limit | pagp-flap |
port-mode-failure| pppoe-ia-rate-limit | psecure-violation | psp | security-violation | sfp-config-mismatch
| storm-control | udld}

no errdisable recovery cause {all | arp-inspection | bpduguard | channel-misconfig | dhcp-rate-limit
| dtp-flap | gbic-invalid | inline-power | 12ptguard | link-flap | loopback | mac-limit | pagp-flap |
port-mode-failure| pppoe-ia-rate-limit | psecure-violation | psp | security-violation | sfp-config-mismatch
| storm-control | udld}

Syntax Description

all Enables the timer to recover from all error-disabled causes.

arp-inspection Enables the timer to recover from the Address Resolution Protocol
(ARP) inspection error-disabled state.

bpduguard Enables the timer to recover from the bridge protocol data unit
(BPDU) guard error-disabled state.

channel-misconfig Enables the timer to recover from the EtherChannel misconfiguration
error-disabled state.

dhcp-rate-limit Enables the timer to recover from the DHCP snooping error-disabled
state.
dtp-flap Enables the timer to recover from the Dynamic Trunking Protocol

(DTP) flap error-disabled state.

gbic-invalid Enables the timer to recover from an invalid Gigabit Interface
Converter (GBIC) module error-disabled state.

Note This error refers to an invalid small form-factor pluggable
(SFP) error-disabled state.

inline-power Enables the timer to recover from the Power over Ethernet (PoE)
error-disabled state.

This keyword is supported only on switches with PoE ports.

I2ptguard Enables the timer to recover from a Layer 2 protocol tunnel
error-disabled state.

link-flap Enables the timer to recover from the link-flap error-disabled state.
loopback Enables the timer to recover from a loopback error-disabled state.
mac-limit Enables the timer to recover from the mac limit error-disabled state.
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. errdisable recovery cause

pagp-flap Enables the timer to recover from the Port Aggregation Protocol
(PAgP)-flap error-disabled state.

port-mode-failure Enables the timer to recover from the port mode change failure
error-disabled state.

Command Default

Command Modes

pppoe-ia-rate-limit Enables the timer to recover from the PPPoE IA rate limit
error-disabled state.

psecure-violation Enables the timer to recover from a port security violation disable
state.
psp Enables the timer to recover from the protocol storm protection (PSP)

error-disabled state.

security-violation Enables the timer to recover from an IEEE 802.1x-violation disabled
state.

sfp-config-mismatch Enables error detection on an SFP configuration mismatch.

storm-control Enables the timer to recover from a storm control error.

udld Enables the timer to recover from the UniDirectional Link Detection

(UDLD) error-disabled state.

Recovery is disabled for all causes.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

A cause (such as all or BDPU guard) is defined as the reason that the error-disabled state occurred. When a
cause is detected on an interface, the interface is placed in the error-disabled state, an operational state similar
to link-down state.

When a port is error-disabled, it is effectively shut down, and no traffic is sent or received on the port. For
the BPDU guard and port-security features, you can configure the switch to shut down only the offending
VLAN on the port when a violation occurs, instead of shutting down the entire port.

If you do not enable the recovery for the cause, the interface stays in the error-disabled state until you enter
the shutdown and the no shutdown interface configuration commands. If you enable the recovery for a cause,
the interface is brought out of the error-disabled state and allowed to retry the operation again when all the
causes have timed out.

Otherwise, you must enter the shutdown and then the no shutdown commands to manually recover an
interface from the error-disabled state.

You can verify your settings by entering the show errdisablerecovery privileged EXEC command.

This example shows how to enable the recovery timer for the BPDU guard error-disabled cause:
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Device (config) # errdisable recovery cause bpduguard
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errdisable recovery cause small-frame

Use the errdisable recovery cause small-frame global configuration command on the switch to enable the
recovery timer for ports to be automatically re-enabled after they are error disabled by the arrival of small
frames. Use the no form of this command to return to the default setting.

errdisablerecovery cause small-frame
no errdisable recovery cause small-frame

Syntax Description ~ This command has no arguments or keywords.

Command Modes Global configuration
Command History Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.
Usage Guidelines This command enables the recovery timer for error-disabled ports. You configure the recovery time by using

the errdisablerecovery interval interface configuration command.

This example shows how to set the recovery timer:

Device (config) # errdisable recovery cause small-frame
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errdisable recovery interval

To specify the time to recover from an error-disabled state, use the errdisable recovery interval command
in global configuration mode. To return to the default setting, use the no form of this command.

errdisable recovery interval timer-interval
no errdisable recovery interval timer-interval

Syntax Description timer-interval Time to recover from the error-disabled state. The range is 30 to 86400 seconds. The same
interval is applied to all causes. The default interval is 300 seconds.

Command Default The default recovery interval is 300 seconds.
Command Modes Global configuration
Command History Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.
Usage Guidelines The error-disabled recovery timer is initialized at a random differential from the configured interval value.

The difference between the actual timeout value and the configured value can be up to 15 percent of the
configured interval.

You can verify your settings by entering the show errdisable recovery privileged EXEC command.

Examples This example shows how to set the timer to 500 seconds:

Device (config) # errdisable recovery interval 500
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lldp (interface configuration)

To enable Link Layer Discovery Protocol (LLDP) on an interface, use the lldp command in interface
configuration mode. To disable LLDP on an interface, use the no form of this command.

[ldp {med-tlv-select tlv|receive|tlv-select {4-wire-power-management | power-management} |
transmit}
no lldp {med-tlv-select tlv|receive|tlv-select {4-wire-power-management | power-management}
| transmit}

Syntax Description

Command Default

Command Modes

med-tlv-select Selects an LLDP Media Endpoint Discovery (MED) time-length-value
(TLV) element to send.
tlv String that identifies the TLV element. Valid values are the following:

« inventory-management— LLDP MED Inventory Management
TLV.

* location— LLDP MED Location TLV.
* networ k-policy— LLDP MED Network Policy TLV.

* power-management— LLDP MED Power Management TLV.

receive Enables the interface to receive LLDP transmissions.
tlv-select Selects the LLDP TLVs to send.
4-wire-power-management Sends the Cisco 4-wire Power Management TLV.
power-management Sends the LLDP Power Management TLV.

transmit Enables LLDP transmission on the interface.
LLDP is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

This command is supported on 802.1 media types.

If the interface is configured as a tunnel port, LLDP is automatically disabled.
The following example shows how to disable LLDP transmission on an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# no 1lldp transmit
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The following example shows how to enable LLDP transmission on an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# 1lldp transmit
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mdix auto

To enable the automatic medium-dependent interface crossover (auto-MDIX) feature on the interface, use
the mdix auto command in interface configuration mode. To disable auto-MDIX, use the no form of this
command.

mdix auto
no mdix auto

Syntax Description ~ This command has no arguments or keywords.

Command Default Auto-MDIX is enabled.

Command Modes Interface configuration
Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines When auto-MDIX is enabled, the interface automatically detects the required cable connection type

(straight-through or crossover) and configures the connection appropriately.

When you enable auto-MDIX on an interface, you must also set the interface speed and duplex to auto so
that the feature operates correctly.

When auto-MDIX (and autonegotiation of speed and duplex) is enabled on one or both of the connected
interfaces, link up occurs, even if the cable type (straight-through or crossover) is incorrect.

Auto-MDIX is supported on all 10/100 and 10/100/1000 Mb/s interfaces and on 10/100/1000BASE-TX small
form-factor pluggable (SFP) module interfaces. It is not supported on 1000BASE-SX or -LX SFP module
interfaces.

You can verify the operational state of auto-MDIX on the interface by entering the show controllers
ethernet-controller interface-id phy privileged EXEC command.

This example shows how to enable auto-MDIX on a port:

Device# configure terminal
Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed auto
Device (config-if)# duplex auto
(config-if)# mdix auto
( ) # end

Device
Device (config-if
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network-policy

To apply a network-policy profile to an interface, use the network-policy command in interface configuration
mode. To remove the policy, use the no form of this command.

network-policy profile-number
no network-policy

Syntax Description  profile-number The network-policy profile number to apply to the interface.

Command Default No network-policy profiles are applied.

Command Modes Interface configuration
Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines Use the network-policy profile number interface configuration command to apply a profile to an interface.

You cannot apply the switchport voice vlan command on an interface if you first configure a network-policy
profile on it. However, if switchport voicevlan vlan-id is already configured on the interface, you can apply
a network-policy profile on the interface. The interface then has the voice or voice-signaling VLAN
network-policy profile applied.

This example shows how to apply network-policy profile 60 to an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # network-policy 60
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network-policy profile (global configuration)

To create a network-policy profile and to enter network-policy configuration mode, use the networ k-policy
profile command in global configuration mode. To delete the policy and to return to global configuration
mode, use the no form of this command.

networ k-policy profile profile-number
no networ k-policy profile profile-number

Syntax Description  profile-number Network-policy profile number. The range is 1 to 4294967295.

Command Default No network-policy profiles are defined.
Command Modes Global configuration
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines Use the networ k-policy profile global configuration command to create a profile and to enter network-policy

profile configuration mode.

To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

When you are in network-policy profile configuration mode, you can create the profile for voice and voice
signaling by specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP),
and tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).

This example shows how to create network-policy profile 60:

Device (config) # network-policy profile 60
Device (config-network-policy) #
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nmsp attachment suppress

To suppress the reporting of attachment information from a specified interface, use the nmsp attachment
suppress command in interface configuration mode. To return to the default setting, use the no form of this
command.

nmsp attachment suppress
no nmsp attachment suppress

Syntax Description ~ This command has no arguments or keywords.

Command Default None
Command Modes Interface configuration (config-if)
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines Use the nmsp attachment suppressinterface configuration command to configure an interface to not send

location and attachment notifications to a Cisco Mobility Services Engine (MSE).

\)

Note  Attachment information is not supported in Cisco IOS XE Denali 16.1.1 and later releases.

This example shows how to configure an interface to not send attachment information to the MSE:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # nmsp attachment suppress
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power efficient-ethernet auto

Syntax Description

Command Default

Command Modes

To enable Energy Efficient Ethernet (EEE) for an interface, use the power efficient-ethernet auto command
in interface configuration mode. To disable EEE on an interface, use the no form of this command.

power efficient-ethernet auto
no power efficient-ethernet auto

This command has no arguments or keywords.
EEE is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

You can enable EEE on devices that support low power idle (LPI) mode. Such devices can save power by
entering LPI mode during periods of low utilization. In LPI mode, systems on both ends of the link can save
power by shutting down certain services. EEE provides the protocol needed to transition into and out of LPI
mode in a way that is transparent to upper layer protocols and applications.

The power efficient-ethernet auto command is available only if the interface is EEE capable. To check if
an interface is EEE capable, use the show eee capabilities EXEC command.

When EEE is enabled, the device advertises and autonegotiates EEE to its link partner. To view the current
EEE status for an interface, use the show eee status EXEC command.

This command does not require a license.

This example shows how to enable EEE for an interface:

Device (config-if) # power efficient-ethernet auto
Device (config-if) #

This example shows how to disable EEE for an interface:

Device (config-if) # no power efficient-ethernet auto
Device (config-if) #
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power inline

To configure the power management mode on Power over Ethernet (PoE) ports, use the power inline command
in interface configuration mode. To return to the default settings, use the no form of this command.

power inline .

power inline {auto [max max-wattage] | never | port priority {high |low} |static [max

max-wattage] }

no power inline {auto|never | port priority {high |low} | static [max max-wattage]}

Syntax Description

Command Default

Command Default

auto

Enables powered-device detection.
If enough power is available,
automatically allocates power to
the PoE port after device detection.
Allocation is first-come, first-serve.

max max-wattage

(Optional) Limits the power
allowed on the port. The range is
4000 to 30000 mW. If no value is
specified, the maximum is allowed.

never Disables device detection, and
disables power to the port.
port Configures the power priority of

the port. The default priority is low.

priority {high|low}

Sets the power priority of the port.
In case of a power supply failure,
ports configured as low priority are
turned off first and ports configured
as high priority are turned off last.
The default priority is low.

static

Enables powered-device detection.
Pre-allocates (reserves) power for
a port before the switch discovers
the powered device. This action
guarantees that the device
connected to the interface receives
enough power.

The default is auto (enabled).
The maximum wattage is 30,000 mW.

The default port priority is low.

Interface configuration
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Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

This command is supported only on PoE-capable ports. If you enter this command on a port that does not
support PoE, this error message appears:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# power inline auto

~

% Invalid input detected at '~' marker.

In a switch stack, this command is supported on all ports in the stack that support PoE.

Use the max max-wattage option to disallow higher-power powered devices. With this configuration, when
the powered device sends Cisco Discovery Protocol (CDP) messages requesting more power than the maximum
wattage, the switch removes power from the port. If the powered-device IEEE class maximum is greater than
the maximum wattage, the switch does not power the device. The power is reclaimed into the global power

budget.

Note

The switch never powers any class 0 or class 3 device if the power inline max max-wattage command is
configured for less than 30 W.

If the switch denies power to a powered device (the powered device requests more power through CDP
messages or if the IEEE class maximum is greater than the maximum wattage), the PoE port is in a power-deny
state. The switch generates a system message, and the Oper column in the show power inline privileged
EXEC command output shows power-deny.

Use the power inline static max max-wattage command to give a port high priority. The switch allocates
PoE to a port configured in static mode before allocating power to a port configured in auto mode. The switch
reserves power for the static port when it is configured rather than upon device discovery. The switch reserves
the power on a static port even when there is no connected device and whether or not the port is in a shutdown
or in a no shutdown state. The switch allocates the configured maximum wattage to the port, and the amount
is never adjusted through the IEEE class or by CDP messages from the powered device. Because power is
pre-allocated, any powered device that uses less than or equal to the maximum wattage is guaranteed power
when it is connected to a static port. However, if the powered device IEEE class is greater than the maximum
wattage, the switch does not supply power to it. If the switch learns through CDP messages that the powered
device needs more than the maximum wattage, the powered device is shut down.

If the switch cannot pre-allocate power when a port is in static mode (for example, because the entire power
budget is already allocated to other auto or static ports), this message appears: Command rejected: power
inline static: pwr not available. The port configuration remains unchanged.

When you configure a port by using the power inline auto or the power inline static interface configuration
command, the port autonegotiates by using the configured speed and duplex settings. This is necessary to
determine the power requirements of the connected device (whether or not it is a powered device). After the
power requirements have been determined, the switch hardcodes the interface by using the configured speed
and duplex settings without resetting the interface.

When you configure a port by using the power inline never command, the port reverts to the configured
speed and duplex settings.
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If a port has a Cisco powered device connected to it, you should not use the power inline never command
to configure the port. A false link-up can occur, placing the port in an error-disabled state.

Use the power inline port priority {high | low} command to configure the power priority of a PoE port.
Powered devices connected to ports with low port priority are shut down first in case of a power shortage.

You can verify your settings by entering the show power inline EXEC command.

Examples This example shows how to enable detection of a powered device and to automatically power a PoE

port on a switch:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline auto

This example shows how to configure a PoE port on a switch to allow a class 1 or a class 2 powered
device:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline auto max 7000

This example shows how to disable powered-device detection and to not power a PoE port on a
switch:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline never

This example shows how to set the priority of a port to high, so that it would be one of the last ports
to be shut down in case of power supply failure:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# power inline port priority high
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power inline consumption

To override the amount of power specified by the IEEE classification for a powered device, use the power
inlineconsumption command in global or interface configuration to specify the wattage used by each device.
To return to the default power setting, use the no form of this command.

power inline consumption [default] wattage
no power inline consumption [default]

Syntax Description default The default keyword appears only in the global configuration. The command has the same effect
with or without the keyword.

wattage Specifies the power that the switch budgets for the port. The range is 4000 to 15400 mW.

Command Default The default power on each Power over Ethernet (PoE) port is15400 mW.

Command Modes Global configuration

Interface configuration

Command History Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.
Usage Guidelines This command is supported only on the LAN Base image.

When Cisco powered devices are connected to PoE ports, the switch uses Cisco Discovery Protocol (CDP)
to determine the CDP-gpecific power consumption of the devices, which is the amount of power to allocate
based on the CDP messages. The switch adjusts the power budget accordingly. This does not apply to IEEE
third-party powered devices. For these devices, when the switch grants a power request, the switch adjusts
the power budget according to the powered-device IEEE classification. If the powered device is a class 0
(class status unknown) or a class 3, the switch budgets 15400 mW for the device, regardless of the CDP-specific
amount of power needed.

If the powered device reports a higher class than its CDP-specific consumption or does not support power
classification (defaults to class 0), the switch can power fewer devices because it uses the [EEE class information
to track the global power budget.

With PoE+, powered devices use IEEE 802.3at and LLDP power with media dependent interface (MDI) type,
length, and value descriptions (TLVs), Power-via-MDA TLVs, for negotiating power up to 30 W. Cisco
pre-standard devices and Cisco IEEE powered devices can use CDP or the IEEE 802.3at power-via-MDI
power negotiation mechanism to request power levels up to 30 W.

Note The initial allocation for Class 0, Class 3, and Class 4 powered devices is 15.4 W. When a device starts up
and uses CDP or LLDP to send a request for more than 15.4 W, it can be allocated up to the maximum of 30
W.
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By using the power inline consumption wattage configuration command, you can override the default power
requirement of the IEEE classification. The difference between what is mandated by the IEEE classification
and what is actually needed by the device is reclaimed into the global power budget for use by additional
devices. You can then extend the switch power budget and use it more effectively.

Before entering the power inline consumption wattage configuration command, we recommend that you
enable policing of the real-time power consumption by using the power inline police [action log] interface
configuration command.

Caution

You should carefully plan your switch power budget and make certain not to oversubscribe the power supply.

When you enter the power inline consumption default wattage or the no power inline consumption default
global configuration command, or the power inline consumption wattage or the no power inline consumption
interface configuration command, this caution message appears.

$CAUTION: Interface Gil/0/1: Misconfiguring the 'power inline consumption/allocation'
command may cause damage to the switch and void your warranty. Take precaution not to
oversubscribe the power supply.

It is recommended to enable power policing if the switch supports it.

Refer to documentation.

Note

When you manually configure the power budget, you must also consider the power loss over the cable between
the switch and the powered device.

For more information about the IEEE power classifications, see the “Configuring Interface Characteristics”
chapter in the software configuration guide for this release.

This command is supported only on PoE-capable ports. If you enter this command on a switch or port that
does not support PoE, an error message appears.

In a switch stack, this command is supported on all switches or ports in the stack that support PoE.

You can verify your settings by entering the show power inline consumption privileged EXEC command.

This example shows how to use the command in global configuration mode to configure the switch
to budget 5000 mW to each PoE port:

Device (config) # power inline consumption default 5000
$CAUTION: Interface Gil/0/1: Misconfiguring the 'power inline consumption/allocation'
command may cause damage to the switch and void your warranty. Take precaution not to
oversubscribe the power supply.

It is recommended to enable power policing if the switch supports it.

Refer to documentation.

This example shows how to use the command in interface configuration mode to configure the switch
to budget 12000 mW to the powered device connected to a specific PoE port:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline consumption 12000
%CAUTION: Interface Gil/0/2: Misconfiguring the 'power inline consumption/allocation'
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command may cause damage to the switch and void your warranty. Take precaution not to
oversubscribe the power supply.

It is recommended to enable power policing if the switch supports it.

Refer to documentation.
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power inline police

To enable policing of real-time power consumption on a powered device, use the power inline police command
in interface configuration mode. To disable this feature, use the no form of this command

power inline police [action {errdisable|log}]
no power inline police

Syntax Description

Command Default

Command Modes

action (Optional) Configures the device to turn off power to the port if the real-time power
errdisable consumption exceeds the maximum power allocation on the port. This is the default action.
action log (Optional) Configures the device to generate a syslog message while still providing power

to a connected device if the real-time power consumption exceeds the maximum power
allocation on the port.

Policing of the real-time power consumption of the powered device is disabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco 10S Release 15.0(2)EX1 This command was introduced.

This command is supported only on the LAN Base image.

This command is supported only on Power over Ethernet (PoE)-capable ports. If you enter this command on
a device or port that does not support PoE, an error message appears.

In a switch stack, this command is supported on all switches or ports in the stack that support PoE and real-time
power-consumption monitoring.

When policing of the real-time power consumption is enabled, the device takes action when a powered device
consumes more power than the allocated maximum amount.

When PoE is enabled, the device senses the real-time power consumption of the powered device. This feature
is called power monitoring or power sensing. The device also polices the power usage with the power policing
feature.

When power policing is enabled, the device uses one of the these values as the cutoff power on the PoE port
in this order:

1. The user-defined power level that limits the power allowed on the port when you enter the power inline
auto max max-wattage or the power inline static max max-wattage interface configuration command

2. The device automatically sets the power usage of the device by using CDP power negotiation or by the
IEEE classification and LLPD power negotiation.

If you do not manually configure the cutoff-power value, the device automatically determines it by using CDP
power negotiation or the device IEEE classification and LLDP power negotiation. If CDP or LLDP are not
enabled, the default value of 30 W is applied. However without CDP or LLDP, the device does not allow
devices to consume more than 15.4 W of power because values from 15400 to 30000 mW are only allocated
based on CDP or LLDP requests. If a powered device consumes more than 15.4 W without CDP or LLDP
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negotiation, the device might be in violation of the maximum current Imax limitation and might experience
an lcut fault for drawing more current than the maximum. The port remains in the fault state for a time before
attempting to power on again. If the port continuously draws more than 15.4 W, the cycle repeats.

When a powered device connected to a PoE+ port restarts and sends a CDP or LLDP packet with a power
TLYV, the device locks to the power-negotiation protocol of that first packet and does not respond to power
requests from the other protocol. For example, if the device is locked to CDP, it does not provide power to
devices that send LLDP requests. If CDP is disabled after the device has locked on it, the device does not
respond to LLDP power requests and can no longer power on any accessories. In this case, you should restart
the powered device.

If power policing is enabled, the device polices power usage by comparing the real-time power consumption
to the maximum power allocated on the PoE port. If the device uses more than the maximum power allocation
(or cutoff power) on the port, the device either turns power off to the port, or the device generates a syslog

message and updates the LEDs (the port LEDs are blinking amber) while still providing power to the device.

* To configure the device to turn off power to the port and put the port in the error-disabled state, use the
power inline police interface configuration command.

* To configure the device to generate a syslog message while still providing power to the device, use the
power inline police action log command.

If you do not enter the action log keywords, the default action is to shut down the port, turn off power to it,
and put the port in the PoE error-disabled state. To configure the PoE port to automatically recover from the
error-disabled state, use the errdisable detect cause inline-power global configuration command to enable
error-disabled detection for the PoE cause and the errdisablerecovery causeinline-power interval interval
global configuration command to enable the recovery timer for the PoE error-disabled cause.

Caution

If policing is disabled, no action occurs when the powered device consumes more than the maximum power
allocation on the port, which could adversely affect the device.

You can verify your settings by entering the show power inline police privileged EXEC command.

This example shows how to enable policing of the power consumption and configuring the device
to generate a syslog message on the PoE port on a device:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) # power inline police action log
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show eee

To display Energy Efficient Ethernet (EEE) information for an interface, use the show eee command in EXEC
mode.

show eee{counters| capabilitiesinterfaceinterface-id | statusinterface interface-id}

Syntax Description counters Displays EEE counters.
capabilities Displays EEE capabilities for the specified interface.
status Displays EEE status information for the specified
interface.
interface interface-id Specifies the interface for which to display EEE

capabilities or status information.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification

Cisco I0OS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines You can enable EEE on devices that support low power idle (LPI) mode. Such devices can save power by

entering LPI mode during periods of low power utilization. In LPI mode, systems on both ends of the link
can save power by shutting down certain services. EEE provides the protocol needed to transition into and
out of LPI mode in a way that is transparent to upper layer protocols and applications.

To check if an interface is EEE capable, use the show eee capabilities command. You can enable EEE on an
interface that is EEE capable by using the power efficient-ethernet auto interface configuration command.

To view the EEE status, LPI status, and wake error count information for an interface, use the show eee status
command.

This is an example of output from the show eee counter scommand:

Device# show eee counters

ASIC #0
LP Active 1G
LP Transitioning 1G
LP Active Tx 100M :
LP Transitioning Tx 100M :
LP Active Rx 100M :
LP Transitioning Rx 100M :

ASIC #1
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LP Active 1G

LP Transitioning 1G

LP Active Tx 100M :
LP Transitioning Tx 100M :
LP Active Rx 100M :
LP Transitioning Rx 100M :

This is an example of output from the show eee capabilities command on an interface where EEE
is enabled:

Device# show eee capabilities interface gigabitethernetl/0/1
Gil/0/1
EEE (efficient-ethernet): vyes (100-Tx and 1000T auto)
Link Partner : yes (100-Tx and 1000T auto)

This is an example of output from the show eee capabilities command on an interface where EEE
is not enabled:

Device# show eee capabilities interface gigabitethernet2/0/1
Gi2/0/1

EEE (efficient-ethernet): not enabled

Link Partner : not enabled

This is an example of output from the show eee status command on an interface where EEE is
enabled and operational. The table that follows describes the fields in the display.

Device# show eee status interface gigabitethernetl/0/4
Gil/0/4 is up

EEE (efficient-ethernet): Operational
Rx LPI Status : Received
Tx LPI Status :  Received

This is an example of output from the show eee status command on an interface where EEE
operational and the ports are in low power save mode:

Device# show eee status interface gigabitethernetl/0/3
Gil/0/3 is up

EEE (efficient-ethernet): Operational
Rx LPI Status : Low Power
Tx LPI Status : Low Power
Wake Error Count : 0

This is an example of output from the show eee status command on an interface where EEE is not
enabled because a remote link partner is incompatible with EEE:

Device# show eee status interface gigabitethernetl/0/3
Gil/0/3 is down

EEE (efficient-ethernet): Disagreed
Rx LPI Status :  None

Tx LPI Status :  None

Wake Error Count : 0
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Table 6: show eee status Field Descriptions

show eee .

Field

Description

EEE (efficient-ethernet)

The EEE status for the interface. This field can have
any of the following values:

* N/A—The port is not capable of EEE.
* Disabled—The port EEE is disabled.

* Disagreed—The port EEE is not set because a
remote link partner might be incompatible with
EEE; either it is not EEE capable, or its EEE
setting is incompatible.

* Operational—The port EEE is enabled and
operating.

If the interface speed is configured as 10 Mbps, EEE
is disabled internally. When the interface speed moves
back to auto, 100 Mbps or 1000 Mbps, EEE becomes
active again.

Rx/Tx LPI Status

The Low Power Idle (LPI) status for the link partner.
These fields can have any of the following values:

* N/A—The port is not capable of EEE.

* Interrupted—The link partner is in the process of
moving to low power mode.

* Low Power—The link partner is in low power
mode.

» None— EEE is disabled or not capable at the link
partner side.

» Received—The link partner is in low power mode
and there is traffic activity.

If an interface is configured as half-duplex, the LPI
status is None, which means the interface cannot be in
low power mode until it is configured as full-duplex.

Wake Error Count

The number of PHY wake-up faults that have occurred.
A wake-up fault can occur when EEE is enabled and
the connection to the link partner is broken.

This information is useful for PHY debugging.
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To display fan, temperature, redundant power system (RPS) availability, and power information, use the show

env command in EXEC mode.

show env {all |fan|power [{all |switch [stack-member-number]}]|rps|stack [stack-member-number]

| temperature [status]}

Syntax Description all

Displays the fan and temperature environmental status and the status of
the internal power supplies and the RPS.

fan Displays the switch fan status.

power Displays the internal power status of the active switch.

all (Optional) Displays the status of all the internal power supplies in a
standalone switch when the command is entered on the switch, or in all
the stack members when the command is entered on the stack's primary
switch.

switch (Optional) Displays the status of the internal power supplies for each

switch in the stack or for the specified switch.

This keyword is available only on stacking-capable switches.

stack-member-number

(Optional) Number of the stack member for which to display the status
of the internal power supplies or the environmental status.

The range is 1 to 8.

rps Displays the RPS status.
stack Displays all environmental status for each switch in the stack or for the
specified switch.
This keyword is available only on stacking-capable switches.
temperature Displays the switch temperature status.
status (Optional) Displays the switch internal temperature (not the external

temperature) and the threshold values.

Command Default None

Command Modes User EXEC
Privileged EXEC

Command History Release

Modification

Cisco IOS Release 15.0(2)EX1

This command was introduced.
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Usage Guidelines

Examples

show env .

Use the show env EXEC command to display the information for the switch being accessed—a standalone
switch or the stack's primary switch. Use this command with the stack and switch keywords to display all
information for the stack or for the specified stack member.

If you enter the show env temperature statuscommand, the command output shows the switch temperature
state and the threshold level.

You can also use the show env temperature command to display the switch temperature status. The
command output shows the green and yellow states as OK and the red state as FAULTY. If you enter the show
env all command, the command output is the same as the show env temperature statuscommand output.

This is an example of output from the show env all command:

Device# show env all

FAN PS-1 is OK

FAN PS-2 is NOT PRESENT

SYSTEM TEMPERATURE is OK

System Temperature Value: 41 Degree Celsius

System Temperature State: GREEN

Yellow Threshold : 66 Degree Celsius

Red Threshold : 76 Degree Celsius

POWER SUPPLY 1A TEMPERATURE: OK

POWER SUPPLY 1B TEMPERATURE: Not Present

SW PID Serial# Status Sys Pwr PoE Pwr Watts
1A PWR-C2-1025WAC DCB1636C003 OK Good Good 250/775
1B Not Present

SW Status RPS Name RPS Serial# RPS Port#

1 Not Present <>
This is an example of output from the show env fan command:

Device# show env fan
FAN PS-1 is OK
FAN PS-2 is NOT PRESENT

This is an example of output from the show env power all command on the stack's primary switch:

Device# show env power all
SW PID Serial# Status Sys Pwr PoE Pwr Watts

1A PWR-C2-1025WAC DCB1636C003 OK Good Good 250/775
1B Not Present

This is an example of output from the show env stack command on the stack's primary switch:

Device# show env stack

SWITCH: 1

PS-FAN1 is OK

PS-FAN2 is NOT PRESENT

TEMPERATURE is OK

Temperature Value: 41 Degree Celsius
Temperature State: GREEN

Yellow Threshold : 66 Degree Celsius
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. show env

Red Threshold : 76 Degree Celsius
POWER is OK
RPS is NOT PRESENT

This example shows how to display the temperature value, state, and the threshold values on a
standalone switch. The table describes the temperature states in the command output.

Device# show env stack

System Temperature Value: 41 Degree Celsius
System Temperature State: GREEN

Yellow Threshold : 66 Degree Celsius

Red Threshold : 76 Degree Celsius

Table 7: States in the show env temperature status Command Output

State |Description

Green | The switch temperature is in the normal operating range.

Yellow | The temperature is in the warning range. You should check the external temperature around the
switch.

Red |The temperature is in the critical range. The switch might not run properly if the temperature is in
this range.

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| Interface and Hardware Components

show errdisable detect .

show errdisable detect

Syntax Description

To display error-disabled detection status, use the show errdisable detect command in EXEC mode.
show errdisable detect

This command has no arguments or keywords.

Command Default ~ None
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

A gbic-invalid error reason refers to an invalid small form-factor pluggable (SFP) module.

The error-disable reasons in the command output are listed in alphabetical order. The mode column shows
how error-disable is configured for each feature.

You can configure error-disabled detection in these modes:
« port mode—The entire physical port is error-disabled if a violation occurs.
* vlan mode—The VLAN is error-disabled if a violation occurs.

» port/vlan mode—The entire physical port is error-disabled on some ports and is per-VLAN error-disabled
on other ports.

This is an example of output from the show errdisable detect command:

Device> show errdisable detect

ErrDisable Reason Detection Mode
arp-inspection Enabled port
bpduguard Enabled port
channel-misconfig (STP) Enabled port
community-limit Enabled port
dhcp-rate-limit Enabled port
dtp-flap Enabled port
gbic-invalid Enabled port
iif-reg-failure Enabled port
inline-power Enabled port
invalid-policy Enabled port
12ptguard Enabled port
link-flap Enabled port
loopback Enabled port
lsgroup Enabled port
mac-limit Enabled port
pagp-flap Enabled port
port-mode-failure Enabled port
pppoe-ia-rate-limit Enabled port
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psecure-violation
security-violation
sfp-config-mismatch
sgacl limitation
small-frame
storm-control

udld

vmps

psp

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled

Interface and Hardware Components |

port/vlan
port
port
port
port
port
port
port
port
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show errdisable recovery .

show errdisable recovery

Syntax Description

To display the error-disabled recovery timer information, use the show errdisable recovery command in
EXEC mode.

show errdisablerecovery

This command has no arguments or keywords.

Command Default ~ None
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

\)

A gbic-invalid error-disable reason refers to an invalid small form-factor pluggable (SFP) module interface.

Note

Though visible in the output, the unicast-flood field is not valid.

This is an example of output from the show errdisable recovery command:

Device> show errdisable recovery

ErrDisable Reason Timer Status
arp-inspection Disabled
bpduguard Disabled
channel-misconfig (STP) Disabled
dhcp-rate-limit Disabled
dtp-flap Disabled
gbic-invalid Disabled
inline-power Disabled
12ptguard Disabled
link-flap Disabled
mac-limit Disabled
loopback Disabled
pagp-flap Disabled
port-mode-failure Disabled
pppoe-ia-rate-limit Disabled
psecure-violation Disabled
security-violation Disabled
sfp-config-mismatch Disabled
small-frame Disabled
storm-control Disabled
udld Disabled
vmps Disabled
psp Disabled

Timer interval: 300 seconds
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. show errdisable recovery

Interfaces that will be enabled at the next timeout:
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show interfaces

To display the administrative and operational status of all interfaces or for a specified interface, use the show
interfaces command in privileged EXEC mode.

show interfaces .

show interfaces [{interface-id|vlan vlan-id}] [{accounting|capabilities [module number]|debounce
| description | etherchannel | flowcontrol | pruning | stats| status [{err-disabled}] | trunk}]

Syntax Description

interface-id

(Optional) ID of the interface. Valid interfaces include physical
ports (including type, stack member for stacking-capable switches,
module, and port number) and port channels. The port channel
range is 1 to 48.

vlan vian-id

(Optional) VLAN identification. The range is 1 to 4094.

accounting

(Optional) Displays accounting information on the interface,
including active protocols and input and output packets and octets.

Note The display shows only packets processed in software;
hardware-switched packets do not appear.

capabilities

(Optional) Displays the capabilities of all interfaces or the specified
interface, including the features and options that you can configure
on the interface. Though visible in the command line help, this
option is not available for VLAN IDs.

module number

(Optional) Displays capabilities of all interfaces on the switch or
specified stack member.

The range is 1 to 8.

This option is not available if you entered a specific interface ID.

debounce (Optional) Displays port debounce timer information for an
interface.

description (Optional) Displays the administrative status and description set
for an interface.

etherchannel (Optional) Displays interface EtherChannel information.

flowcontrol (Optional) Displays interface flow control information.

mtu (Optional) Displays the MTU for each interface or for the specified
interface.

pruning (Optional) Displays trunk VTP pruning information for the
interface.

stats (Optional) Displays the input and output packets by switching the

path for the interface.
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status (Optional) Displays the status of the interface. A status of
unsupported in the Type field means that a non-Cisco small
form-factor pluggable (SFP) module is inserted in the module slot.

err-disabled (Optional) Displays interfaces in an error-disabled state.

trunk (Optional) Displays interface trunk information. If you do not
specify an interface, only information for active trunking ports
appears.

Note

Though visible in the command-line help strings, the crb, fair-queue, irb, mac-accounting, precedence,
random-detect, and rate-limit keywords are not supported.

Command Default ~ None
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The show interfaces capabilities command with different keywords has these results:

* Use the show interface capabilitiesmodule number command to display the capabilities of all interfaces
on that switch in the stack. If there is no with that module number in the stack, there is no output.

« Use the show interfaces interface-id capabilitiesto display the capabilities of the specified interface.

* Use the show inter faces capabilities (with no module number or interface ID) to display the capabilities
of all interfaces in the stack.

This is an example of output from the show interfaces command for an interface on stack member
3:

Device# show interfaces gigabitethernet3/0/2
GigabitEthernet3/0/2 is down, line protocol is down (notconnect)
Hardware is Gigabit Ethernet, address is 2037.064d.4381 (bia 2037.064d.4381)
MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Auto-duplex, Auto-speed, media type is 10/100/1000BaseTX
input flow-control is off, output flow-control is unsupported
ARP type: ARPA, ARP Timeout 04:00:00
Last input never, output never, output hang never
Last clearing of "show interface" counters never
Input queue: 0/2000/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo
Output queue: 0/40 (size/max)
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
0 packets input, 0 bytes, 0 no buffer
Received 0 broadcasts (0 multicasts)
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runts, 0 giants,
watchdog, 0 multi

packets output, 0
output errors, O

O O OO OO oo oo

output buffer fai

0 throttles

input errors, 0 CRC, 0 frame

cast, 0 pau

, 0 overrun, 0O ignored

se input

bytes, 0 underruns

collisions,

unknown protocol drops
babbles, 0 late collision, 0
lost carrier, 0 no carrier,
lures, 0 output buffers swapped out

1 interface r

deferred
0 pause output

input packets with dribble condition detected

esets

This is an example of output from the show interfaces accounting command:

Device# show interfaces accounting

Vlanl
Protocol Pkts In
IP 382021
ARP 981
FastEthernetO
Protocol Pkts In
Other 4
Spanning Tree 41
CDP 5
GigabitEthernetl/0/1
Protocol Pkts In
No traffic sent or received on this
GigabitEthernetl/0/2
Protocol Pkts In
No traffic sent or received on this
GigabitEthernetl1/0/3
Protocol Pkts In
Other 0
Spanning Tree 679120
CDP 22623
DTP 45226
GigabitEthernetl1/0/4
Protocol Pkts In
No traffic sent or received on this
GigabitEthernetl/0/5
Protocol Pkts In
No traffic sent or received on this
GigabitEthernetl/0/6
Protocol Pkts In

Chars In
29073978
58860

Chars In
276
2132
2270

Chars In
interface.

Chars In
interface.

Chars In

0
40747200
10248219
2713560

Chars In
interface.

Chars In
interface.

Chars In

No traffic sent or received on this interface.

<output truncated>

Pkts Out
41157
179

Pkts Out
0
0
10

Pkts Out

Pkts Out

Pkts Out
226505

0

22656

0

Pkts Out

Pkts Out

Pkts Out

Device# show interfaces gigabitethernetl/0/1 capabilities

GigabitEthernetl/0/1
Model:
Type:
Speed:
Duplex:
Trunk encap. type:
Trunk mode:
Channel:
Broadcast suppression:
Flowcontrol:
Fast Start:
QoS scheduling:

CoS rewrite:

WS-C2960XR-24PD-I

10/100/100
10,100,100

0OBaseTX
0,auto

half, full, auto

802.10Q

on,off,desirable, nonegotiate

yes
percentage
rx-(off,on
yes

(0-100)
,desired), tx—(

none)

Chars Out
20408734
10740

Chars Out
0

0

4318

Chars Out

Chars Out

Chars Out
14949330
0
10670858
0

Chars Out

Chars Out

Chars Out

rx- (not configurable on per port basis),
(3t: Two configurable values and one fixed.)

tx-(493t)
yes

show interfaces .

Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches) .



Interface and Hardware Components |
. show interfaces

ToS rewrite: yes
UDLD: yes
Inline power: yes
SPAN: source/destination
PortSecure: yes
Dotlx: yes

This is an example of output from the show interfaces interface description command when the
interface has been described as Connectsto Marketing by using the description interface configuration
command:

Device# show interfaces gigabitethernetl/0/2 description

Interface Status Protocol Description
Gil/0/2 up down Connects to Marketing

This is an example of output from the show interfaces interface-id pruning command when
pruning is enabled in the VTP domain:

Device# show interfaces gigabitethernetl/0/2 pruning
Port Vlans pruned for lack of request by neighbor
Gil/0/2 3,4

Port Vlans traffic requested of neighbor
Gil1/0/2 1-3

This is an example of output from the show inter faces statscommand for a specified VLAN interface:

Device# show interfaces vlan 1 stats

Switching path Pkts In Chars In Pkts Out Chars Out
Processor 1165354 136205310 570800 91731594
Route cache 0 0 0 0
Total 1165354 136205310 570800 91731594

This is an example of partial output from the show interfaces status command. It displays the status
of all interfaces:

Device# show interfaces status

Port Name Status Vlan Duplex Speed Type

Gil/0/1 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/2 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/3 connected 1 a-full a-1000 10/100/1000BaseTX
Gil/0/4 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/5 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/6 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/7 notconnect 1 auto auto 10/100/1000BaseTX
Gil/0/8 notconnect 1 auto auto 10/100/1000BaseTX

<output truncated>

This is an example of output from the show interfaces interface-id status command:

Device# show interfaces gigabitethernetl/0/20 status

Port Name Status Vlan Duplex Speed Type
Gi1/0/20 notconnect 1 auto auto 10/100/1000Ba
seTX

This is an example of output from the show interfaces status err-disabled command. It displays
the status of interfaces in the error-disabled state:
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show interfaces .

Device# show interfaces status err-disabled

Port Name Status Reason
Gil/0/2 err-disabled gbic-invalid
Gi2/0/3 err-disabled dtp-flap

This is an example of output from the show interfaces interface-id pruning command:

Device# show interfaces gigabitethernetl/0/2 pruning
Port Vlans pruned for lack of request by neighbor

Device# show interfaces gigabitethernetl/0/1 trunk

Port Mode Encapsulation Status Native wvlan
Gil/0/1 on 802.1qg other 10

Port Vlans allowed on trunk

Gil/0/1 none

Port Vlans allowed and active in management domain

Gil/0/1 none

Port Vlans in spanning tree forwarding state and not pruned
Gil/0/1 none
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. show interfaces counters

show interfaces counters

To display various counters for the switch or for a specific interface, use the show interfaces counters
command in privileged EXEC mode.

show interfaces [interface-id] counters [{errors|etherchannel | module stack-member-number |
protocol status|trunk}]

Syntax Description

N

interface-id (Optional) ID of the physical interface, including type, stack member
(stacking-capable switches only) module, and port number.

errors (Optional) Displays error counters.

etherchannel (Optional) Displays EtherChannel counters, including octets, broadcast
packets, multicast packets, and unicast packets received and sent.

module (Optional) Displays counters for the specified stack member.
stack- ber-number The range is 1 to 8.
Note In this command, the module keyword refers to the stack member
number. The module number that is part of the interface ID is
always zero.

protocol status (Optional) Displays the status of protocols enabled on interfaces.

trunk (Optional) Displays trunk counters.

Note

Though visible in the command-line help string, the vlan vlan-id keyword is not supported.

Command Default None
Command Modes Privileged EXEC
Command History Release Nodification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

If you do not enter any keywords, all counters for all interfaces are included.

This is an example of partial output from the show interfaces counter s command. It displays all
counters for the switch.

Device# show interfaces counters

Port InOctets InUcastPkts InMcastPkts InBcastPkts
Gil/0/1 0 0 0 0
Gil/0/2 0 0 0 0
Gil/0/3 95285341 43115 1178430 1950
Gil/0/4 0 0 0 0
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<output truncated>

show interfaces counters .

This is an example of partial output from the show interfaces counters module command for stack
member 2. It displays all counters for the specified switch in the stack.

Device# show interfaces counters module 2

Port InOctets InUcastPkts
Gil/0/1 520 2
Gil/0/2 520 2
Gil/0/3 520 2
Gil/0/4 520 2

<output truncated>

InMcastPkts
0

0
0
0

InBcastPkts
0

0
0
0

This is an example of partial output from the show interfaces counters protocol status command

for all interfaces:

Device# show interfaces counters protocol status

Protocols allocated:

Vlanl: Other, IP

Vlan20: Other, IP, ARP

Vlan30: Other, IP, ARP

Vlan40: Other, IP, ARP

Vlan50: Other, IP, ARP

Vlan60: Other, IP, ARP

Vlan70: Other, IP, ARP

V1lan80: Other, IP, ARP

V1an90: Other, IP, ARP

V1an900: Other, IP, ARP
V1an3000: Other, IP

V1an3500: Other, IP
GigabitEthernetl/0/1: Other, IP, ARP, CDP
GigabitEthernetl/0/2: Other, IP
GigabitEthernetl/0/3: Other, IP
GigabitEthernetl/0/4: Other, IP
GigabitEthernetl/0/5: Other, IP
GigabitEthernetl/0/6: Other, IP
GigabitEthernetl/0/7: Other, IP
GigabitEthernetl/0/8: Other, IP
GigabitEthernetl/0/9: Other, IP
GigabitEthernetl1/0/10: Other, IP, CDP

<output truncated>

This is an example of output from the show interfaces counterstrunk command. It displays trunk

counters for all interfaces.

Device# show interfaces counters trunk

Port TrunkFramesTx TrunkFramesRx
Gil/0/1 0 0
Gil/0/2 0 0
Gil/0/3 80678 0
Gil/0/4 82320 0
Gil1/0/5 0 0

<output truncated>

WrongEncap

O O O O o
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. show interfaces switchport

show interfaces switchport

To display the administrative and operational status of a switching (nonrouting) port, including port blocking
and port protection settings, use the show interfaces switchport command in privileged EXEC mode.

show interfaces [interface-id] switchport [{backup [detail]| module number}]

Syntax Description

interface-id (Optional) ID of the interface. Valid interfaces include physical ports (including type,
stack member for stacking-capable switches, module, and port number) and port channels.
The port channel range is 1 to 48.

backup (Optional) Displays Flex Link backup interface configuration for the specified interface
or all interfaces.

detail (Optional) Displays detailed backup information for the specified interface or all interfaces
on the switch or the stack.

module number (Optional) Displays switchport configuration of all interfaces on the switch or specified
stack member.

The range is 1 to 8.

This option is not available if you entered a specific interface ID.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

N

Use the show interface switchport module number command to display the switch port characteristics of
all interfaces on that switch in the stack. If there is no switch with that module number in the stack, there is
no output.

This is an example of output from the show interfaces switchport command for a port. The table
that follows describes the fields in the display.

Note

Private VLANS are not supported in this release, so those fields are not applicable.

Device# show interfaces gigabitethernetl/0/1 switchport
Name: Gil/0/1

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: down

Administrative Trunking Encapsulation: dotlg
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 10 (VLAN0O010)
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Administrative Native VLAN tagging: enabled
Voice VLAN: none
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan
Administrative private-vlan trunk
Administrative private-vlan trunk
Operational private-vlan: none
Trunking VLANs Enabled: 11-20
Pruning VLANs Enabled: 2-1001
Capture Mode Disabled

Capture VLANs Allowed: ALL

mapping: none
trunk
trunk
trunk

trunk

mappings:

Protected: false

Unknown unicast blocked: disabled
Unknown multicast blocked: disabled
Appliance trust: none

host-association:

native VLAN:
Native VLAN tagging:
encapsulation:
normal VLANs:
associations:

show interfaces switchport .

none

none

enabled
dotlg

none

none

none

Field

Description

Name

Displays the port name.

Switchport

Displays the administrative and operational status of
the port. In this display, the port is in switchport mode.

Administrative Mode

Operational Mode

Displays the administrative and operational modes.

Administrative Trunking Encapsulation
Operational Trunking Encapsulation

Negotiation of Trunking

Displays the administrative and operational
encapsulation method and whether trunking
negotiation is enabled.

Access Mode VLAN

Displays the VLAN ID to which the port is
configured.

Trunking Native Mode VLAN

Lists the VLAN ID of the trunk that is in native mode.
Lists the allowed VLANS on the trunk. Lists the active

Trunking VLANs Enabled VLANS on the trunk.

Trunking VLANSs Active

Pruning VLANSs Enabled Lists the VLANS that are pruning-eligible.
Protected Displays whether or not protected port is enabled

(True) or disabled (False) on the interface.

Unknown unicast blocked

Unknown multicast blocked

Displays whether or not unknown multicast and
unknown unicast traffic is blocked on the interface.

Voice VLAN

Displays the VLAN ID on which voice VLAN is
enabled.
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. show interfaces switchport

Field Description
Appliance trust Displays the class of service (CoS) setting of the data
packets of the IP phone.

This is an example of output from the show interfaces switchport backup command:

Device# show interfaces switchport backup
Switch Backup Interface Pairs:

Active Interface Backup Interface State

Gil/0/1 Gil/0/2 Active Up/Backup Standby
Gi3/0/3 Gi4/0/5 Active Down/Backup Up
Pol Po2 Active Standby/Backup Up

In this example of output from the show interfaces switchport backup command, VLANS 1 to 50,
60, and 100 to 120 are configured on the switch:

Device (config) # interface gigabitethernet 2/0/6
Device (config-if) # switchport backup interface gigabitethernet 2/0/8
prefer vlan 60,100-120

When both interfaces are up, Gi2/0/8 forwards traffic for VLANs 60, 100 to 120, and Gi2/0/6 will
forward traffic for VLANSs 1 to 50.

Device# show interfaces switchport backup

Switch Backup Interface Pairs:
Active Interface Backup Interface State

GigabitEthernet2/0/6 GigabitEthernet2/0/8 Active Up/Backup Up
Vlans on Interface Gi 2/0/6: 1-50
Vlans on Interface Gi 2/0/8: 60, 100-120

When a Flex Link interface goes down (LINK_DOWN), VLANSs preferred on this interface are
moved to the peer interface of the Flex Link pair. In this example, if interface Gi2/0/6 goes down,
Gi2/0/8 carries all VLANS of the Flex Link pair.

Device# show interfaces switchport backup

Switch Backup Interface Pairs:
Active Interface Backup Interface State

GigabitEthernet2/0/6 GigabitEthernet2/0/8 Active Down/Backup Up
Vlans on Interface Gi 2/0/6:
Vlans on Interface Gi 2/0/8: 1-50, 60, 100-120

When a Flex Link interface comes up, VLANSs preferred on this interface are blocked on the peer
interface and moved to the forwarding state on the interface that has just come up. In this example,
if interface Gi2/0/6 comes up, then VLANSs preferred on this interface are blocked on the peer interface
Gi2/0/8 and forwarded on Gi2/0/6.

Device# show interfaces switchport backup

Switch Backup Interface Pairs:

Active Interface Backup Interface State
GigabitEthernet2/0/6 GigabitEthernet2/0/8 Active Up/Backup Up
Vlans on Interface Gi 2/0/6: 1-50
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show interfaces switchport .

Vlans on Interface Gi 2/0/8: 60, 100-120
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. show interfaces transceiver

show interfaces transceiver

To display the physical properties of a small form-factor pluggable (SFP) module interface, use the show
interfacestransceiver command in EXEC mode.

show interfaces [interface-id] transceiver [{detail | module number | properties| supported-list |
threshold-table} ]

Syntax Description  interface-id (Optional) ID of the physical interface, including type, stack member (stacking-capable
switches only) module, and port number.

detail (Optional) Displays calibration properties, including high and low numbers and any alarm
information for any Digital Optical Monitoring (DoM)-capable transceiver if one is
installed in the switch.

module number  (Optional) Limits display to interfaces on module on the switch.
The range is 1 to 8.

This option is not available if you entered a specific interface ID.

properties (Optional) Displays speed, duplex, and inline power settings on an interface.

supported-list  (Optional) Lists all supported transceivers.

threshold-table (Optional) Displays alarm and warning threshold table.

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Examples This is an example of output from the show inter facesinterface-id transceiver propertiescommand:

Device# show interfaces gigabitethernetl/0/50 transceiver properties
Diagnostic Monitoring is not implemented.
Name : Gil1/0/50
Administrative Speed: auto
Administrative Duplex: auto
Administrative Auto-MDIX: on
Administrative Power Inline: N/A
Operational Speed: 1000
Operational Duplex: full
Operational Auto-MDIX: on
Media Type: 10/100/1000BaseTX

This is an example of output from the show interfaces interface-id transceiver detail command:
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show interfaces transceiver .

Device# show interfaces gigabitethernetl/1/1 transceiver detail
ITU Channel not available (Wavelength not available),
Transceiver is internally calibrated.
mA:milliamperes, dBm:decibels (milliwatts), N/A:not applicable.
++:high alarm, +:high warning, -:low warning, -- :low alarm.
A2D readouts (if they differ), are reported in parentheses.

The threshold values are uncalibrated.

High Alarm High Warn Low Warn Low Alarm
Temperature Threshold Threshold Threshold Threshold
Port (Celsius) (Celsius) (Celsius) (Celsius) (Celsius)
Gil/1/1 29.9 74.0 70.0 0.0 -4.0
High Alarm High Warn Low Warn Low Alarm
Voltage Threshold Threshold Threshold Threshold
Port (Volts) (Volts) (Volts) (Volts) (Volts)
Gil/1/1 3.28 3.60 3.50 3.10 3.00
Optical High Alarm High Warn Low Warn Low Alarm
Transmit Power Threshold Threshold Threshold Threshold
Port (dBm) (dBm) (dBm) (dBm) (dBm)
Gil/1/1 1.8 7.9 3.9 0.0 -4.0
Optical High Alarm High Warn Low Warn Low Alarm
Receive Power Threshold Threshold Threshold Threshold
Port (dBm) (dBm) (dBm) (dBm) (dBm)
Gil/1/1 =-23.5 -5.0 -9.0 -28.2 -32.2

This is an example of output from the show interfacestransceiver threshold-table command:

Device# show interfaces transceiver threshold-table

Optical Tx Optical Rx Temp Laser Bias Voltage
current
DWDM GBIC
Minl -4.00 -32.00 -4 N/A 4.65
Min2 0.00 -28.00 0 N/A 4.75
Max2 4.00 -9.00 70 N/A 5.25
Maxl 7.00 -5.00 74 N/A 5.40
DWDM SFP
Minl -4.00 -32.00 -4 N/A 3.00
Min2 0.00 -28.00 0 N/A 3.10
Max2 4.00 -9.00 70 N/A 3.50
Maxl 8.00 -5.00 74 N/A 3.60
RX only WDM GBIC
Minl N/A -32.00 -4 N/A 4.65
Min2 N/A -28.30 0 N/A 4.75
Max2 N/A -9.00 70 N/A 5.25
Maxl N/A -5.00 74 N/A 5.40
DWDM XENPAK
Minl -5.00 -28.00 -4 N/A N/A
Min2 -1.00 -24.00 0 N/A N/A
Max2 3.00 -7.00 70 N/A N/A
Maxl 7.00 -3.00 74 N/A N/A
DWDM X2
Minl -5.00 -28.00 -4 N/A N/A
Min2 -1.00 -24.00 0 N/A N/A
Max2 3.00 -7.00 70 N/A N/A
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Max1
DWDM XFP
Minl -
Min2 -
Max2
Max1
CWDM X2
Minl
Min2
Max2
Max1

<output truncated>

5.00
1.00

N/A
N/A
N/A
N/A

-28.
-24.
.00
-3.

-7

.00

00
00

00

N/A
N/A
N/A
N/A

o O O o

N/A

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
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N/A

N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
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show ip ports all

To display all the open ports on the device, use the show ip portsall command in EXEC or User EXEC
mode.

show ip ports all

Syntax Description ~ This command has no arguments or keywords.

Command Default None

Command Modes User EXEC, PriVileged EXEC

Command History Release Modification

15.2(5) E1 This command was introduced.

The following is a sample output from show ip portsall command:

switch# show ip ports all
Proto Local Address Foreign Address State PID/Program Name
TCB Local Address Foreign Address (state)

tcp *:4786 ok LISTEN 224/[IOS]SMI IBC server process
tcp *:443 *ix LISTEN 286/[IOS]HTTP CORE

tcp *:443 *ix LISTEN 286/[IOS]HTTP CORE

tcp *:80 *ix LISTEN 286/[IOS]HTTP CORE

tcp *:80 *ix LISTEN 286/[IOS]HTTP CORE

udp *:10002 * gk 0/[I0S] Unknown

udp *:2228 0.0.0.0:0 318/ [IOS]L2TRACE SERVER

switch#

The table below shows the field descriptions.

Field Description

Protocol Transport protocol used

Foreign Address Remote / peer address

State State of connection : listen / establishment / connected
PID/Program Name Process id / process name

Local Address Device IP address

Related Commands  Show tcp brief all
show ip sockets
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. show network-policy profile

show network-policy profile

To display the network-policy profiles, use the show network policy profile command in privileged EXEC
mode.

show network-policy profile [profile-number]

Syntax Description

profileenumber (Optional) Displays the network-policy profile number. If no profile is entered, all
network-policy profiles appear.

Command Default None
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

This is an example of output from the show networ k-policy profile command:

Device# show network-policy profile
Network Policy Profile 60
Interface:
none
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show power inline

To display the Power over Ethernet (PoE) status for the specified PoE port, the specified stack member, or
for all PoE ports in the switch stack, use the show power inline command in EXEC mode.

show power inline [{police| priority}] [{interface-id | module stack-member-number}] [detail]

Syntax Description police (Optional) Displays the power policing information about
real-time power consumption.

priority (Optional) Displays the power inline port priority for each port.

interface-id (Optional) ID of the physical interface.

module stack-member-number (Optional) Limits the display to ports on the specified stack
member.

The range is 1 to 8.

This keyword is supported only on stacking-capable switches.

detail (Optional) Displays detailed output of the interface or module.

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.

Examples This is an example of output from the show power inlinecommand. The table that follows describes

the output fields.

Device> show power inline

Module Available Used Remaining

(Watts) (Watts) (Watts)
1 n/a n/a n/a
2 n/a n/a n/a
3 1440.0 15.4 1424.6
4 720.0 6.3 713.7
Interface Admin Oper Power Device Class Max

(Watts)

Gi3/0/1 auto off 0.0 n/a n/a 30.0
Gi3/0/2 auto off 0.0 n/a n/a 30.0
Gi3/0/3 auto off 0.0 n/a n/a 30.0
Gi3/0/4 auto off 0.0 n/a n/a 30.0
Gi3/0/5 auto off 0.0 n/a n/a 30.0
Gi3/0/6 auto off 0.0 n/a n/a 30.0
Gi3/0/7 auto off 0.0 n/a n/a 30.0
Gi3/0/8 auto off 0.0 n/a n/a 30.0
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Gi3/0/9

Gi3/0/10
Gi3/0/11
Gi3/0/12

auto
auto
auto
auto
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off 0.0 n/a n/a 30.0
off 0.0 n/a n/a 30.0
off 0.0 n/a n/a 30.0
off 0.0 n/a n/a 30.0

<output truncated>

This is an example of output from the show power inlineinterface-id command on a switch port:

Device> show power inline gigabitethernetl/0/1

Interface Admin

Oper Power Device Class Max
(Watts)
off 0.0 n/a n/a 30.0

Interface

Gil/0/1

AdminPowerMax AdminConsumption
(Watts) (Watts)

This is an example of output from the show power inlinemodule switch-number command on stack
member 3. The table that follows describes the output fields.

Device> show power inline module 3

Module Available Used Remaining

(Watts) (Watts) (Watts)
3 865.0 864.0 1.0
Interface Admin Oper Power Device Class Max

(Watts)

Gi3/0/1 auto power—-deny 4.0 n/a n/a 15.4
Gi3/0/2 auto off 0.0 n/a n/a 15.4
Gi3/0/3 auto off 0.0 n/a n/a 15.4
Gi3/0/4 auto off 0.0 n/a n/a 15.4
Gi3/0/5 auto off 0.0 n/a n/a 15.4
Gi3/0/6 auto off 0.0 n/a n/a 15.4
Gi3/0/7 auto off 0.0 n/a n/a 15.4
Gi3/0/8 auto off 0.0 n/a n/a 15.4
Gi3/0/9 auto off 0.0 n/a n/a 15.4
Gi3/0/10 auto off 0.0 n/a n/a 15.4

<output truncated>

Table 8: show power inline Field Descriptions

Field

Description

Available

The total amount of configured power1 on the PoE switch in watts (W).

Used

The amount of configured power that is allocated to PoE ports in watts.

Remaining

The amount of configured power in watts that is not allocated to ports in the system.
(Available — Used = Remaining)

Admin

Administration mode: auto, off, static.
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show power inline .

Field

Description

Oper

Operating mode:

» on—The powered device is detected, and power is applied.
* off—No PoE is applied.
» faulty—Device detection or a powered device is in a faulty state.

» power-deny—A powered device is detected, but no PoE is available, or the
maximum wattage exceeds the detected powered-device maximum.

Power

The maximum amount of power that is allocated to the powered device in watts. This
value is the same as the value in the Cutoff Power field in the show power inlinepolice
command output.

Device

The device type detected: n/a, unknown, Cisco powered-device, IEEE powered-device,
or the name from CDP.

Class

The IEEE classification: n/a or a value from 0 to 4.

Max

The maximum amount of power allocated to the powered device in watts.

AdminPowerMax | The maximum amount power allocated to the powered device in watts when the switch

polices the real-time power consumption. This value is the same as the Max field value.

AdminConsumption | The power consumption of the powered device in watts when the switch polices the

real-time power consumption. If policing is disabled, this value is the same as the
AdminPower Max field value.

' The configured power is the power that you manually specify or that the switch specifies by
using CDP power negotiation or the IEEE classification, which is different than the real-time
power that is monitored with the power sensing feature.

This is an example of output from the show power inline police command on a stacking-capable

switch:

Device> show power inline police

Module

Gil/0/1
Gil/0/2
Gi1/0/3
Gil/0/4
Gil/0/5
Gil/0/6
Gi1/0/7
Gil/0/8
Gi1/0/9
Gil/0/10
Gil/0/11
Gil/0/12

Available Used Remaining
(Watts) (Watts) (Watts)
370.0 0.0 370.0
865.0 864.0 1.0
Admin Oper Admin Oper Cutoff Oper
State State Police Police Power Power
auto off none n/a n/a 0.0
auto off log n/a 5.4 0.0
auto off errdisable n/a 5.4 0.0
off off none n/a n/a 0.0
off off log n/a 5.4 0.0
off off errdisable n/a 5.4 0.0
auto off none n/a n/a 0.0
auto off log n/a 5.4 0.0
auto on none n/a n/a 5.1
auto on log ok 5.4 4.2
auto on log log 5.4 5.9
auto on errdisable ok 5.4 4.2
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show power inline

Gil/0/13 auto errdisable errdisable n/a 5.4 0.0
<output truncated>
In the previous example:

* The Gi1/0/1 port is shut down, and policing is not configured.

* The Gi1/0/2 port is shut down, but policing is enabled with a policing action to generate a syslog
message.

» The Gi1/0/3 port is shut down, but policing is enabled with a policing action is to shut down
the port.

* Device detection is disabled on the Gil/0/4 port, power is not applied to the port, and policing
is disabled.

* Device detection is disabled on the Gil/0/5 port, and power is not applied to the port, but policing
is enabled with a policing action to generate a syslog message.

* Device detection is disabled on the Gil/0/6 port, and power is not applied to the port, but policing
is enabled with a policing action to shut down the port.

» The Gil/0/7 port is up, and policing is disabled, but the switch does not apply power to the
connected device.

* The Gi1/0/8 port is up, and policing is enabled with a policing action to generate a syslog
message, but the switch does not apply power to the powered device.

* The Gi1/0/9 port is up and connected to a powered device, and policing is disabled.

*» The Gil1/0/10 port is up and connected to a powered device, and policing is enabled with a
policing action to generate a syslog message. The policing action does not take effect because
the real-time power consumption is less than the cutoff value.

» The Gi1/0/11 port is up and connected to a powered device, and policing is enabled with a
policing action to generate a syslog message.

* The Gi1/0/12 port is up and connected to a powered device, and policing is enabled with a
policing action to shut down the port. The policing action does not take effect because the
real-time power consumption is less than the cutoff value.

* The Gi1/0/13 port is up and connected to a powered device, and policing is enabled with a
policing action to shut down the port.

This is an example of output from the show power inline policeinterface-id command on a standalone
switch. The table that follows describes the output fields.

Table 9: show power inline police Field Descriptions

Field Description
Available The total amount of configured powelz on the switch in watts (W).
Used The amount of configured power allocated to PoE ports in watts.

Remaining | The amount of configured power in watts that is not allocated to ports in the system. (Available
— Used = Remaining)
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show power inline .

Field

Description

Admin State

Administration mode: auto, off, static.

Oper State

Operating mode:

« errdisable—Policing is enabled.

« faulty—Device detection on a powered device is in a faulty state.
* off—No PoE is applied.

» on—The powered device is detected, and power is applied.

» power-deny—A powered device is detected, but no PoE is available, or the real-time
power consumption exceeds the maximum power allocation.

Note The operating mode is the current PoE state for the specified PoE port, the specified
stack member, or for all PoE ports on the switch.

Admin
Police

Status of the real-time power-consumption policing feature:

» errdisable—Policing is enabled, and the switch shuts down the port when the real-time
power consumption exceeds the maximum power allocation.

* log—Policing is enabled, and the switch generates a syslog message when the real-time
power consumption exceeds the maximum power allocation.

* none—Policing is disabled.

Oper Police

Policing status:

» errdisable—The real-time power consumption exceeds the maximum power allocation,
and the switch shuts down the PoE port.

* log—The real-time power consumption exceeds the maximum power allocation, and the
switch generates a syslog message.

» n/a—Device detection is disabled, power is not applied to the PoE port, or no policing
action is configured.

» ok—Real-time power consumption is less than the maximum power allocation.

Cutoff Power

The maximum power allocated on the port. When the real-time power consumption is greater
than this value, the switch takes the configured policing action.

Oper Power

The real-time power consumption of the powered device.

2 The configured power is the power that you manually specify or that the switch specifies by
using CDP power negotiation or the IEEE classification, which is different than the real-time
power that is monitored with the power sensing feature.

This is an example of output from the show power inlinepriority command on a standalone switch.

Device> show power inline priority
Interface Admin Oper Priority
State State

Gil/0/1 auto off low
Gil/0/2 auto off low
Gil/0/3 auto off low
Gil/0/4 auto off low
Gil/0/5 auto off low
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Gil/0/6
Gil1/0/7
Gil/0/8
Gil1/0/9

auto
auto
auto
auto

off
off
off
off

low
low
low
low
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show system mtu

To display the global maximum transmission unit (MTU) or maximum packet size set for the switch, use the
show system mtu command in privileged EXEC mode.

show system mtu

Syntax Description ~ This command has no arguments or keywords.

Command Default None

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines For information about the MTU values and the stack configurations that affect the MTU values, see the System
mtu command.

Examples This is an example of output from the show system mtu command:

Device# show system mtu

System MTU size is 1500 bytes

System Jumbo MTU size is 1500 bytes
System Alternate MTU size is 1500 bytes
Routing MTU size is 1500 bytes
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To specify the speed of a 10/100/1000/2500/5000 Mbps port, use the speed command in interface configuration
mode. To return to the default value, use the no form of this command.

speed {10] 100 | 1000 | 2500 | 5000 | auto [{10| 100 | 1000 | 2500 | 5000}] | nonegotiate}
no speed

Syntax Description

Command Default

Command Modes

10 Specifies that the port runs at 10 Mbps.

100 Specifies that the port runs at 100 Mbps.

1000 Specifies that the port runs at 1000 Mbps. This option is valid and visible only on 10/100/1000
Mb/s ports.

2500 Specifies that the port runs at 2500 Mbps. This option is valid and visible only on

multi-Gigabit-supported Ethernet ports.

5000 Specifies that the port runs at 5000 Mbps. This option is valid and visible only on
multi-Gigabit-supported Ethernet ports.

auto Detects the speed at which the port should run, automatically, based on the port at the other
end of the link. If you use the 10, 100, 1000, 1000, 2500, or 5000 keyword with the auto
keyword, the port autonegotiates only at the specified speeds.

nonegotiate Disables autonegotiation, and the port runs at 1000 Mbps.

The default is auto.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

You cannot configure speed on 10-Gigabit Ethernet ports.

Except for the I000BASE-T small form-factor pluggable (SFP) modules, you can configure the speed to not
negotiate (Nonegotiate) when an SFP module port is connected to a device that does not support autonegotiation.

The new keywords, 2500 and 5000 are visible only on multi-Gigabit (m-Gig) Ethernet supporting devices.

If the speed is set to auto, the switch negotiates with the device at the other end of the link for the speed
setting, and then forces the speed setting to the negotiated value. The duplex setting remains configured on
each end of the link, which might result in a duplex setting mismatch.

If both ends of the line support autonegotiation, we highly recommend the default autonegotiation settings.
If one interface supports autonegotiation and the other end does not, use the auto setting on the supported
side, but set the duplex and speed on the other side.
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Examples

A

speed .

Caution

Changing the interface speed and duplex mode configuration might shut down and re-enable the interface
during the reconfiguration.

For guidelines on setting the switch speed and duplex parameters, see the “Configuring Interface Characteristics”
chapter in the software configuration guide for this release.

Verify your settings using the show interfaces privileged EXEC command.

The following example shows how to set speed on a port to 100 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed 100

The following example shows how to set a port to autonegotiate at only 10 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if) # speed auto 10

The following example shows how to set a port to autonegotiate at only 10 or 100 Mbps:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# speed auto 10 100
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. switchport backup interface

switchport backup interface

To configure Flex Links, use the switchport backup interface command in interface configuration mode on
a Layer 2 interface on the switch stack or on a standalone switch. To remove the Flex Links configuration,
use the no form of this command.

switchport backup interface interface-id [{mmu primary vlan vlan-id| multicast fast-convergence
| preemption {delay seconds|mode {bandwidth | forced | off}} | prefer vlan vian-id}]

no switchport backup interface interface-id [{mmu primary vlan | multicast fast-convergence]
preemption {delay | mode} | prefer vlian}]

Syntax Description

Command Default

Command Modes

interface-id ID of the physical interface.
mmu (Optional) Configures the MAC move update (MMU) for a backup interface
pair.

primary vlan vian-id (Optional) VLAN ID of the primary VLAN. The range is 1 to 4094.

multicast fast-convergence (Optional) Configures multicast fast convergence on the backup interface.

preemption (Optional) Configures a preemption scheme for a backup interface pair.

delay seconds Specifies a preemption delay. The range is 1 to 300 seconds. The default is
35 seconds.

mode Specifies the preemption mode.

bandwidth Specifies that a higher bandwidth interface is preferred.

forced Specifies that an active interface is preferred.

off Specifies that no preemption occurs from backup to active.

prefer vian vian-id (Optional) Specifies that VLANS are carried on the backup interfaces of a Flex

Link pair. VLAN ID range is 1 to 4094.

The default is to have no Flex Links defined. The preemption mode is off. No preemption occurs. Preemption
delay is set to 35 seconds.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco I0OS Release 15.0(2)EX1 This command was introduced.

Flex Links are a pair of interfaces that provide backup to each other. With Flex Links configured, one link
acts as the primary interface and forwards traffic, while the other interface is in standby mode, ready to begin
forwarding traffic if the primary link shuts down. The interface being configured is referred to as the active
link; the specified interface is identified as the backup link. The feature provides an alternative to the Spanning
Tree Protocol (STP), allowing users to turn off STP and still retain basic link redundancy.
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This command is available only for Layer 2 interfaces.

You can configure only one Flex Link backup link for any active link, and it must be a different interface
from the active interface.

* An interface can belong to only one Flex Link pair. An interface can be a backup link for only one active
link. An active link cannot belong to another Flex Link pair.

* A backup link does not have to be the same type (Fast Ethernet or Gigabit Ethernet, for instance) as the
active link. However, you should configure both Flex Links with similar characteristics so that there are
no loops or changes in behavior if the standby link begins to forward traffic.

* Neither of the links can be a port that belongs to an EtherChannel. However, you can configure two port
channels (EtherChannel logical interfaces) as Flex Links, and you can configure a port channel and a
physical interface as Flex Links, with either the port channel or the physical interface as the active link.

* If STP is configured on the switch, Flex Links do not participate in STP in all valid VLANSs. If STP is
not running, be sure that there are no loops in the configured topology.

This example shows how to configure two interfaces as Flex Links:

Device# configure terminal

Device (conf) # interface gigabitethernetl/0/1

Device (conf-if) # switchport backup interface gigabitethernetl/0/2
Device (conf-if)# end

This example shows how to configure the Gigabit Ethernet interface to always preempt the backup:

Device# configure terminal

Device (conf) # interface gigabitethernetl/0/1

Device (conf-if)# switchport backup interface gigabitethernetl/0/2 preemption forced
Device (conf-if) # end

This example shows how to configure the Gigabit Ethernet interface preemption delay time:

Device# configure terminal

Device (conf) # interface gigabitethernetl/0/1

Device (conf-if)# switchport backup interface gigabitethernetl/0/2 preemption delay 150
Device (conf-if)# end

This example shows how to configure the Gigabit Ethernet interface as the MMU primary VLAN:

Device# configure terminal

Device (conf) # interface gigabitethernetl/0/1

Device (conf-if) # switchport backup interface gigabitethernetl/0/2 mmu primary vlan 1021
Device (conf-if) # end

You can verify your setting by entering the show inter faces switchport backup privileged EXEC
command.
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switchport block

To prevent unknown multicast or unicast packets from being forwarded, use the switchport block command
in interface configuration mode. To allow forwarding unknown multicast or unicast packets, use the no form
of this command.

switchport block {multicast | unicast}
no switchport block {multicast | unicast}

Syntax Description

Command Default

Command Modes

multicas Specifies that unknown multicast traffic should be blocked.

Note Only pure Layer 2 multicast traffic is blocked. Multicast packets that contain IPv4 or
[Pv6 information in the header are not blocked.

unicast  Specifies that unknown unicast traffic should be blocked.

Unknown multicast and unicast traffic is not blocked.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

By default, all traffic with unknown MAC addresses is sent to all ports. You can block unknown multicast or
unicast traffic on protected or nonprotected ports. If unknown multicast or unicast traffic is not blocked on a
protected port, there could be security issues.

With multicast traffic, the port blocking feature blocks only pure Layer 2 packets. Multicast packets that
contain [Pv4 or IPv6 information in the header are not blocked.

Blocking unknown multicast or unicast traffic is not automatically enabled on protected ports; you must
explicitly configure it.

For more information about blocking packets, see the software configuration guide for this release.

This example shows how to block unknown unicast traffic on an interface:

Device (config-if) # switchport block unicast

You can verify your setting by entering the show interfaces interface-id switchport privileged
EXEC command.
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system mtu

system mtu {bytes| jumbo bytes| routing bytes}
no system mtu

Syntax Description

Command Default

Command Modes

bytes Set the system MTU for ports that are set to 10 or 100 Mb/s. The range is 1500 to 1998 bytes.
This is the maximum MTU received at 10/100-Mb/s Ethernet switch ports.

jumbo bytes Set the system jumbo MTU for Gigabit Ethernet ports operating at 1000 Mb/s or greater. The
range is 1500 to 9000 bytes. This is the maximum MTU received at the physical port for

Gigabit Ethernet ports.
routing Set the maximum MTU for routed packets. You can also set the maximum MTU to be
bytes advertised by the routing protocols that support the configured MTU size. The system routing

MTU is the maximum MTU for routed packets and is also the maximum MTU that the switch
advertises in routing updates for protocols such as OSPF.

Note This keyword is not supported on switches running the LAN base feature set.

The default MTU size for all ports is 1500 bytes.

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

The switch does not support the MTU on a per-interface basis.

When you use this command to change the system MTU or jumbo MTU size, you must reset the switch before
the new configuration takes effect. The system MTU setting is saved in the switch environmental variable in
NVRAM and becomes effective when the switch reloads. The MTU settings you enter with the system mtu
and system mtu jumbo commands are not saved in the switch IOS configuration file, even if you enter the
copy running-config startup-config privileged EXEC command. Therefore, if you use TFTP to configure
a new switch by using a backup configuration file and want the system MTU to be other than the default, you
must explicitly configure the system mtu and system mtu jumbo settings on the new switch and then reload
the switch.

Gigabit Ethernet ports operating at 1000 Mb/s are not affected by the System mtu command, and 10/100-Mb/s
ports are not affected by thesystem mtu jumbo command.

If you enter a value that is outside the range for the specific type of switch, the value is not accepted.

You can verify your setting by entering the show system mtu privileged EXEC command.

This example shows how to set the global system MTU size to 1600 bytes:

Device (config) # system mtu 1600
Changes to the system MTU will not take effect until the next reload is done
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Device (config) #

This example shows how to set the global system MTU size to 6000 bytes:

Device (config) # system mtu jumbo 6000
Changes to the system jumbo MTU will not take effect until the next reload is done

Device (config) #
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voice-signaling vlan (network-policy configuration)

To create a network-policy profile for the voice-signaling application type, use the voice-signaling vlan
command in network-policy configuration mode. To delete the policy, use the no form of this command.

voice-signaling vlan {vlan-id [{cos cos-value|dscp dscp-value}]|dotlp [{cos |2-priority | dscp
dscp}] | none | untagged}

Syntax Description

Command Default

Command Modes

vlian-id (Optional) The VLAN for voice traffic. The range is 1 to 4094.

cos cosvalue  (Optional) Specifies the Layer 2 priority class of service (CoS) for the configured VLAN.
The range is 0 to 7; the default is 5.

dscp dscp-value (Optional) Specifies the differentiated services code point (DSCP) value for the configured
VLAN. The range is 0 to 63; the default is 46.

dotlp (Optional) Configures the phone to use IEEE 802.1p priority tagging and to use VLAN
0 (the native VLAN)).
none (Optional) Does not instruct the Cisco IP phone about the voice VLAN. The phone uses

the configuration from the phone key pad.

untagged (Optional) Configures the phone to send untagged voice traffic. This is the default for
the phone.

No network-policy profiles for the voice-signaling application type are defined.
The default CoS value is 5.
The default DSCP value is 46.

The default tagging mode is untagged.

Network-policy profile configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

Use the networ k-policy profile global configuration command to create a profile and to enter network-policy
profile configuration mode.

The voice-signaling application type is for network topologies that require a different policy for voice signaling
than for voice media. This application type should not be advertised if all of the same network policies apply
as those advertised in the voice policy TLV.

When you are in network-policy profile configuration mode, you can create the profile for voice-signaling
by specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and
tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).
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To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

This example shows how to configure voice-signaling for VLAN 200 with a priority 2 CoS:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice-signaling vlan 200 cos 2

This example shows how to configure voice-signaling for VLAN 400 with a DSCP value of 45:
Device (config) # network-policy profile 1

Device (config-network-policy)# voice-signaling vlan 400 dscp 45

This example shows how to configure voice-signaling for the native VLAN with priority tagging:

Device (config-network-policy) # voice-signaling vlan dotlp cos 4

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)
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voice vlan (network-policy configuration)

To create a network-policy profile for the voice application type, use the voice vlan command in network-policy
configuration mode. To delete the policy, use the Nno form of this command.

voice vlan {vlan-id [{cos cos-value|dscp dscp-value}]|dotlp [{cos |2-priority|dscp dscp}]|none
| untagged}

Syntax Description

Command Default

Command Modes

vlian-id (Optional) The VLAN for voice traffic. The range is 1 to 4094.

cos cosvalue  (Optional) Specifies the Layer 2 priority class of service (CoS) for the configured VLAN.
The range is 0 to 7; the default is 5.

dscp dscp-value (Optional) Specifies the differentiated services code point (DSCP) value for the configured
VLAN. The range is 0 to 63; the default is 46.

dotlp (Optional) Configures the phone to use IEEE 802.1p priority tagging and to use VLAN
0 (the native VLAN)).
none (Optional) Does not instruct the Cisco IP phone about the voice VLAN. The phone uses

the configuration from the phone key pad.

untagged (Optional) Configures the phone to send untagged voice traffic. This is the default for
the phone.

No network-policy profiles for the voice application type are defined.
The default CoS value is 5.

The default DSCP value is 46.

The default tagging mode is untagged.

Network-policy profile configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

Use the networ k-policy profile global configuration command to create a profile and to enter network-policy
profile configuration mode.

The voice application type is for dedicated IP telephones and similar devices that support interactive voice
services. These devices are typically deployed on a separate VLAN for ease of deployment and enhanced
security through isolation from data applications.

When you are in network-policy profile configuration mode, you can create the profile for voice by specifying
the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and tagging mode.

These profile attributes are contained in the Link Layer Discovery Protocol for Media Endpoint Devices
(LLDP-MED) network-policy time-length-value (TLV).
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To return to privileged EXEC mode from the network-policy profile configuration mode, enter the exit
command.

This example shows how to configure the voice application type for VLAN 100 with a priority 4
CoS:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice vlan 100 cos 4

This example shows how to configure the voice application type for VLAN 100 with a DSCP value
of 34:

Device (config) # network-policy profile 1
Device (config-network-policy) # voice vlan 100 dscp 34

This example shows how to configure the voice application type for the native VLAN with priority

tagging:

Device (config-network-policy) # voice vlan dotlp cos 4
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IP Multicast Routing Commands

* debug platform ip multicast, on page 94

* ip igmp filter, on page 96

* ip igmp max-groups, on page 97

* ip igmp profile, on page 99

* ip igmp snooping, on page 101

* ip igmp snooping last-member-query-count, on page 102
* ip igmp snooping last-member-query-interval, on page 104
* ip igmp snooping querier, on page 106

* ip igmp snooping report-suppression, on page 108

* ip igmp snooping robustness-variable, on page 109

* ip igmp snooping vlan immediate-leave, on page 110
* ip igmp snooping vlan mrouter, on page 111

* ip igmp snooping vlan static, on page 112

* ip multicast auto-enable, on page 114

* ip pim accept-register, on page 115

* ip pim bsr-candidate, on page 116

* ip pim dm-fallback, on page 118

* ip pim rp-candidate, on page 120

* ip pim send-rp-announce, on page 121

* ip pim spt-threshold, on page 123

» mrinfo, on page 124

* show ip igmp filter, on page 126

* show ip igmp profile, on page 127

* show ip igmp snooping, on page 128

* show ip igmp snooping groups, on page 130

* show ip igmp snooping igmpv2-tracking, on page 132
* show ip igmp snooping mrouter, on page 133

* show ip igmp snooping querier, on page 134
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* show ip pim bsr-router, on page 138

* show ip pim tunnel, on page 139
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debug platform ip multicast

To enable debugging of IP multicast routing, use the debug platform ip multicast command in EXEC
mode. To disable debugging, use the no form of this command.

debug platform ip multicast {all | mdb | mdfsrp-retry | midb | mrouterp | resources
| retry | rpf-throttle | snoop-events | software-forward | swidb-events | vlan-locks}
no debug platform ip multicast {all | mdb | mdfsrp-retry | midb | mrouterp | resources
| retry | rpf-throttle | snoop-events | softwareforward | swidb-events | vlan-locks}

Syntax Description

all Displays all platform IP-multicast event debug messages.
Note Using this command can degrade the performance of the switch.
mdb Displays IP-multicast debug messages for multicast distributed fast switching (MDFS)

multicast descriptor block (mdb) events.

mdfs-rp-retry Displays IP-multicast MDFS rendezvous point (RP) retry event debug messages.

midb Displays IP-multicast MDFS multicast interface descriptor block (MIDB) debug
messages.

mroute-rp Displays IP-multicast RP event debug messages.

resour ces Displays IP-multicast hardware resource debug messages.

retry Displays IP-multicast retry processing event debug messages.

rpf-throttle Displays IP-multicast reverse path forwarding (RPF) throttle event debug messages.

snoop-events Displays IP-multicast IGMP snooping event debug messages.

software-forward Displays IP-multicast software forwarding event debug messages.

swidb-events Displays IP-multicast MDFS software interface descriptor block (swidb) or global event
debug messages.
vlan-locks Displays IP-multicast VLAN lock and unlock event debug messages.
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The undebug platform ip multicast command is the same as the no debug platform ip multicast command.
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When you enable debugging on a switch stack, it is enabled only on the stack's primary switch. To enable
debugging on a stack member, you can start a session from the stack's primary switch by using the session
switch-number EXEC command, and then enter the debug command at the command-line prompt of the
stack member. You also can use the remote command stack-member-number LINE EXEC command on
the stack's primary switch to enable debugging on a member switch without first starting a session.

Related Commands

Command Description
show Displays information about the types of debugging that are enabled.
debugging
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ip igmp filter

To control whether or not all the hosts on a Layer 2 interface can join one or more IP multicast groups by
applying an Internet Group Management Protocol (IGMP) profile to the interface, use the ip igmp filter
interface configuration command on the device stack or on a standalone device. To remove the specified
profile from the interface, use the no form of this command.

ip igmp filter profile number
noip igmp filter

Syntax Description

Command Default

Command Modes

profile number IGMP profile number to be applied. The range is 1—4294967295.

No IGMP filters are applied.

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

You can apply IGMP filters only to Layer 2 physical interfaces; you cannot apply IGMP filters to routed ports,
switch virtual interfaces (SVIs), or ports that belong to an EtherChannel group.

An IGMP profile can be applied to one or more device port interfaces, but one port can have only one profile
applied to it.

Example

This example shows how to configure IGMP profile 40 to permit the specified range of IP multicast
addresses, then shows how to apply that profile to a port as a filter:

Device (config)# ip igmp profile 40

Device (config-igmp-profile) # permit

Device (config-igmp-profile) # range 233.1.1.1 233.255.255.255

Device (config-igmp-profile) # exit

Device (config) # interface gigabitethernetl/0/2

Device (config-if)# ip igmp filter 40

This example shows how to apply IGMP profile 22 to a port:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# ip igmp filter 22

You can verify your setting by using the show running-config command in privileged EXEC mode
and by specifying an interface.

Related Topics
ip igmp profile, on page 99
show ip dhcp snooping statistics
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Ip igmp max-groups

To set the maximum number of Internet Group Management Protocol (IGMP) groups that a Layer 2 interface
can join or to configure the IGMP throttling action when the maximum number of entries is in the forwarding
table, use the ip igmp max-groups interface configuration command on the device stack or on a standalone
device. To set the maximum back to the default, which is to have no maximum limit, or to return to the default
throttling action, which is to drop the report, use the no form of this command.

ip igmp max-groups {maxnumber | action { deny | replace}}
no ip igmp max-groups {max number | action}

Syntax Description

Command Default

Command Modes

max number Maximum number of IGMP groups that an interface can join. The range is 0—4294967294.
The default is no limit.

action deny Drops the next IGMP join report when the maximum number of entries is in the IGMP
snooping forwarding table. This is the default action.

action replace Replaces the existing group with the new group for which the IGMP report was received
when the maximum number of entries is in the IGMP snooping forwarding table.

The default maximum number of groups is no limit.

After the device learns the maximum number of IGMP group entries on an interface, the default throttling
action is to drop the next IGMP report that the interface receives and to not add an entry for the IGMP group
to the interface.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

You can use this command only on Layer 2 physical interfaces and on logical EtherChannel interfaces. You
cannot set IGMP maximum groups for routed ports, switch virtual interfaces (SVIs), or ports that belong to
an EtherChannel group.

Follow these guidelines when configuring the IGMP throttling action:

* If you configure the throttling action as deny, and set the maximum group limit, the entries that were
previously in the forwarding table are not removed, but are aged out. After these entries are aged out,
when the maximum number of entries is in the forwarding table, the device drops the next IGMP report
received on the interface.

* If you configure the throttling action as replace, and set the maximum group limitation, the entries that
were previously in the forwarding table are removed. When the maximum number of entries is in the
forwarding table, the device replaces a randomly selected multicast entry with the received IGMP report.

» When the maximum group limitation is set to the default (no maximum), entering the ip igmp max-groups
{deny | replace} command has no effect.
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Example
The following example shows how to limit the number of IGMP groups that a port can join to 25:

Device (config) # interface gigabitethernetl/0/2
Device (config-if)# ip igmp max-groups 25

The following example shows how to configure the device to replace the existing group with the
new group for which the IGMP report was received when the maximum number of entries is in the
forwarding table:

Device (config) # interface gigabitethernet2/0/1
Device (config-if)# ip igmp max-groups action replace

You can verify your setting by using the show running-config privileged EXEC command and by
specifying an interface.
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ip igmp profile

To create an Internet Group Management Protocol (IGMP) profile and enter IGMP profile configuration
mode, use the ip igmp profile global configuration command on the device stack or on a standalone device.
From this mode, you can specify the configuration of the IGMP profile to be used for filtering IGMP
membership reports from a switch port. To delete the IGMP profile, use the no form of this command.

ip igmp profile profile number
noip igmp profile profile number

Syntax Description

Command Default

Command Modes

profile number  The IGMP profile number being configured. The range is from 1—4294967295.

No IGMP profiles are defined. When configured, the default action for matching an IGMP profile is to deny
matching addresses.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

When you are in IGMP profile configuration mode, you can create a profile by using these commands:
» deny—Specifies that matching addresses are denied; this is the default condition.
* exit—Exits from igmp-profile configuration mode.
* N0—Negates a command or resets to its defaults.
* permit—Specifies that matching addresses are permitted.

 range—Specifies a range of IP addresses for the profile. This can be a single IP address or a range with
a start and an end address.

When entering a range, enter the low IP multicast address, a space, and the high IP multicast address.

You can apply an IGMP profile to one or more Layer 2 interfaces, but each interface can have only one profile
applied to it.

Example

The following example shows how to configure IGMP profile 40, which permits the specified range
of IP multicast addresses:

Device (config)# ip igmp profile 40

Device (config-igmp-profile) # permit

Device (config-igmp-profile)# range 233.1.1.1 233.255.255.255

You can verify your settings by using the show ip igmp profile command in privileged EXEC mode.

Related Topics
ip igmp filter, on page 96
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show ip igmp profile, on page 127
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Ip igmp snooping

To globally enable Internet Group Management Protocol (IGMP) snooping on the device or to enable it on a
per-VLAN basis, use the ip igmp snooping global configuration command on the device stack or on a
standalone device. To return to the default setting, use the no form of this command.

ip igmp snooping [vlan vian-id]
noip igmp snooping [vlan vian-id]

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Enables IGMP snooping on the specified VLAN. Ranges are 1—1001 and
1006—4094.

IGMP snooping is globally enabled on the device.
IGMP snooping is enabled on VLAN interfaces.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

When IGMP snooping is enabled globally, it is enabled in all of the existing VLAN interfaces. When IGMP
snooping is globally disabled, it is disabled on all of the existing VLAN interfaces.

VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP
snooping.

Example

The following example shows how to globally enable IGMP snooping:
Device (config) # ip igmp snooping

The following example shows how to enable IGMP snooping on VLAN 1:
Device (config) # ip igmp snooping vlan 1

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC
mode.

Related Topics
ip igmp snooping report-suppression, on page 108
show ip igmp snooping, on page 128
show ip igmp snooping groups, on page 130
show ip igmp snooping mrouter, on page 133
show ip igmp snooping querier, on page 134
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Ip igmp snooping last-member-query-count

To configure how often Internet Group Management Protocol (IGMP) snooping will send query messages in
response to receiving an IGMP leave message, use the ip igmp snooping last-member-query-count
command in global configuration mode. To set count to the default value, use the no form of this command.

ip igmp snooping [vlan vlan-id] last-member-query-count count
no ip igmp snooping [vlan vian-id] last-member-query-count count

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Sets the count value on a specific VLAN ID. The range is from 1—1001. Do not
enter leading zeroes.

count Interval at which query messages are sent, in milliseconds. The range is from 1—7. The default
is 2.

A query is sent every 2 milliseconds.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

When a multicast host leaves a group, the host sends an IGMP leave message. To check if this host is the last
to leave the group, IGMP query messages are sent when the leave message is seen until the
last-member-query-interval timeout period expires. If no response is received to the last-member queries
before the timeout period expires, the group record is deleted.

Use the ip igmp snooping last-member-quer y-interval command to configure the timeout period.

When both IGMP snooping immediate-leave processing and the query count are configured, immediate-leave
processing takes precedence.

Note

Do not set the count to 1 because the loss of a single packet (the query packet from the device to the host or
the report packet from the host to the device) may result in traffic forwarding being stopped even if the receiver
is still there. Traffic continues to be forwarded after the next general query is sent by the device, but the interval
during which a receiver may not receive the query could be as long as 1 minute (with the default query interval).

The leave latency in Cisco I0S software may increase by up to 1 last-member query interval (LMQI) value
when the device is processing more than one leave within an LMQI. In such a scenario, the average leave
latency is determined by the (count + 0.5) * LMQI. The result is that the default leave latency can range from
2.0 to 3.0 seconds with an average of 2.5 seconds under a higher load of IGMP leave processing. The leave
latency under load for the minimum LMQI value of 100 milliseconds and a count of 1 is from 100 to 200
milliseconds, with an average of 150 milliseconds. This is done to limit the impact of higher rates of IGMP
leave messages.

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| IP Multicast Routing
ip igmp snooping last-member-query-count .

Example

The following example shows how to set the last member query count to 5:

Device (config) # ip igmp snooping last-member-query-count 5
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Ip igmp snooping last-member-query-interval

To enable the Internet Group Management Protocol (IGMP) configurable-leave timer globally or on a
per-VLAN basis, use the ip igmp snooping last-member-query-interval command in global configuration
mode. Use the no form of the command to return to the default setting.

ip igmp snooping [vlan vlian-id] last-member-query-interval time
no ip igmp snooping [vlan vian-id] last-member-query-interval time

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Enables IGMP snooping and the leave timer on the specified VLAN. The range is
1 to 1001 and 1006 to 4094.

time Interval time out in seconds. The range is 100 to 32767 milliseconds.

The default timeout setting is 1000 milliseconds.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

When IGMP snooping is globally enabled, IGMP snooping is enabled on all the existing VLAN interfaces.
When IGMP snooping is globally disabled, IGMP snooping is disabled on all the existing VLAN interfaces.

VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANSs and cannot be used in IGMP snooping.
Configuring the leave timer on a VLAN overrides the global setting.
The IGMP configurable leave time is only supported on devices running IGMP Version 2.

The configuration is saved in NVRAM.

Examples

This example shows how to globally enable the IGMP leave timer for 2000 milliseconds:
Device (config) # ip igmp snooping last-member-query-interval 2000

This example shows how to configure the IGMP leave timer for 3000 milliseconds on VLAN 1:
Device (config)# ip igmp snooping vlan 1 last-member-query-interval 3000

This example shows how to configure the IGMP leave timer for 3000 milliseconds on VLAN 1:
Device (config)# ip igmp snooping vlan 1 last-member-query-interval 3000

You can verify your settings by entering the show ip igmp snooping privileged EXEC command.
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Related Topics
ip igmp snooping, on page 101
ip igmp snooping vlan immediate-leave, on page 110
ip igmp snooping vlan mrouter, on page 111
ip igmp snooping vlan static, on page 112
show ip igmp snooping, on page 128
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Ip igmp snooping querier

To globally enable the Internet Group Management Protocol (IGMP) querier function in Layer 2 networks,
use the ip igmp snooping querier global configuration command. Use the command with keywords to enable
and configure the IGMP querier feature on a VLAN interface. To return to the default settings, use the no
form of this command.

ip igmp snooping [vlan vlan-id] querier [address ip-address | max-response-time response-time
| query-interval interval-count | tcn query {count count | interval interval} | timer expiry
expiry-time | version version]

noip igmp snooping [vlan vian-id] querier [address | max-response-time | query-interval |
tecn query {count | interval} | timer expiry | version]

Syntax Description

Command Default

Command Modes

vlan vian-id (Optional) Enables IGMP snooping and the IGMP querier function on the
specified VLAN. Ranges are 1—1001 and 1006—4094.

addressip-address (Optional) Specifies a source IP address. If you do not specify an IP
address, the querier tries to use the global IP address configured for the
IGMP querier.

max-response-time (Optional) Sets the maximum time to wait for an IGMP querier report.

response-time The range is 1—25 seconds.

query-interval interval-count  (Optional) Sets the interval between IGMP queriers. The range is 1—18000

seconds.

ten query (Optional) Sets parameters related to Topology Change Notifications
(TCNs).

count count Sets the number of TCN queries to be executed during the TCN interval

time. The range is 1—10.

interval interval Sets the TCN query interval time. The range is 1—255.

timer expiry expiry-time (Optional) Sets the length of time until the IGMP querier expires. The
range is 60—300 seconds.

version version (Optional) Selects the IGMP version number that the querier feature uses.
Select either 1 or 2.

The IGMP snooping querier feature is globally disabled on the device.
When enabled, the IGMP snooping querier disables itself if it detects IGMP traffic from a multicast router.

Global configuration

Command History

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.
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Use this command to enable IGMP snooping to detect the IGMP version and IP address of a device that sends
IGMP query messages, which is also called a querier.

By default, the IGMP snooping querier is configured to detect devices that use IGMP Version 2 (IGMPv2),
but does not detect clients that are using IGMP Version 1 (IGMPv1). You can manually configure the
max-response-time value when devices use IGMPv2. You cannot configure the max-response-time when
devices use IGMPv1. (The value cannot be configured, and is set to zero).

Non-RFC-compliant devices running IGMPv1 might reject IGMP general query messages that have a non-zero
value as the max-response-time value. If you want the devices to accept the IGMP general query messages,
configure the IGMP snooping querier to run IGMPv1.

VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP snooping.

Example
The following example shows how to globally enable the IGMP snooping querier feature:
Device (config)# ip igmp snooping querier

The following example shows how to set the IGMP snooping querier maximum response time to 25
seconds:

Device (config) # ip igmp snooping querier max-response-time 25

The following example shows how to set the IGMP snooping querier interval time to 60 seconds:
Device (config)# ip igmp snooping querier query-interval 60

The following example shows how to set the IGMP snooping querier TCN query count to 25:
Device (config)# ip igmp snooping querier tcn count 25

The following example shows how to set the IGMP snooping querier timeout value to 60 seconds:
Device (config)# ip igmp snooping querier timer expiry 60

The following example shows how to set the IGMP snooping querier feature to Version 2:

Device (config)# ip igmp snooping querier version 2

You can verify your settings by entering the show ip igmp snooping privileged EXEC command.

Related Topics
ip igmp snooping report-suppression, on page 108
show ip igmp snooping, on page 128
show ip igmp snooping groups, on page 130
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Ip igmp snooping report-suppression

Syntax Description

Command Default

Command Modes

To enable Internet Group Management Protocol (IGMP) report suppression, use the ip igmp snooping
report-suppression global configuration command on the device stack or on a standalone device. To disable
IGMP report suppression, and to forward all IGMP reports to multicast routers, use the no form of this
command.

ip igmp snooping report-suppression
no ip igmp snooping report-suppression

This command has no arguments or keywords.
IGMP report suppression is enabled.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

IGMP report suppression is supported only when the multicast query has IGMPv1 and IGMPv2 reports. This
feature is not supported when the query includes IGMPv3 reports.

The device uses IGMP report suppression to forward only one IGMP report per multicast router query to
multicast devices. When IGMP report suppression is enabled (the default), the device sends the first IGMP
report from all the hosts for a group to all the multicast routers. The device does not send the remaining IGMP
reports for the group to the multicast routers. This feature prevents duplicate reports from being sent to the
multicast devices.

If the multicast router query includes requests only for IGMPv1 and IGMPv2 reports, the device forwards
only the first IGMPv1 or IGMPv2 report from all the hosts for a group to all of the multicast routers. If the
multicast router query also includes requests for IGMPv3 reports, the device forwards all IGMPv1, IGMPv2,
and IGMPv3 reports for a group to the multicast devices.

If you disable IGMP report suppression by entering the noip igmp snooping report-suppression command,
all IGMP reports are forwarded to all of the multicast routers.

Example

The following example shows how to disable report suppression:

Device (config)# no ip igmp snooping report-suppression

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC

mode.

Related Topics
show ip igmp snooping, on page 128
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Ip igmp snooping robustness-variable

To configure the IGMP robustness variable globally or on a per-VLAN basis, use the ip igmp snooping
robustness-variable command in global configuration mode. Use the no form of the command to return to
the default setting.

ip igmp snooping [vlan vlan-id] robustness-variable number
no ip igmp snooping [vlan vian-id] robustness-variable number

Syntax Description vlan vian-id (Optional) Enables IGMP snooping and the leave timer on the specified VLAN. The range is
1 to 1001 and 1006 to 4094.

number Robustness variable number. The range is 1 to 3.

Command Default None

Command Modes Global configuration
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.
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Ip igmp snooping vian immediate-leave

To enable IGMPv2 immediate leave processing, use the immediate-leave global configuration command on
the device stack or on a standalone device. To return to the default settings, use the no form of this command.

ip igmp snooping vlan vlan-id immediate-leave
no ip igmp snooping vlan vian-id immediate-leave

Syntax Description  vian-id Enables IGMPv2 immediate leave processing in the specified VLAN. The range is 1 to 1001 and

1006 to 4094.
Command Default By default, IGMPv2 immediate leave processing is off.
Command Modes Global configuration
Command History Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines You can verify your settings by entering the show ip igmp snooping privileged EXEC command.
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Ip igmp snooping vian mrouter

To add a multicast router port, use the ip igmp snooping mrouter global configuration command on the
device stack or on a standalone device. To return to the default settings, use the no form of this command.

Command Default By default, there are no multicast router ports.

Command Modes Global configuration
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP snooping.
The configuration is saved in NVRAM.

Example
The following example shows how to configure a port as a multicast router port:
Device (config) # ip igmp snooping vlan 1 mrouter interface gigabitethernetl/0/2

You can verify your settings by entering the show ip igmp snooping privileged EXEC command.

Related Topics
ip igmp snooping report-suppression, on page 108
show ip igmp snooping, on page 128
show ip igmp snooping groups, on page 130
show ip igmp snooping mrouter, on page 133
show ip igmp snooping querier, on page 134
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Ip igmp snooping vian static

To enable Internet Group Management Protocol (IGMP) snooping and to statically add a Layer 2 port as a
member of a multicast group, use the ip igmp snooping vlan static global configuration command on the
device stack or on a standalone device. To remove the port specified as members of a static multicast group,
use the nNo form of this command.

ip igmp snooping vlan vlan-id static ip-address interface interface-id
no ip igmp snooping vlan vlian-id static ip-address interface interface-id

Syntax Description  vian-id Enables IGMP snooping on the specified VLAN. Ranges are 1—1001 and
1006—4094.
ip-address Adds a Layer 2 port as a member of a multicast group with the specified group IP
address.

interface interface-id Specifies the interface of the member port. The interface-id has these options:

- fastethernet interface number—A Fast Ethernet IEEE 802.3 interface.
« gigabitethernet interface number—A Gigabit Ethernet IEEE 802.3z interface.

» tengigabitethernet interface number—A 10-Gigabit Ethernet IEEE 802.3z
interface.

» port-channel interface number—A channel interface. The range is 0—128.

Command Default By default, no ports are statically configured as members of a multicast group.
Command Modes Global configuration
Command History Release Modification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP
snooping.

The configuration is saved in NVRAM.

Example

The following example shows how to statically configure a host on an interface:

Device (config)# ip igmp snooping vlan 1 static 224.2.4.12 interface
gigabitEthernetl/0/1

Configuring port gigabitethernetl/0/1 on group 224.2.4.12

You can verify your settings by entering the show ip igmp snooping command in privileged EXEC
mode.
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Related Topics
ip igmp snooping report-suppression, on page 108
show ip igmp snooping, on page 128
show ip igmp snooping groups, on page 130
show ip igmp snooping mrouter, on page 133
show ip igmp snooping querier, on page 134
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Ip multicast auto-enable

Syntax Description

Command Default

Command Modes

To support authentication, authorization, and accounting (AAA) enabling of IP multicast, use the ip multicast
auto-enable command. This command allows multicast routing to be enabled dynamically on dialup interfaces
using AAA attributes from a RADIUS server. To disable IP multicast for AAA, use the no form of this
command.

ip multicast auto-enable
no ip multicast auto-enable

This command has no arguments or keywords.
None

Global configuration

Command History

Release Modification
Cisco I0S Release 15.0(2)EX1 This command was introduced.
Example

The following example shows how to enable AAA on IP multicast:

Device (config)# ip multicast auto-enable
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Ip pim accept-register

To configure a candidate rendezvous point (RP) switch to filter Protocol Independent Multicast (PIM) register
messages, use the ip pim accept-register command in global configuration mode. To disable this function,
use the nNo form of this command.

ippim [vrf vrf-name ] accept-register {list accessist}
no ippim [vrf vrf-name ] accept-register

Syntax Description

Command Default

Command Modes

vrf vrf-name  (Optional) Configures a PIM register filter on candidate RPs for (S, G) traffic associated
with the multicast Virtual Private Network (VPN) routing and forwarding (MVRF) instance
specified for the vrf-name argument.

list access-list Specifies the access-list argument as a number or name that defines the (S, G) traffic in
PIM register messages to be permitted or denied. The range is 100—199 and the expanded
range is 2000—2699. An IP-named access list can also be used.

No PIM register filters are configured.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco 10S Release 15.0(2)EX1 This command was introduced.

Use this command to prevent unauthorized sources from registering with the RP. If an unauthorized source
sends a register message to the RP, the RP will immediately send back a register-stop message.

The access list provided for the ip pim accept-register command should only filters IP source addresses and
IP destination addresses. Filtering on other fields (for example, IP protocol or UDP port number) will not be
effective and may cause undesired traffic to be forwarded from the RP down the shared tree to multicast group
members. If more complex filtering is required, use the ip multicast boundary command instead.

Example

The following example shows how to permit register packets for a source address sending to any
group range, with the exception of source address 172.16.10.1 sending to the SSM group range
(232.0.0.0/8). These are denied. These statements should be configured on all candidate RPs because
candidate RPs will receive PIM registers from first-hop routers or switches.

Device (config) # ip pim accept-register list ssm-range

Device (config)# ip access-list extended ssm-range

Device (config-ext-nacl)# deny ip any 232.0.0.0 0.255.255.255
Device (config-ext-nacl)# permit ip any any
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Ip pim bsr-candidate

To configure the Device to be a candidate BSR, use the ip pim bsr-candidate command in global configuration
mode. To remove the switch as a candidate BSR, use the no form of this command.

ippim [vrf vrf-name] bsr-candidate interface-id [hash-mask-length] [priority]
noip pim [vrf vrf-name] bsr-candidate

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Configures the Device to be a candidate BSR for the Multicast Virtual Private
Network (MVPN) routing and forwarding (MVRF) instance specified for the vrf-name
argument.

interface-id ID of the interface on the Device from which the BSR address is derived to make it a

candidate. This interface must be enabled for Protocol Independent Multicast (PIM)
using the ip pim command. Valid interfaces include physical ports, port channels, and
VLANS.

hash-mask-length  (Optional) Length of a mask (32 bits maximum) that is to be ANDed with the group
address before the PIMv2 hash function is called. All groups with the same seed hash
correspond to the same rendezvous point ( RP). For example, if this value is 24, only
the first 24 bits of the group addresses matter. The hash mask length allows one RP to
be used for multiple groups. The default hash mask length is 0.

priority (Optional) Priority of the candidate BSR (C-BSR). The range is from 0 to 255. The
default priority is 0. The C-BSR with the highest priority value is preferred.

The Device is not configured to announce itself as a candidate BSR.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

The interface specified for this command must be enabled for Protocol Independent Multicast (PIM) using
the ip pim command.

This command configures the Device to send BSR messages to all of its PIM neighbors, with the address of
the designated interface as the BSR address.

This command should be configured on backbone Devices that have good connectivity to all parts of the PIM
domain.

The BSR mechanism is specified in RFC 2362. Candidate RP (C-RP) switches unicast C-RP advertisement
packets to the BSR. The BSR then aggregates these advertisements in BSR messages, which it regularly
multicasts with a TTL of 1 to the ALL-PIM-ROUTERS group address, 224.0.0.13. The multicasting of these
messages is handled by hop-by-hop RPF flooding; so, no pre-existing IP multicast routing setup is required
(unlike with AutoRP). In addition, the BSR does not preselect the designated RP for a particular group range
(unlike AutoRP); instead, each switch that receives BSR messages will elect RPs for group ranges based on
the information in the BSR messages.
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Cisco Device always accept and process BSR messages. There is no command to disable this function.
Cisco Device perform the following steps to determine which C-RP is used for a group:
* A long match lookup is performed on the group prefix that is announced by the BSR C-RPs.

* [f more than one BSR-learned C-RP is found by the longest match lookup, the C-RP with the lowest
priority (configured with the ip pim rp-candidate command) is preferred.

* If more than one BSR-learned C-RP has the same priority, the BSR hash function is used to select the
RP for a group.

* If more than one BSR-learned C-RP returns the same hash value derived from the BSR hash function,
the BSR C-RP with the highest IP address is preferred.

Example

The following example shows how to configure the IP address of theDevice on Gigabit Ethernet
interface 1/0/0 to be a BSR C-RP with a hash mask length of 0 and a priority of 192:

Device (config) # ip pim bsr-candidate GigabitEthernetl/0/1 0 192

Related Topics
ip pim rp-candidate, on page 120
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ip pim dm-fallback

To enable Protocol Independent Multicast (PIM) dense mode (DM) fallback, use the ip pim dm-fallback
command in global configuration mode. To prevent PIM dense mode fallback, use the no form of this command.

ip pim dm-fallback
no ip pim dm-fallback

Syntax Description

Command Default

Command Modes

This command has no arguments or keywords.

PIM dense mode fallback is enabled for all interfaces on the switch that are configured with either the ip pim
dense-mode or ip pim spar se-dense-mode commands.

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS Release This command was
15.02)EX1 introduced.

If you use IP multicast in mission-critical networks, you should avoid the use of PIM-DM (dense mode).

Dense mode fallback describes the event of the PIM mode changing (falling back) from sparse mode (which
requires an RP) to dense mode (which does not use an RP). Dense mode fallback occurs when RP information
is lost.

If all interfaces are configured with the ip pim spar se-mode command, there is no dense mode fallback
because dense mode groups cannot be created over interfaces configured for sparse mode.

Use the no ip pim dm-fallback command to disable PIM-DM flooding on sparse-dense interfaces.
Cause and Effect of Dense M ode Fallback

PIM determines whether a multicast group operates in PIM-DM or PIM-SM mode based solely on the existence
of RP information in the group-to-RP mapping cache. If Auto-RP is configured or a bootstrap router (BSR)

is used to distribute RP information, there is a risk that RP information can be lost if all RPs, Auto-RP, or the
BSR for a group fails due to network congestion. This failure can lead to the network either partially or fully
falling back into PIM-DM.

If a network falls back into PIM-DM and AutoRP or BSR is being used, dense mode flooding will occur.
Switches that lose RP information will fallback into dense mode and any new states that must be created for
the failed group will be created in dense mode.

Effects of Preventing Dense M ode Fallback

Prior to the introduction of PIM-DM fallback prevention, all multicast groups without a group-to-RP mapping
would be treated as dense mode.

With the introduction of PIM-DM fallback prevention, the PIM-DM fallback behavior has been changed to

prevent dense mode flooding. By default, if all of the interfaces are configured to operate in PIM sparse mode
(using the ip pim spar se-mode command), there is no need to configure the noip pim dm-fallback command
(that is, the PIM-DM fallback behavior is enabled by default). If any interfaces are not configured using the
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ip pim sparse-mode command (for example, using the ip pim spar se-dense-mode command), then the
PIM-DM fallback behavior can be explicitly disabled using the no ip pim dm-fallback command.

When the no ip pim dm-fallback command is configured or when ip pim sparse-mode is configured on all
interfaces, any existing groups running in sparse mode will continue to operate in sparse mode but will use
an RP address set to 0.0.0.0. Multicast entries with an RP address set to 0.0.0.0 will exhibit the following
behavior:

* Existing (S, G) states will be maintained.

* No PIM Join or Prune messages for (*, G) or (S, G, RPbit) are sent.

* Received (*, G) or (S, G, RPbit) Joins or Prune messages are ignored.
* Received registers are answered with register stop.

* Asserts are unchanged.

* The (*, G) outgoing interface list (olist) is maintained only for the Internet Group Management Protocol
(IGMP) state.

* Multicast Source Discovery Protocol (MSDP) source active (SA) messages for RP 0.0.0.0 groups are
still accepted and forwarded.

Example
The following example shows how to disable PIM-DM fallback:

Device (config)# no ip pim dm-fallback
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Ip pim rp-candidate

To configure the Device to advertise itself to the BSR as a Protocol Independent Multicast (PIM) Version 2
(PIMv2) candidate rendezvous point (C-RP), use the ip pim rp-candidate command in global configuration
mode. To remove the Device as a C-RP, use the no form of this command.

ippim [vrf vrf-name] rp-candidate interface-id [group-list access-list-number ]
noip pim [vrf vrf-name] rp-candidate interface-id [group-list access-list-number ]

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Configures the switch to advertise itself to the BSR as PIMv2 C-RP
for the Multicast Virtual Private Network (MVPN) routing and forwarding
(MVREF) instance specified for the vrf-name argument.

interface-id ID of the interface whose associated IP address is advertised as a candidate RP
address. Valid interfaces include physical ports, port channels, and VLANSs.

group-list (Optional) Specifies the standard IP access list number that defines the group
access-list-number prefixes that are advertised in association with the RP address.

The Device is not configured to announce itself to the BSR as a PIMv2 C-RP.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Use this command to configure the Device to send PIMv2 messages so that it advertises itself as a candidate
RP to the BSR.

This command should be configured on backbone Devices that have good connectivity to all parts of the PIM
domain.

The IP address associated with the interface specified by interface-id will be advertised as the C-RP address.

The interface specified for this command must be enabled for Protocol Independent Multicast (PIM) using
the ip pim command.

If the optional group-list keyword and access-list-number argument are configured, the group prefixes defined
by the standard IP access list will also be advertised in association with the RP address.

Example

The following example shows how to configure the switch to advertise itself as a C-RP to the BSR
in its PIM domain. The standard access list number 4 specifies the group prefix associated with the
RP that has the address identified by Gigabit Ethernet interface 1/0/1.

Device (config) # ip pim rp-candidate GigabitEthernetl/0/1 group-list 4

Related Topics
ip pim bsr-candidate, on page 116
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Ip pim send-rp-announce

To use Auto-RP to configure groups for which the Device will act as a rendezvous point (RP), use the ip pim
send-r p-announce command in global configuration mode. To unconfigure the Device as an RP, use the no
form of this command.

ippim [vrf vrf-name] send-rp-announce interface-id scope ttl-value [group-list access-list-number ]
[interval seconds]
noip pim [vrf vrf-name] send-rp-announce interface-id

Syntax Description

Command Default

Command Modes

vrf vrf-name (Optional) Uses Auto-RP to configure groups for which the Device will act as a
rendezvous point (RP) for the vrf-name argument.

interface-id Enter the interface ID of the interface that identifies the RP address. Valid interfaces
include physical ports, port channels, and VLANS.

scope ttl-value Specifies the time-to-live (TTL) value in hops that limits the number of Auto-RP
announcements. Enter a hop count that is high enough to ensure that the
RP-announce messages reach all the mapping agents in the network. There is no
default setting. The range is 1—255.

group-list (Optional) Specifies the standard IP access list number that defines the group

access-list-number prefixes that are advertised in association with the RP address. Enter an IP standard
access list number from 1—99. If no access list is configured, the RP is used for
all groups.

interval seconds (Optional) Specifies the interval between RP announcements, in seconds. The total

hold time of the RP announcements is automatically set to three times the value
of the interval. The default interval is 60 seconds. The range is 1—16383.

Auto-RP is disabled.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Enter this command on the Device that you want to be an RP. When you are using Auto-RP to distribute
group-to-RP mappings, this command causes the router to send an Auto-RP announcement message to the
well-known group CISCO-RP-ANNOUNCE (224.0.1.39). This message announces the router as a candidate
RP for the groups in the range described by the access list.

Example

The following example shows how to configure the Device to send RP announcements out all Protocol
Independent Multicast (PIM)-enabled interfaces for a maximum of 31 hops. The IP address by which
the switch wants to be identified as RP is the IP address associated with Gigabit Ethernet interface
1/0/1 at an interval of 120 seconds:
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. ip pim send-rp-announce

Device (config) # ip pim send-rp-announce GigabitEthernetl/0/1 scope 31 group-list 5 interval
120

Related Topics
ip pim rp-candidate, on page 120

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| IP Multicast Routing .
ip pim spt-threshold

Ip pim spt-threshold

To specify the threshold that must be reached before moving to shortest-path tree (spt), use the ip pim
spt-threshold command in global configuration mode. To remove the threshold, use the no form of this
command.

ippim {kbps | infinity} [group-list accesslist]
no ippim {kbps | infinity} [group-list accesslist]

Syntax Description  kbps Threshold that must be reached before moving to shortest-path tree (spt). 0 is the
only valid entry even though the range is 0 to 4294967. A 0 entry always switches
to the source-tree.

infinity Specifies that all the sources for the specified group use the shared tree, never
switching to the source tree.

group-list access-list  (Optional) Specifies an access list number or a specific access list that you have
created by name. If the value is 0 or if the group-list access-list option is not used,
the threshold applies to all the groups.

Command Default Switches to the PIM shortest-path tree (spt).

Command Modes Global configuration

Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.
Example

The following example shows how to make all the sources for access list 16 use the shared tree:

Device (config) # ip pim spt-threshold infinity group-list 16
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To query which neighboring multicast routers or multilayer switches are acting as peers, use the mrinfo
command in user EXEC or privileged EXEC mode.

mrinfo [vrf route-name] [hostname | address] [interface-id]

Syntax Description

Command Default

vrf route-name (Optional) Specifies the VPN routing or forwarding instance.

hostname | address (Optional) Domain Name System (DNS) name or IP address of the multicast router
or multilayer switch to query. If omitted, the switch queries itself.

interface-id (Optional) Interface ID.

The command is disabled.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The mrinfo command is the original tool of the multicast backbone (MBONE) to determine which neighboring
multicast routers or switches are peering with multicast routers or switches. Cisco routers supports mrinfo
requests from Cisco IOS Release 10.2.

You can query a multicast router or multilayer switch using the mrinfo command. The output format is
identical to the multicast routed version of the Distance Vector Multicast Routing Protocol (DVMRP). (The
mrouted software is the UNIX software that implements DVMRP.)

Example

The following is the sample output from the mrinfo command:

Device# mrinfo

vrf 192.0.1.0

192.31.7.37 (barrnet-gw.cisco.com) [version cisco 11.1] [flags: PMSA]:
192.31.7.37 => 192.31.7.34 (sj-wall-2.cisco.com) [1/0/pim]
192.31.7.37 => 192.31.7.47 (dirtylab-gw-2.cisco.com) [1/0/pim]
192.31.7.37 => 192.31.7.44 (dirtylab-gw-1l.cisco.com) [1/0/pim]
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mrinfo .

\)

Note The flags indicate the following:

* P: prune-capable
* M: mtrace-capable
» S: Simple Network Management Protocol-capable

* A: Auto RP capable
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show ip igmp filter

To display Internet Group Management Protocol (IGMP) filter information, use the show ip igmp filter
command in privileged EXEC mode.

show ipigmp [vrf vrf-name] filter

Syntax Description vrf vrf-name (Optional) Supports the multicast VPN routing and forwarding (VRF) instance.

Command Default IGMP filters are enabled by default.

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines The show ip igmp filter command displays information about all filters defined on the device.
Example

The following example shows the sample output from the show ip igmp filter command:

Device# show ip igmp filter

IGMP filter enabled
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show ip igmp profile

To display all the configured Internet Group Management Protocol (IGMP) profiles or a specified IGMP
profile, use the show ip igmp profile command in privileged EXEC mode.

show ipigmp [vrf vrf-name] profile [profile number]

Syntax Description vrf vrf-name  (Optional) Supports the multicast VPN routing and forwarding (VRF) instance.

profile number  (Optional) IGMP profile number to be displayed. The range is 1 to 4294967295. If no
profile number is entered, all the IGMP profiles are displayed.

Command Default IGMP profiles are undefined by default.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines None

Examples

The following example shows the output of the show ip igmp profile command for profile number
40 on the device:

Device# show ip igmp profile 40

IGMP Profile 40

permit
range 233.1.1.1 233.255.255.255

The following example shows the output of the show ip igmp profile command for all the profiles
configured on the device:

Device# show ip igmp profile

IGMP Profile 3
range 230.9.9.0 230.9.9.0
IGMP Profile 4
permit
range 229.9.9.0 229.255.255.255

Related Topics
ip igmp profile, on page 99
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show ip igmp snooping

To display the Internet Group Management Protocol (IGMP) snooping configuration of the device or the
VLAN, use the show ip igmp snooping command in user EXEC or privileged EXEC mode.

IP Multicast Routing |

show ip igmp snooping [groups | mrouter | querier] [vlan vian-id] [detail]
Syntax Description groups (Optional) Displays the IGMP snooping multicast table.
mrouter (Optional) Displays the IGMP snooping multicast router ports.
querier (Optional) Displays the configuration and operation information for the IGMP querier.

vlan vian-id (Optional) Specifies a VLAN; the range is 1 to 1001 and 1006 to 4094.

detail (Optional) Displays operational state information.
Command Default ~ None
Command Modes User EXEC

Privileged EXEC
Command History Release Modification

Usage Guidelines

Cisco IOS Release 15.0(2)EX1

This command was introduced.

VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANS, and cannot be used in IGMP snooping.

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping vlan 1 command. It shows
snooping characteristics for a specific VLAN:

Device# show ip igmp snooping vlan 1

Global IGMP Snooping configuration:

IGMP snooping

IGMPv3 snooping (minimal)
Report suppression

TCN solicit query

TCN flood query count
Robustness variable

Last member query count
Last member query interval

IGMP snooping

: Enabled
: Enabled
: Enabled
: Disabled
)

)

)

: 1000

: Enabled
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IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval

Disabled
pim-dvmrp
IGMP_ONLY
2

2

1000

show ip igmp snooping .

The following is a sample output from the show ip igmp snooping command. It displays snooping
characteristics for all the VLANS on the device:

Device# show ip igmp snooping

Global IGMP Snooping configuration:

IGMP snooping

IGMPv3 snooping (minimal)
Report suppression

TCN solicit query

TCN flood query count
Robustness variable

Last member query count
Last member query interval

IGMP snooping

IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval
Vlan 2:

IGMP snooping

IGMPv2 immediate leave
Multicast router learning mode
CGMP interoperability mode
Robustness variable

Last member query count

Last member query interval

Related Topics
ip igmp snooping, on page 101

Enabled

Enabled

Enabled

Disabled

2

2

2

1000
Enabled
Disabled
pim-dvmrp
IGMP ONLY
2
2
1000
Enabled
Disabled
pim-dvmrp
IGMP ONLY
2
2
1000

show ip igmp snooping groups, on page 130

show ip igmp snooping mrouter, on page 133

show ip igmp snooping querier, on page 134
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. show ip igmp snooping groups

show ip igmp snooping groups

To display the Internet Group Management Protocol (IGMP) snooping multicast table for the device or the
multicast information, use the show ip igmp snooping groups command in privileged EXEC mode.

show ip igmp snooping groups [vlan vlan-id ] [ [dynamic | user ] [count] | ip_address]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; the range is 1 to 1001 and 1006 to 4094. Use this option to
display the multicast table for a specified multicast VLAN or specific multicast information.

dynamic (Optional) Displays IGMP snooping learned group information.

user (Optional) Displays user-configured group information.

count (Optional) Displays the total number of entries for the specified command options instead of
the actual entries.

ip_address  (Optional) Characteristics of the multicast group with the specified group IP address.

Command Modes Privileged EXEC
User EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping groups command without any
keywords. It displays the multicast table for the device.

Device# show ip igmp snooping groups

Vlan Group Type Version Port List

1 224.1.4.4 igmp Gil/0/11

1 224.1.4.5 igmp Gil/0/11

2 224.0.1.40 igmp v2 Gi1/0/15

104 224.1.4.2 igmp v2 Gi2/0/1, Gi2/0/2
104 224.1.4.3 igmp v2 Gi2/0/1, Gi2/0/2

The following is a sample output from the show ip igmp snooping groups count command. It
displays the total number of multicast groups on the device.

Device# show ip igmp snooping groups count

Total number of multicast groups: 2
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show ip igmp snooping groups .

The following is a sample output from the show ip igmp snooping groupsvlan vlan-id ip-address
command. It shows the entries for the group with the specified IP address:

Device# show ip igmp snooping groups vlan 104 224.1.4.2

Vlan Group Type Version Port List

104 224.1.4.2 igmp v2 Gi2/0/1, Gil/0/15

Related Topics
ip igmp snooping, on page 101
show ip igmp snooping, on page 128
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show ip igmp snooping igmpv2-tracking

To display group and IP address entries, use the show ip igmp snooping igmpv2-tracking command in
privileged EXEC mode.

N

Note The command displays group and IP address entries only for wireless multicast IGMP joins and not for wired
joins. This command also displays output only if wireless multicast is enabled.

show ip igmp snooping igmpv2-tracking

Syntax Description ~ This command has no arguments or keywords.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.
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show ip igmp snooping mrouter

To display the Internet Group Management Protocol (IGMP) snooping dynamically learned and manually
configured multicast router ports for the device or for the specified multicast VLAN, use the show ip igmp
snooping mrouter command in privileged EXEC mode.

show ip igmp snooping mrouter [vlan vian-id]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; Ranges are from 1—1001 and 1006—4094.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

VLAN IDs 1002—1005 are reserved for Token Ring and FDDI VLANSs, and cannot be used in IGMP snooping.

When multicast VLAN registration (MVR) is enabled, the show ip igmp snooping mrouter command displays
MVR multicast router information and IGMP snooping information.

Expressions are case sensitive, for example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Example
The following is a sample output from the show ip igmp snooping mrouter command. It shows
how to display multicast router ports on the device:

Device# show ip igmp snooping mrouter

Vlan ports

1 Gi2/0/1 (dynamic)

Related Topics
ip igmp snooping, on page 101
show ip igmp snooping, on page 128
show ip igmp snooping groups, on page 130
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. show ip igmp snooping querier

show ip igmp snooping querier

To display the configuration and operation information for the IGMP querier that is configured on a device,
use the show ip igmp snooping querier command in user EXEC mode.

show ip igmp snooping querier [vlan vian-id] [detail ]

Syntax Description

vlan vian-id (Optional) Specifies a VLAN; Ranges are from 1—1001 and 1006—4094.

detail (Optional) Displays detailed IGMP querier information.
Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

Use the show ip igmp snooping querier command to display the IGMP version and the IP address of a
detected device, also called a querier, that sends IGMP query messages. A subnet can have multiple multicast
routers but only one IGMP querier. In a subnet running IGMPv2, one of the multicast routers is elected as
the querier. The querier can be a Layer 3 device.

The show ip igmp snooping querier command output also shows the VLAN and the interface on which the
querier was detected. If the querier is the device, the output shows the Port field as Router. If the querier is a
router, the output shows the port number on which the querier was detected in the Port field.

The show ip igmp snooping querier detail user EXEC command is similar to the show ip igmp snooping
guerier command. However, the show ip igmp snooping querier command displays only the device IP
address most recently detected by the device querier.

The show ip igmp snooping querier detail command displays the device IP address most recently detected
by the device querier and this additional information:

* The elected IGMP querier in the VLAN

* The configuration and operational information pertaining to the device querier (if any) that is configured
in the VLAN

Expressions are case sensitive, for example, if you enter | exclude output, the lines that contain "output" do
not appear, but the lines that contain "Output" appear.

Examples

The following is a sample output from the show ip igmp snooping querier command:

Device> show ip igmp snooping querier

Vlan IP Address IGMP Version Port
1 172.20.50.11 v3 Gil/0/1
2 172.20.40.20 v2 Router
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show ip igmp snooping querier .

The following is a sample output from the show ip igmp snooping querier detail command:

Device> show ip igmp snooping querier detail

1 1.1.1.1 v2 Fa8/0/1
Global IGMP device querier status

admin state Enabled
admin version 2
source IP address 0.0.0.0
query-interval (sec) : 60
max-response-time (sec) : 10
querier-timeout (sec) : 120

tcn query count : 2

tcn query interval (sec) : 10

Vlan 1: IGMP device querier status

admin state Enabled
admin version 2

source IP address 10.1.1.65
query-interval (sec) : 60
max-response-time (sec) : 10
querier-timeout (sec) : 120

tcn query count : 2

tcn query interval (sec) : 10
operational state Non-Querier
operational version : 2

tcn query pending count : 0

Related Topics
ip igmp snooping, on page 101
ip igmp snooping querier, on page 106
show ip igmp snooping, on page 128
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. show ip pim all-vrfs tunnel

show ip pim all-vrfs tunnel

To display information about the Protocol Independent Multicast (PIM) register encapsulation and decapsulation
tunnels for all VRFs, use the show ip pim all-vrfstunnel command in privileged EXEC mode.

show ip pim all-vrfs tunnd [verbose | Tunnel tunnel-interface-number]

Syntax Description

Command Default

verbose (Optional) Provides additional information, such as the MAC encapsulation
header and platform-specific information.

Tunnel tunnel-interface-number (Optional) Displays tunnel information for a specific tunnel interface
specified by tunnel-interface-number.

Displays tunnel information for all VRFs on all tunnel interfaces.

Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

If you use the show ip pim all-vrfstunnel command without the optional keywords, information about the
PIM register encapsulation and de-encapsulation tunnel interfaces for all VRFs is displayed.

The PIM encapsulation tunnel is the register tunnel. An encapsulation tunnel is created for every known
rendezvous point (RP) on every switch. The PIM decapsulation tunnel is the register decapsulation tunnel. A
decapsulation tunnel is created on the RP for the address that is configured to be the RP address.
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show ip pim autorp

Syntax Description

Command Default

To display global information about auto-rp, use the show ip pim autorp command in privileged EXEC
mode.

show ip pim autorp
This command has no arguments or keywords.

Auto RP is enabled by default.

Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

This command displays whether auto-rp is enabled or disabled.

Example
The following command output shows that Auto RP is enabled:

Device# show ip pim autorp

AutoRP Information:
AutoRP 1is enabled.
RP Discovery packet MTU is 0.
224.0.1.40 is joined on GigabitEthernetl/0/1.

PIM AutoRP Statistics: Sent/Received
RP Announce: 0/0, RP Discovery: 0/0
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show ip pim bsr-router

To display information related to Protocol Independent Multicast (PIM) bootstrap router (BSR) protocol
processing, use the show ip pim bsr-router command in user EXEC or privileged EXEC mode.

show ip pim bsr-router

Syntax Description ~ This command has no arguments or keywords.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines In addition to Auto RP, the BSR RP method can be configured. After the BSR RP method is configured, this
command displays the BSR router information.

The following is sample output from the show ip pim bsr-router command:

Device# show ip pim bsr-router

PIMv2 Bootstrap information

This system is the Bootstrap Router (BSR)
BSR address: 172.16.143.28
Uptime: 04:37:59, BSR Priority: 4, Hash mask length: 30
Next bootstrap message in 00:00:03 seconds

Next Cand RP_advertisement in 00:00:03 seconds.
RP: 172.16.143.28 (Ethernet0), Group acl: 6
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show ip pim tunnel

To display information about the Protocol Independent Multicast (PIM) register encapsulation and decapsulation
tunnels on an interface, use the show ip pim tunnel command.

show ip pim [vrf vrf-name] tunnel [Tunnd interface-number | verbose]

Syntax Description vrf vrf-name (Optional) Specifies a virtual routing and forwarding (VRF) configuration.

Tunnel interface-number  (Optional) Specifies the tunnel interface number.

verbose (Optional) Provides additional information, such as the MAC encapsulation
header and platform-specific information.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines Use the show ip pim tunnel to display information about PIM tunnel interfaces.

PIM tunnel interfaces are used by the IPv4 Multicast Forwarding Information Base (MFIB) for the PIM sparse
mode (PIM-SM) registration process. Two types of PIM tunnel interfaces are used by the the [Pv4 MFIB:

* A PIM encapsulation tunnel (PIM Encap Tunnel)

* A PIM decapsulation tunnel (PIM Decap Tunnel)

The PIM Encap Tunnel is dynamically created whenever a group-to-rendezvous point (RP) mapping is learned
(through auto-RP, bootstrap router (BSR), or static RP configuration). The PIM Encap Tunnel is used to
encapsulate multicast packets sent by first-hop designated routers (DRs) that have directly connected sources.

Similar to the PIM Encap Tunnel, the PIM Decap Tunnel interface is dynamically created—but it is created
only on the RP whenever a group-to-RP mapping is learned. The PIM Decap Tunnel interface is used by the
RP to decapsulate PIM register messages.

\}

Note PIM tunnels will not appear in the running configuration.

The following syslog message appears when a PIM tunnel interface is created:

* $LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel<interface number>,
changed state to up

The following is sample output from the show ip pim tunnel taken from an RP. The output is used
to verify the PIM Encap and Decap Tunnel on the RP:
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. show ip pim tunnel

Device# show ip pim tunnel

TunnelO
Type : PIM Encap
RP : 70.70.70.1%*
Source: 70.70.70.1
Tunnell*
Type : PIM Decap
RP : 70.70.70.1%*

Source: -R2#

Note The asterisk (*) indicates that the router is the RP. The RP will always have a PIM Encap and Decap
Tunnel interface.
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show platform ip multicast .

show platform ip multicast

To display platform-dependent IP multicast tables and other information, use the show platform ip multicast
privileged EXEC command.

show platform ip multicast {acl-full-info |counters |groups |hardware [detail] |interfaces |
locks | mdfsroutes | mrouteretry |retry |trace}

Syntax Description

acl-full-info Displays IP multicast routing access control list (ACL) information, specifically the
number of outgoing VLANS for which router ACLs at the output cannot be applied in
hardware.

counters Displays IP multicast counters and statistics.

groups Displays IP multicast routes per group.

hardware[detail] Displays IP multicast routes loaded into hardware. The optional detail keyword is used
to show port members in the destination index and route index.

interfaces Displays IP multicast interfaces.
locks Displays IP multicast destination-index locks.
mdfs-routes Displays multicast distributed fast switching (MDFS) IP multicast routes.

mroute-retry Displays the IP multicast route retry queue.

retry Displays the IP multicast routes in the retry queue.
trace Displays the IP multicast trace buffer.
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

Use this command only when you are working directly with a technical support representative while
troubleshooting a problem. Do not use this command unless a technical support representative asks you to do
s0.

This example shows how to display platform IP multicast routes per group:

Device# show platform ip multicast groups

Total Number of entries:3

MROUTE ENTRY vrf O (*, 224.0.0.0)
Token: 0x0000001f6 flags: C

No RPF interface.

Number of OIF: O

Flags: 0x10 Pkts : O
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. show platform ip multicast

OIF Details:No OIF

DI details

Handle:0x603cf7f8 Res-Type:ASIC RSC DI Asic-Num:255

interface.

IP Multicast Routing |

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP_FEAT INVALID ref count:1

Hardware Indices/Handles: index0:0x51f6 indexl1:0x51f6

Cookie length 56

0x0 0x0 0x0 O0x0 0x0 0x0 O0x0 0x0 O0x0 0x0 O0x0 0x0 0x0 Ox0 0x0 Ox4 0OxeO 0x0 O0x0 0x0 O0x0 0xO0
0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 O0x0 0x0 Ox0 0x0 0x0 0x0 0x0 O0x0 0x0 Ox0 0x0 O0x0 0x0O 0xO

0x0 0x0 0x0 0x0 0Ox

Detailed Resource

0 0x0 0x0 0x0 0x0 0x0 0x0 0xO0

Information (ASIC# 0)

RM:index = 0x51f6
RM:pmap = 0x0

RM:cmi = 0x0

RM:rcp pmap = 0x0

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51f6
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu_g vpn([O0] 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0

Detailed Resource

al rsc di

Information (ASIC# 1)

RM:index = 0x51f6
RM:pmap = 0x0

RM:cmi = 0x0

RM:rcp pmap = 0x0

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51f6
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu_g vpn|[O0] 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0
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ZEEEEEEERE

details

details

:generic 1bl = 0x0
:di_handle = 0x51f6
:fd const 1lbl = 0x0
:skipid _idx = 0x0
:rcp serviceid = 0x0
:dejavu prechken= 0x1
:local cpu = 0x0
:local data = 0x1
:remote cpu = 0x0
:remote data = 0x1

HTM details

Handle:0x5d604490 Res-Type:ASIC RSC_STP INDEX Asic-Num:255

show platform ip multicast .

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP FEAT IPV4 MCAST ROUTE STARG ref count:l

Hardware Indices/Handles:

Detailed Resource Information

Number of HTM Entries:

Entry #0:

handle0:0x5d604518 handlel:0x5d604580

(handle 0x5d604518)

KEY - grp_addr:224.0.0.0 decap_tunnel: 0 encap tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:240.0.0.0 decap_tunnel: 0 encap tunnel: 0 vrf id: 4095 mtr id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 0 station index: 164

capwap_mgid present: 0 mgid O
Detailed Resource Information

Number of HTM Entries:

Entry #0:

(handle 0x5d604580)

KEY - grp_addr:224.0.0.0 decap_tunnel: 0 encap tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:240.0.0.0 decap_tunnel: 0 encap tunnel: 0 vrf id: 4095 mtr id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 0 station index: 164

capwap_mgid present: 0 mgid O

MROUTE ENTRY vrf O (*, 224.0.1.40)
Token: 0x0000001£f8 flags:
RPF interface:

Token:0x00000021 flags:
Number of OIF: 1
Flags: 0x10 Pkts : O

V1121 (74238750229529173)) :
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. show platform ip multicast

OIF Details:
v1iz1l F
DI details

Handle:0x603d0000 Res-Type:ASIC RSC DI Asic-Num:255

IC NS

IP Multicast Routing |

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP_FEAT INVALID ref count:1

Hardware Indices/Handles:

Cookie length 56

index0:0x51f7 index1:0x51f7

0x0 0x0 0x0 0x0 0x0 0x0 O0x0 0x0 O0x0 0x0 O0x0 0x0 0x0 O0x0 0x0 0x20 Oxe0 0x0 Oxl 0x28 0x0 0xO

0x0 0x0 O0x0 O0x0 O0x0 0x0 0x0 0x0 0x0 0x0 0x0 O0x0 Ox0 O0x0 O0x0 0x0 0x0 0x0 0x0 0x0 0x0 Ox0 0xO

0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 0x0 0x0 0xO

Detailed Resource

al _rsc di

Detailed Resource

al rsc di

=0

RM:index = 0x51£f7
RM:pmap = 0x0
RM:cmi = 0x33f
RM:rcp pmap = 0x0
RM:force data copy =
RM:remote cpu copy
RM:remote data cop
RM:local cpu copy
RM:local data copy
al rsc_cmi
RM:index = 0x51£f7
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu g vpn[0] =
RM:cpu g vpn[l] =
RM:cpu g vpn[2] =
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0

Information (ASIC# 0)

0
=0

y 0

=0

Information (ASIC# 1)

RM:index = 0x51£f7
RM:pmap = 0x0

RM:cmi = 0x33f

RM:rcp pmap = 0x0

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51£f7
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu_g vpn([O0] 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
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:copy_seg = 0x0

EREEZEZEZEERERR

details

details

:generic 1bl = 0x0
:di_handle = 0x51f7
:fd const 1lbl = 0x8
:skipid_idx = 0x0
:rcp serviceid = 0x0
:dejavu prechken= 0x1
:local cpu = 0x0
:local data = 0x1
:remote cpu = 0x1
:remote data = 0x1

HTM details

Handle:0x603d0440 Res-Type:ASIC RSC_STP INDEX Asic-Num:255

show platform ip multicast .

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP FEAT IPV4 MCAST ROUTE STARG ref count:l

Hardware Indices/Handles:

sm

Detailed Resource Information

handle 1:0x603d1770

Number of HTM Entries:

Entry #0:

handle0:0x603cfae0 sm handle 0:0x603d0590

(handle 0x603cfael)

handlel:0x603d0520

KEY - grp_addr:224.0.1.40 decap_tunnel: 0O encap_ tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:0.0.0.0 decap tunnel: 0 encap_tunnel: 0 vrf id: 0 mtr_ id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 6 station index: 165

capwap_mgid present: 0 mgid O
Detailed Resource Information

Number of HTM Entries:

Entry #0:

(handle 0x603d0520)

KEY - grp_addr:224.0.1.40 decap_tunnel: O encap_ tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:0.0.0.0 decap tunnel: 0 encap_tunnel: 0 vrf id: 0 mtr_ id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 6 station index: 165

capwap_mgid present: 0 mgid O

MROUTE ENTRY vrf 0 (*,

No

RPF interface.

239.255.255.250)
Token: 0x0000003b7d flags:
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. show platform ip multicast

Number of OIF: 1
Flags: 0x10 Pkts
OIF Details:

V1131 F
DI details

95

NS

Handle:0x606ffbal Res-Type:ASIC RSC DI Asic-Num:255
Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP_FEAT INVALID ref count:1

Hardware Indices/Handles: index0:0x51f8 index1:0x51f8

Cookie length 56

IP Multicast Routing |

0x0 0x0 0x0 O0x0 0x0 0x0 O0x0 0x0 O0x0 0x0 O0x0 0x0 0x0 O0x0 0x0 0x20 Oxef Oxff Oxff Oxfa 0xO0
0x0 0x0 0x0 O0x0 0x0 0x0 0x0 0x0 O0x0 0x0 Ox0 0x0 0x0 0x0 0x0 O0x0O 0x0 Ox0 0x0 O0x0 0x0 0xO

0x0 0x0 0x0 0x0 0Ox

Detailed Resource

al _rsc di

Detailed Resource

al rsc di

=0

RM:index = 0x51f8
RM:pmap = 0x0
RM:cmi = 0x0
RM:rcp pmap = 0x0
RM:force data copy =
RM:remote cpu copy
RM:remote data cop
RM:local cpu copy
RM:local data copy
al rsc_cmi
RM:index = 0x51f8
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu g vpn[0] =
RM:cpu g vpn[l] =
RM:cpu g vpn[2] =
RM:npu_index = 0x0
RM:strip seg = 0x0
RM:copy seg = 0x0

0 0x0 0x0 0x0 0x0 0x0 0x0 0x0 0xO0

Information (ASIC# 0)

0
=0

y 0

=0

Information (ASIC# 1)

RM:index = 0x51f8
RM:pmap = 0x0

RM:cmi = 0x0

RM:rcp pmap = 0x1

RM: force data copy = 0
RM:remote cpu copy = 0
RM:remote data copy = 0
RM:local cpu copy = 0
RM:local data copy = 0
al rsc_cmi

RM:index = 0x51f8
RM:cti 1o[0] = 0x0
RM:cti lo[1l] = 0x0
RM:cti lo[2] = 0x0
RM:cpu_g vpn([O0] 0x0
RM:cpu g vpn[l] = 0x0
RM:cpu g vpn[2] = 0x0
RM:npu_index = 0x0
RM:strip seg = 0x0
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RM:copy seg = 0x0

RI details

ASIC# 0
Replication list

Total #ri : O
start ri : 15
common_ret : 0

ASIC# 1
Replication list

Total #ri : 6
start ri : 15
common_ret : 0

Replication entry rep ri OxF #elem
0) ri[0]=50 port=58 dirty=0

ASIC# 2
Replication list

Total #ri : O
start ri : 0
common_ret : 0

SI details

RM:generic 1bl = 0x0

RM:di handle = 0x5
RM: fd const 1lbl =
RM:skipid idx = 0x
RM:rcp serviceid =

RM:dejavu prechken= 0x1

RM:local cpu = 0x0
RM:local data = 0Ox
RM:remote cpu = 0x

1£8

0x8

0
0x0

1
0

RM:remote data = 0x1

HTM details

Handle:0x606ff6f8 Res-Type:ASIC RSC_STP INDEX Asic-Num:255

show platform ip multicast .

Feature-ID:AL FID L3 MULTICAST IPV4 Lkp-ftr-id:LKP FEAT IPV4 MCAST ROUTE STARG ref count:l

Hardware Indices/Handles:

sm handle 1:0x60ab

Detailed Resource Information

6ccO

Number of HTM Entries:

handle0:0x606ff3e0 sm handle 0:0x60ab9160

handlel:0x606f££378
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. show platform ip multicast

Entry #0: (handle 0x606£f£3e0)

KEY - grp_addr:239.255.255.250 decap_tunnel: 0 encap tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:0.0.0.0 decap tunnel: 0 encap_tunnel: 0 vrf id: 0 mtr_id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 0 station index: 178
capwap_mgid present: 0 mgid O

Detailed Resource Information (ASIC# 1)

Number of HTM Entries: 1
Entry #0: (handle 0x606££378)

KEY - grp_addr:239.255.255.250 decap_tunnel: 0 encap tunnel: 0 vrf id: O mtr id: 0
MASK - grp_addr:0.0.0.0 decap tunnel: 0 encap_tunnel: 0 vrf id: 0 mtr_ id: O
AD: local source punt: 1 afd label or clientid: O mcast bridge frame: 0 mcast rep frame: 0

rpf valid: 1 rpf le ptr: 0 afd client flag: 0 dest mod bridge: 0 dest mod route: 1
cpp_type: 0 dest mod index: O rp_index: 0 priority: 3 rpf le: 0 station index: 178
capwap_mgid present: 0 mgid O
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* Layer 2/3 Commands , on page 151






Layer 2/3 Commands

* channel-group, on page 153

* channel-protocol, on page 157

* clear lacp, on page 158

* clear pagp, on page 159

* clear spanning-tree counters, on page 160
* clear spanning-tree detected-protocols, on page 161
* debug etherchannel, on page 162

* debug lacp, on page 163

* debug pagp, on page 164

* debug platform etherchannel, on page 165
* debug platform pm, on page 166

* debug spanning-tree , on page 168

* debug platform udld, on page 170

« interface port-channel, on page 171

* lacp port-priority, on page 173

* lacp system-priority, on page 175

* link state group , on page 176

* link state track, on page 177

* pagp learn-method, on page 178

* pagp port-priority, on page 180

* pagp timer, on page 181

* port-channel load-balance, on page 182

* show etherchannel, on page 183

* show lacp, on page 186

» show link state group , on page 190

* show pagp, on page 191

* show platform backup interface, on page 193
* show platform etherchannel, on page 194
* show platform pm, on page 195

* show platform spanning-tree, on page 197
* show spanning-tree, on page 198

* show udld, on page 202

* spanning-tree backbonefast, on page 205
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* spanning-tree bpdufilter, on page 206

* spanning-tree bpduguard, on page 208

* spanning-tree bridge assurance, on page 209

* spanning-tree cost, on page 211

* spanning-tree etherchannel guard misconfig, on page 213

* spanning-tree extend system-id, on page 214

* spanning-tree guard, on page 215

* spanning-tree link-type, on page 217

* spanning-tree loopguard default, on page 218

* spanning-tree mode, on page 219

* spanning-tree mst configuration, on page 220

* spanning-tree mst cost, on page 222

* spanning-tree mst forward-time, on page 223

* spanning-tree mst hello-time, on page 224

* spanning-tree mst max-age, on page 225

* spanning-tree mst max-hops, on page 226

* spanning-tree mst port-priority, on page 227

* spanning-tree mst pre-standard, on page 228

* spanning-tree mst priority, on page 229

* spanning-tree mst root, on page 230

* spanning-tree mst simulate pvst (global configuration), on page 231
* spanning-tree mst simulate pvst (interface configuration) , on page 233
* spanning-tree pathcost method, on page 235

* spanning-tree port-priority, on page 236

* spanning-tree portfast edge (global configuration), on page 237
* spanning-tree portfast edge (interface configuration), on page 239
* spanning-tree transmit hold-count, on page 241

* spanning-tree uplinkfast, on page 242

* spanning-tree vlan, on page 244

* switchport access vlan, on page 246

* switchport mode, on page 249

* switchport nonegotiate, on page 252

* udld, on page 253

» udld port, on page 255

» udld reset, on page 257
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channel-group

channel-group .

To assign an Ethernet port to an EtherChannel group, or to enable an EtherChannel mode, or both, use the
channel-group command in interface configuration mode. To remove an Ethernet port from an EtherChannel

group, use the no form of this command.

channel-group { auto | channel-group-number mode {active|auto [non-silent]|desirable

[non-silent] | on | passive} }
no channel-group

Syntax Description auto

Enables auto-LAG feature on
individual port interface.

By default, the auto-LAG feature
is enabled on the port.

channel-group-number

Channel group number. The range
is 1 to 48.

mode

Specifies the EtherChannel mode.

active

Unconditionally enables Link
Aggregation Control Protocol
(LACP).

auto

Enables the Port Aggregation
Protocol (PAgP) only if a PAgP
device is detected.

non-silent

(Optional) Configures the interface
for nonsilent operation when
connected to a partner that is
PAgP-capable. Use in PAgP mode
with the auto or desirablekeyword
when traffic is expected from the
other device.

desirable

Unconditionally enables PAgP.

on

Enables the on mode.

passive

Enables LACP only if a LACP
device is detected.

Command Default No channel groups are assigned.

No mode is configured.

Command Modes Interface configuration
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Command History

Usage Guidelines

A

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

The IP Lite feature set supports up to 48 EtherChannels.

For Layer 2 EtherChannels, the channel-group command automatically creates the port-channel interface
when the channel group gets its first physical port. You do not have to use the interface port-channel command
in global configuration mode to manually create a port-channel interface. If you create the port-channel
interface first, the channel-group-number can be the same as the port-channel-number, or you can use a new
number. If you use a new number, the channel-group command dynamically creates a new port channel.

Although it is not necessary to disable the IP address that is assigned to a physical port that is part of a channel
group, we strongly recommend that you do so.

You create Layer 3 port channels by using the inter face port-channel command followed by the no switchport
interface configuration command. Manually configure the port-channel logical interface before putting the
interface into the channel group.

After you configure an EtherChannel, configuration changes that you make on the port-channel interface
apply to all the physical ports assigned to the port-channel interface. Configuration changes applied to the
physical port affect only the port where you apply the configuration. To change the parameters of all ports in
an EtherChannel, apply configuration commands to the port-channel interface, for example, spanning-tree
commands or commands to configure a Layer 2 EtherChannel as a trunk.

Active mode places a port into a negotiating state in which the port initiates negotiations with other ports by
sending LACP packets. A channel is formed with another port group in either the active or passive mode.

Auto mode places a port into a passive negotiating state in which the port responds to PAgP packets it receives
but does not start PAgP packet negotiation. A channel is formed only with another port group in desirable
mode. When auto is enabled, silent operation is the default.

Desirable mode places a port into an active negotiating state in which the port starts negotiations with other
ports by sending PAgP packets. An EtherChannel is formed with another port group that is in the desirable
or auto mode. When desirable is enabled, silent operation is the default.

If you do not specify non-silent with the auto or desirable mode, silent is assumed. The silent mode is used
when the device is connected to a device that is not PAgP-capable and rarely, if ever, sends packets. An
example of a silent partner is a file server or a packet analyzer that is not generating traffic. In this case, running
PAgP on a physical port prevents that port from ever becoming operational. However, it allows PAgP to
operate, to attach the port to a channel group, and to use the port for transmission. Both ends of the link cannot
be set to silent.

In on mode, a usable EtherChannel exists only when both connected port groups are in the on mode.

Caution

Use care when using the on mode. This is a manual configuration, and ports on both ends of the EtherChannel
must have the same configuration. If the group is misconfigured, packet loss or spanning-tree loops can occur.

Passive mode places a port into a negotiating state in which the port responds to received LACP packets but
does not initiate LACP packet negotiation. A channel is formed only with another port group in active mode.

Do not configure an EtherChannel in both the PAgP and LACP modes. EtherChannel groups running PAgP
and LACP can coexist on the same device or on different devices in the stack (but not in a cross-stack
configuration). Individual EtherChannel groups can run either PAgP or LACP, but they cannot interoperate.
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A

channel-group .

If you set the protocol by using the channel-protocol interface configuration command, the setting is not
overridden by the channel-group interface configuration command.

Do not configure a port that is an active or a not-yet-active member of an EtherChannel as an IEEE 802.1x
port. If you try to enable IEEE 802.1x authentication on an EtherChannel port, an error message appears, and
IEEE 802.1x authentication is not enabled.

Do not configure a secure port as part of an EtherChannel or configure an EtherChannel port as a secure port.

For a complete list of configuration guidelines, see the “Configuring EtherChannels” chapter in the software
configuration guide for this release.

Caution

Do not enable Layer 3 addresses on the physical EtherChannel ports. Do not assign bridge groups on the
physical EtherChannel ports because it creates loops.

This example shows how to configure an EtherChannel on a single device in the stack. It assigns
two static-access ports in VLAN 10 to channel 5 with the PAgP mode desirable:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/1 - 2
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

Device (config-if-range)# channel-group 5 mode desirable
Device (config-if-range)# end

This example shows how to configure an EtherChannel on a single device in the stack. It assigns
two static-access ports in VLAN 10 to channel 5 with the LACP mode active:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/1 - 2
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

Device (config-if-range)# channel-group 5 mode active
Device (config-if-range)# end

This example shows how to configure a cross-stack EtherChannel in a device stack. It uses LACP
passive mode and assigns two ports on stack member 2 and one port on stack member 3 as static-access
ports in VLAN 10 to channel 5:

Device# configure terminal

Device (config) # interface range GigabitEthernet 2/0/4 - 5
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

Device (config-if-range)# channel-group 5 mode passive

Device (config-if-range) # exit

Device (config) # interface GigabitEthernet 3/0/3

Device (config-if) # switchport mode access

Device (config-if)# switchport access vlan 10

Device (config-if)# channel-group 5 mode passive

Device (config-if)# exit

You can verify your settings by entering the show running-config privileged EXEC command.

Related Topics
channel-protocol, on page 157
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interface port-channel, on page 171
show etherchannel, on page 183
show lacp, on page 186

show pagp, on page 191
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channel-protocol

To restrict the protocol used on a port to manage channeling, use the channel-protocol command in interface
configuration mode. To return to the default setting, use the no form of this command.

channel-protocol {lacp | pagp}
no channel-protocol

Syntax Description

Command Default

Command Modes

lacp Configures an EtherChannel with the Link Aggregation Control Protocol (LACP).

pagp Configures an EtherChannel with the Port Aggregation Protocol (PAgP).

No protocol is assigned to the EtherChannel.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Use the channel-protocol command only to restrict a channel to LACP or PAgP. If you set the protocol by
using the channel-protocol command, the setting is not overridden by the channel-group interface
configuration command.

You must use the channel-group interface configuration command to configure the EtherChannel parameters.
The channel-group command also can set the mode for the EtherChannel.

You cannot enable both the PAgP and LACP modes on an EtherChannel group.
PAgP and LACP are not compatible; both ends of a channel must use the same protocol.

You cannot configure PAgP on cross-stack configurations.

This example shows how to specify LACP as the protocol that manages the EtherChannel:

Device (config-if)# channel-protocol lacp

You can verify your settings by entering the show etherchannel [channel-group-number] protocol
privileged EXEC command.

Related Topics
channel-group, on page 153
show etherchannel, on page 183
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To clear Link Aggregation Control Protocol (LACP) channel-group counters, use the clear lacp command
in privileged EXEC mode.

clear lacp [channel-group-number] counters

Syntax Description

channel-group-number  (Optional) Channel group number. The range is 1 to 48.

counters Clears traffic counters.
Command Default ~ None
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

You can clear all counters by using the clear lacp counters command, or you can clear only the counters for
the specified channel group by using the clear lacp channel-group-number counterscommand.

This example shows how to clear all channel-group information:

Device# clear lacp counters

This example shows how to clear LACP traffic counters for group 4:

Device# clear lacp 4 counters

You can verify that the information was deleted by entering the show lacp counters or the show
lacp channel-group-number counter s privileged EXEC command.

Related Topics
debug lacp, on page 163
show lacp, on page 186
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clear pagp

To clear the Port Aggregation Protocol (PAgP) channel-group information, use the clear pagp command in
privileged EXEC mode.

clear pagp [channel-group-number] counters

Syntax Description  channel-group-number  (Optional) Channel group number. The range is 1 to 48.

counters Clears traffic counters.

Command Default None

Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines You can clear all counters by using the clear pagp counters command, or you can clear only the counters

for the specified channel group by using the clear pagp channel-group-number counterscommand.

This example shows how to clear all channel-group information:

Device# clear pagp counters

This example shows how to clear PAgP traffic counters for group 10:

Device# clear pagp 10 counters

You can verify that the information was deleted by entering the show pagp privileged EXEC
command.

Related Topics
debug pagp, on page 164
show pagp, on page 191
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clear spanning-tree counters

To clear the spanning-tree counters, use the clear spanning-tree counter s command in privileged EXEC
mode.

clear spanning-tree counters [interfaceinterface-id]

Syntax Description

interface interface-id (Optional) Clears all spanning-tree counters on the
specified interface. Valid interfaces include physical
ports, VLANSs, and port channels.

The VLAN range is 1 to 4094.

The port-channel range is 1 to 48.

Command Default None
Command Modes Privileged EXEC
Command History Release Nodification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

If the interface-id value is not specified, spanning-tree counters are cleared for all interfaces.
This example shows how to clear spanning-tree counters for all interfaces:

Device# clear spanning-tree counters
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clear spanning-tree detected-protocols

To restart the protocol migration process and force renegotiation with neighboring devices on the interface,
use the clear spanning-tree detected-protocols command in privileged EXEC mode.

clear spanning-tree detected-protocols [interfaceinterface-id]

Syntax Description interface interface-id (Optional) Restarts the protocol migration process on
the specified interface. Valid interfaces include
physical ports, VLANs, and port channels.

The VLAN range is 1 to 4094.

The port-channel range is 1 to 48.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines A device running the rapid per-VLAN spanning-tree plus (rapid-PVST+) protocol or the Multiple Spanning
Tree Protocol (MSTP) supports a built-in protocol migration method that enables it to interoperate with legacy
IEEE 802.1D devices. If a rapid-PVST+ or an MSTP device receives a legacy IEEE 802.1D configuration
bridge protocol data unit (BPDU) with the protocol version set to 0, the device sends only IEEE 802.1D
BPDUs on that port. A multiple spanning-tree (MST) device can also detect that a port is at the boundary of
a region when it receives a legacy BPDU, an MST BPDU (Version 3) associated with a different region, or
a rapid spanning-tree (RST) BPDU (Version 2).

The device does not automatically revert to the rapid-PVST+ or the MSTP mode if it no longer receives IEEE
802.1D BPDUs because it cannot learn whether the legacy switch has been removed from the link unless the
legacy switch is the designated switch. Use the clear spanning-tree detected-protocols command in this
situation.

This example shows how to restart the protocol migration process on a port:

Device# clear spanning-tree detected-protocols interface gigabitethernet2/0/1

Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches) .



Layer2/3 |
. debug etherchannel

debug etherchannel

To enable debugging of EtherChannels, use the debug etherchannel command in privileged EXEC mode.
To disable debugging, use the no form of the command.

debug etherchanned [{all | detail |error |event |idb }]
no debug etherchannel [{all | detail |error |event |idb }]

Syntax Description  all (Optional) Displays all EtherChannel debug messages.

detail (Optional) Displays detailed EtherChannel debug messages.

error  (Optional) Displays EtherChannel error debug messages.

event (Optional) Displays EtherChannel event messages.

idb (Optional) Displays PAgP interface descriptor block debug messages.

Command Default Debugging is disabled.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines The undebug etherchannel command is the same as the no debug etherchannel command.

\}

Note  Although the linecard keyword is displayed in the command-line help, it is not supported.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display all EtherChannel debug messages:
Device# debug etherchannel all
This example shows how to display debug messages related to EtherChannel events:

Device# debug etherchannel event

Related Topics
show etherchannel, on page 183
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debug lacp

To enable debugging of Link Aggregation Control Protocol (LACP) activity, use the debug lacp command
in privileged EXEC mode. To disable LACP debugging, use the no form of this command.

debug lacp [{all |event |fsm | misc | packet}]
no debug lacp [{all |event |fsm | misc | packet}]

Syntax Description

all (Optional) Displays all LACP debug messages.

event (Optional) Displays LACP event debug messages.

fsm  (Optional) Displays messages about changes within the LACP finite state machine.

misc  (Optional) Displays miscellaneous LACP debug messages.

packet (Optional) Displays the receiving and transmitting LACP control packets.

Command Default Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The undebug etherchannel command is the same as the no debug etherchannel command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote

command switch-number LINE command in privileged EXEC mode.

This example shows how to display all LACP debug messages:

Device# debug LACP all

This example shows how to display debug messages related to LACP events:

Device# debug LACP event
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debug pagp

To enable debugging of Port Aggregation Protocol (PAgP) activity, use the debug pagp command in privileged
EXEC mode. To disable PAgP debugging, use the no form of this command.

debug pagp [{all |dual-active | event |fsm | misc | packet}]
no debug pagp [{all | dual-active |event |fsm | misc | packet}]

Syntax Description

all (Optional) Displays all PAgP debug messages.
dual-active (Optional) Displays dual-active detection messages.
event (Optional) Displays PAgP event debug messages.

fsm (Optional) Displays messages about changes within the

PAgP finite state machine.

misc (Optional) Displays miscellaneous PAgP debug messages.

packet (Optional) Displays the receiving and transmitting PAgP
control packets.

Command Default ~ Debugging is disabled.
Command Modes Privileged EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

The undebug pagp command is the same as the no debug pagp command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display all PAgP debug messages:
Device# debug pagp all
This example shows how to display debug messages related to PAgP events:

Device# debug pagp event
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debug platform etherchannel

To enable debugging of platform-dependent EtherChannel events, use the debug platform etherchannel
command in EXEC mode. To disable debugging, use the no form of this command.

debug platform etherchannel {init | link-up | rpc| warnings}
no debug platform etherchannel {init |link-up | rpc|warnings}

Syntax Description

init Displays EtherChannel module initialization debug messages.

link-up Displays EtherChannel link-up and link-down related debug messages.

rpc Displays EtherChannel remote procedure call (RPC) debug messages.

warnings Displays EtherChannel warning debug messages.

Command Modes User EXEC
Privileged EXEC
Command History Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

Usage Guidelines

The undebug platfor m etherchannel command is the same as the no debug platfor m etherchannel command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display debug messages related to Etherchannel initialization:

Device# debug platform etherchannel init
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debug platform pm

Layer2/3 |

To enable debugging of the platform-dependent port manager software module, use the debug platform pm
command in privileged EXEC mode. To disable debugging, use the no form of this command.

debug platform pm {all | atom | counters| errdisable| etherchnl | exceptions| gvi | hpm-events|
idb-events| if-numbers| ios-events| link-status| platform | pm-events| pm-span | pm-vectors [detail]
|rpc [{general | oper-info | state| vectors| vp-events}] | soutput-vectors| stack-manager | sync | vlians}
no debug platform pmf{all | counters|errdisable| etherchnl | exceptions| hpm-events| idb-events|
if-numbers|ios-events| link-status| platform | pm-events| pm-span | pm-vectors [detail]|rpc [{general
| oper-info | state| vectors| vp-events} ] | soutput-vectors| stack-manager | sync | vlans}

Syntax Description

all Displays all port manager debug messages.

atom Displays AToM related events.

counters Displays counters for remote procedure call (RPC) debug
messages.

errdisable Displays error-disabled-related events debug messages.

etherchnl Displays EtherChannel-related events debug messages.

exceptions Displays system exception debug messages.

gvi Displays IPe GVI-related messages.

hpm-events Displays platform port manager event debug messages.

idb-events Displays interface descriptor block (IDB)-related events
debug messages.

if-numbers Displays interface-number translation event debug
messages.

ios-events Displays Cisco 10S software events.

link-status Displays interface link-detection event debug messages.

platform Displays port manager function event debug messages.

pm-events Displays port manager event debug messages.

pm-span Displays port manager Switched Port Analyzer (SPAN)
event debug messages.

pm-vectors Displays port manager vector-related event debug
messages.

detail (Optional) Displays vector-function details.

rpc Displays RPC-related messages.
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general (Optional) Displays general RPC-related messages.

oper-info (Optional) Displays operational- and
informational-related RPC messages.

state (Optional) Displays administrative- and
operational-related RPC messages.

vectors (Optional) Displays vector-related RPC messages.
vp-events (Optional) Displays virtual ports-related RPC messages.
soutput-vectors Displays IDB output vector event debug messages.
stack-manager Displays stack manager-related events debug messages.
This keyword is supported only on stacking-capable
switches.
sync Displays operational synchronization and VLAN
line-state event debug messages.
vlans Displays VLAN creation and deletion event debug
messages.
Command Default ~ Debugging is disabled
Command Modes Privileged EXEC
Command History Release Modification
Cisco I0S This command was introduced.
15.0(2)EX1

Usage Guidelines

The undebug platform pm command is the same as the no debug platform pm command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display debug messages related to the creation and deletion of VLANS:

Device# debug platform pm vlans

Related Topics
show platform pm, on page 195
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Layer2/3 |

To enable debugging of spanning-tree activities, use the debug spanning-tree command in EXEC mode. To
disable debugging, use the no form of this command.

debug spanning-tree {all | backbonefast | bpdu | bpdu-opt | config | csuf/csrt | etherchannel | events
| exceptions | general | mstp | pvst+|root | snmp | synchronization | switch | uplinkfast}

no debug spanning-tree {all | backbonefast | bpdu | bpdu-opt | config | csuf/csrt | etherchannel |
events | exceptions | general | mstp | pvst+|root | snmp | synchronization | switch | uplinkfast}

Syntax Description

all Displays all spanning-tree debug messages.

backbonefast Displays BackboneFast-event debug messages.

bpdu Displays spanning-tree bridge protocol data unit (BPDU)
debug messages.

bpdu-opt Displays optimized BPDU handling debug messages.

config Displays spanning-tree configuration change debug
messages.

csuf/csrt Displays cross-stack UplinkFast and cross-stack rapid
transition activity debug messages.

etherchannel Displays EtherChannel-support debug messages.

events Displays spanning-tree topology event debug messages.

exceptions Displays spanning-tree exception debug messages.

general Displays general spanning-tree activity debug messages.

mstp Debugs Multiple Spanning Tree Protocol (MSTP) events.

pvst+ Displays per-VLAN spanning-tree plus (PVST+) event debug
messages.

root Displays spanning-tree root-event debug messages.

snmp Displays spanning-tree Simple Network Management
Protocol (SNMP) handling debug messages.

switch Displays device shim command debug messages. This shim

is the software module that is the interface between the
generic Spanning Tree Protocol (STP) code and the
platform-specific code of various device platforms.

synchronization

Displays the spanning-tree synchronization event debug
messages.

uplinkfast

Displays UplinkFast-event debug messages.
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Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

Usage Guidelines

The undebug spanning-tree command is the same as the no debug spanning-tree command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.

This example shows how to display all spanning-tree debug messages:

Device# debug spanning-tree all
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debug platform udld

To enable debugging of the platform-dependent UniDirectional Link Detection (UDLD) software, use the
debug platform udld command in privileged EXEC mode. To disable debugging, use the no form of this
command.

debug platform udld [{all | error | switch |[rpc {events | messages}}]
no platform udld [{all |error|rpc {events |messages}}]

Syntax Description all (Optional) Displays all UDLD debug messages.

error (Optional) Displays error condition debug messages.

rpc {events| messages} (Optional) Displays UDLD remote procedure call (RPC) debug messages. The
keywords have these meanings:

» events—Displays UDLD RPC events.
» messages—Displays UDLD RPC messages.

Command Default Debugging is disabled.

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

Usage Guidelines The undebug platform udld command is the same as the no debug platform udld command.

When you enable debugging on a stack, it is enabled only on the stack master. To enable debugging on a stack
member , start a session from the stack master by using the session switch-number command in privileged
EXEC mode. Enter the debug command at the command-line prompt of the stack member.

To enable debugging on a stack member without first starting a session on the stack master, use the remote
command switch-number LINE command in privileged EXEC mode.
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interface port-channel

To access or create a port channel, use the interface port-channel command in global configuration mode.
Use the no form of this command to remove the port channel.

interface port-channel port-channel-number
no interface port-channel

Syntax Description

Command Default

Command Modes

port-channel-number  (Optional) Channel group number. The range is 1 to 48.

No port channel logical interfaces are defined.

Global configuration

Command History

Usage Guidelines

A

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

For Layer 2 EtherChannels, you do not have to create a port-channel interface before assigning physical ports
to a channel group. Instead, you can use the channel-group interface configuration command, which
automatically creates the port-channel interface when the channel group obtains its first physical port. If you
create the port-channel interface first, the channel-group-number can be the same as the port-channel-number,
or you can use a new number. If you use a new number, the channel-group command dynamically creates a
new port channel.

You create Layer 3 port channels by using the inter face port-channel command followed by the no switchport
interface configuration command. You should manually configure the port-channel logical interface before
putting the interface into the channel group.

Only one port channel in a channel group is allowed.

Caution

A

When using a port-channel interface as a routed port, do not assign Layer 3 addresses on the physical ports
that are assigned to the channel group.

Caution

Do not assign bridge groups on the physical ports in a channel group used as a Layer 3 port channel interface
because it creates loops. You must also disable spanning tree.

Follow these guidelines when you use the interface port-channel command:

* If you want to use the Cisco Discovery Protocol (CDP), you must configure it on the physical port and
not on the port channel interface.

* Do not configure a port that is an active member of an EtherChannel as an IEEE 802.1x port. If IEEE
802.1x is enabled on a not-yet active port of an EtherChannel, the port does not join the EtherChannel.
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For a complete list of configuration guidelines, see the “Configuring EtherChannels” chapter in the software
configuration guide for this release.

This example shows how to create a port channel interface with a port channel number of 5:

Device (config) # interface port-channel 5

You can verify your setting by entering the show running-config privileged EXEC or show
etherchannel channel-group-number detail privileged EXEC command.

Related Topics
channel-group, on page 153
show etherchannel, on page 183
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lacp port-priority

To configure the port priority for the Link Aggregation Control Protocol (LACP), use the lacp port-priority
command in interface configuration mode. To return to the default setting, use the no form of this command.

lacp port-priority priority
no lacp port-priority

Syntax Description

Command Default

Command Modes

priority Port priority for LACP. The range is 1 to 65535.

The default is 32768.

Interface configuration

Command History

Usage Guidelines

\}

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

The lacp port-priority interface configuration command determines which ports are bundled and which ports
are put in hot-standby mode when there are more than eight ports in an LACP channel group.

An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in standby mode.

In port-priority comparisons, a numerically lower value has a higher priority: When there are more than eight
ports in an LACP channel group, the eight ports with the numerically lowest values (highest priority values)
for LACP port priority are bundled into the channel group, and the lower-priority ports are put in hot-standby
mode. If two or more ports have the same LACP port priority (for example, they are configured with the
default setting of 65535), then an internal value for the port number determines the priority.

Note

The LACP port priorities are only effective if the ports are on the device that controls the LACP link. See the
lacp system-priority global configuration command for determining which device controls the link.

Use the show lacp internal privileged EXEC command to display LACP port priorities and internal port
number values.

For information about configuring LACP on physical ports, see the configuration guide for this release.
This example shows how to configure the LACP port priority on a port:

Device# interface gigabitethernet2/0/1
Device (config-if)# lacp port-priority 1000

You can verify your settings by entering the show lacp [channel-group-number] internal privileged
EXEC command.

Related Topics
channel-group, on page 153
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lacp system-priority, on page 175
show lacp, on page 186
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lacp system-priority

To configure the system priority for the Link Aggregation Control Protocol (LACP), use the lacp
system-priority command in global configuration mode on the device. To return to the default setting, use
the no form of this command.

lacp system-priority priority
no lacp system-priority

Syntax Description

Command Default

Command Modes

priority System priority for LACP. The range is 1 to 65535.

The default is 32768.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

The lacp system-priority command determines which device in an LACP link controls port priorities.

An LACP channel group can have up to 16 Ethernet ports of the same type. Up to eight ports can be active,
and up to eight ports can be in standby mode. When there are more than eight ports in an LACP channel group,
the device on the controlling end of the link uses port priorities to determine which ports are bundled into the
channel and which ports are put in hot-standby mode. Port priorities on the other device (the noncontrolling
end of the link) are ignored.

In priority comparisons, numerically lower values have a higher priority. Therefore, the system with the
numerically lower value (higher priority value) for LACP system priority becomes the controlling system. If
both devices have the same LACP system priority (for example, they are both configured with the default
setting of 32768), the LACP system ID (the device MAC address) determines which device is in control.

The lacp system-priority command applies to all LACP EtherChannels on the device.
Use the show etherchannel summary privileged EXEC command to see which ports are in the hot-standby
mode (denoted with an H port-state flag in the output display).

This example shows how to set the LACP system priority:

Device (config) # lacp system-priority 20000

You can verify your settings by entering the show lacp sys-id privileged EXEC command.

Related Topics
channel-group, on page 153
lacp port-priority, on page 173
show lacp, on page 186
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link state group

To configure an interface as a member of a link-state group, use the link state group command in interface
configuration mode. Use the no form of this command to remove an interface from a link-state group.

link state group [{number}]{downstream | upstream}
no link state group [{number}]{downstream | upstream}

Syntax Description

Command Default

Command Modes

number (Optional) Specifies the number of the link-state group. The range is
1 to 2. The default group number is 1.

downstream Configures the interface as a downstream interface in the group.

upstream Configures the interface as an upstream interface in the group.

No link-state group is configured.

Interface configuration

Command History

Usage Guidelines

Release Modification
Cisco I0S This command was introduced.
15.02)EX1

Add upstream interfaces to the link-state group before adding downstream interfaces, otherwise, the downstream
interfaces move into error-disable mode. These are the limitations:

* An interface can be an upstream interface or a downstream interface.
* An interface can belong to only one link-state group.
* Only two link-state groups can be configured on a switch.

This example shows how to configure the interfaces as upstream in group 2:

Device# configure terminal

Device (config) # interface range gigabitethernet2/0/1 -2
Device (config-if-range)# link state group 2 upstream
Device (config-if-range)# end

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| Layer2s

link state track .

link state track

To enable a link-state group, use the link statetrack command in global configuration mode. Use the no
form of this command to disable a link-state group.

link state track [{number}]
no link state track [{number}]

Syntax Description

Command Default

Command Modes

number (Optional) Specifies the number of the link-state group. The range is 1 to 2. The default is
1.

Link-state tracking is disabled.

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco I0S This command was introduced.
15.0(2)EX1

Use the link state group command to create and configure the link-state group. You then can use this command
to enable the link-state group.

This example shows how to enable link-state group 2:

Device# configure terminal
Device (config)# link state track 2
Device (config) # end
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pagp learn-method

To learn the source address of incoming packets received from an EtherChannel port, use the pagp
learn-method command in interface configuration mode. To return to the default setting, use the no form of
this command.

pagp learn-method {aggregation-port | physical-port}
no pagp learn-method

Syntax Description

Command Default

Command Modes

aggregation-port  Specifies address learning on the logical port channel. The device sends packets to the
source using any port in the EtherChannel. This setting is the default. With
aggregation-port learning, it is not important on which physical port the packet arrives.

physical-port Specifies address learning on the physical port within the EtherChannel. The device
sends packets to the source using the same port in the EtherChannel from which it
learned the source address. The other end of the channel uses the same port in the channel
for a particular destination MAC or IP address.

The default is aggregation-port (logical port channel).

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.

The learn method must be configured the same at both ends of the link.

The device supports address learning only on aggregate ports even though the physical-port keyword is
provided in the command-line interface (CLI). The pagp learn-method and the pagp port-priority interface
configuration commands have no effect on the device hardware, but they are required for PAgP interoperability
with devices that only support address learning by physical ports.

When the link partner to the device is a physical learner, we recommend that you configure the device as a
physical-port learner by using the pagp learn-method physical-port interface configuration command. We
also recommend that you set the load-distribution method based on the source MAC address by using the
port-channel load-balance src-mac global configuration command. Use the pagp learn-method interface
configuration command only in this situation.

This example shows how to set the learning method to learn the address on the physical port within
the EtherChannel:

Device (config-if) # pagp learn-method physical-port

This example shows how to set the learning method to learn the address on the port channel within
the EtherChannel:

Device (config-if)# pagp learn-method aggregation-port
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You can verify your settings by entering the show running-config privileged EXEC command or
the show pagp channel-group-number internal privileged EXEC command.

Related Topics
pagp port-priority, on page 180
show pagp, on page 191
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pagp port-priority

To select a port over which all Port Aggregation Protocol (PAgP) traffic through the EtherChannel is sent,
use the pagp port-priority command in interface configuration mode. If all unused ports in the EtherChannel
are in hot-standby mode, they can be placed into operation if the currently selected port and link fails. To
return to the default setting, use the no form of this command.

pagp port-priority priority
no pagp port-priority

Syntax Description

Command Default

Command Modes

priority Priority number. The range is from 0 to 255.

The default is 128.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

The physical port with the highest priority that is operational and has membership in the same EtherChannel
is the one selected for PAgP transmission.

The device supports address learning only on aggregate ports even though the physical-port keyword is
provided in the command-line interface (CLI). The pagp learn-method and the pagp port-priority interface
configuration commands have no effect on the device hardware, but they are required for PAgP interoperability
with devices that only support address learning by physical ports, such as the Catalyst 1900 switch.

When the link partner to the device is a physical learner, we recommend that you configure the device as a
physical-port learner by using the pagp learn-method physical-port interface configuration command. We
also recommend that you set the load-distribution method based on the source MAC address by using the
port-channel load-balance src-mac global configuration command. Use the pagp learn-method interface
configuration command only in this situation.

This example shows how to set the port priority to 200:

Device (config-if)# pagp port-priority 200

You can verify your setting by entering the show running-config privileged EXEC command or the
show pagp channel-group-number internal privileged EXEC command.

Related Topics
pagp learn-method, on page 178
port-channel load-balance, on page 182
show pagp, on page 191
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pagp timer

To set the PAgP timer expiration, use the pagp timer command in interface configuration mode. To return
to the default setting, use the no form of this command.

pagp timer time
no pagp timer

Syntax Description  time Specifies the number of seconds after which PAgP informational packets are timed-out. The range is

45 to 90.
Command Default ~ None
Command Modes Interface configuration
Command History Release Modification
Cisco 10S This command was introduced.
15.0(2)EX1
Usage Guidelines This command is available for all interfaces configured as part of a PAgP port channel.

This example shows how to set the PAgP timer expiration to 50 seconds:

Switch (config-if)# pagp timer 50
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. port-channel load-balance

port-channel load-balance

To set the load-distribution method among the ports in the EtherChannel, use the port-channel load-balance
command in global configuration mode. To reset the load-balancing function to the default setting, use the
no form of this command.

port-channel load-balance {dst-ip | dst-mac| src-dst-ip | sre-dst-mac | sre-ip | sre-mac}
no port-channel load-balance

Syntax Description

Command Default

Command Modes

dst-ip Specifies load distribution based on the destination host IP address.

dst-mac  Specifies load distribution based on the destination host MAC address. Packets to the same
destination are sent on the same port, but packets to different destinations are sent on different
ports in the channel.

src-dst-ip - Specifies load distribution based on the source and destination host IP address.

gcdd-mac Specifies load distribution based on the source and destination host MAC address.

sre-ip Specifies load distribution based on the source host IP address.

src-mac  Specifies load distribution based on the source MAC address. Packets from different hosts use
different ports in the channel, but packets from the same host use the same port.

The default is src-mac.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

You can verify your setting by entering the show running-config privileged EXEC command or the show
etherchannel load-balance privileged EXEC command.

This example shows how to set the load-distribution method to dst-mac:

Device (config) # port-channel load-balance dst-mac
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show etherchannel

To display EtherChannel information for a channel, use the show etherchannel command in user EXEC

mode.

show etherchannel .

show etherchannel [{channel-group-number | {detail | port | port-channel | protocol | summary }}]
| [{auto| detail | load-balance | port | port-channel | protocol | summary}]

Syntax Description

channel-group-number

(Optional) Channel group number. The range is 1 to 48.

auto (Optional) Displays that Etherchannel is created
automatically.
detail (Optional) Displays detailed EtherChannel information.
load-balance (Optional) Displays the load-balance or frame-distribution
scheme among ports in the port channel.
port (Optional) Displays EtherChannel port information.
port-channel (Optional) Displays port-channel information.
protocol (Optional) Displays the protocol that is being used in the
channel.
summary (Optional) Displays a one-line summary per channel group.
Command Default ~ None
Command Modes User EXEC
Command History Release Modification

Usage Guidelines

Cisco I0OS Release 15.0(2)EX1

This command was introduced.

If you do not specify a channel group number, all channel groups are displayed.

In the output, the passive port list field is displayed only for Layer 3 port channels. This field means that the
physical port, which is still not up, is configured to be in the channel group (and indirectly is in the only port

channel in the channel group).

This is an example of output from the show etherchannel auto command:

device# show etherchannel auto

P - bundled in port-channel
I - stand-alone s - suspended

- Hot-standby

Flags: D - down

- Layer3
- in use

Q= c Ra W@
|

(LACP only)

f - failed to allocate aggregator
not in use, minimum links not met

- unsuitable for bundling

- waiting to be aggregated

- default port
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A - formed by Auto LAG

Number of channel-groups in use: 1

Number of aggregators: 1

Group Port-channel Protocol Ports

—————— e e e e et e
1 Pol (SUA) LACP Gil1/0/45(P) Gi2/0/21(P) Gi3/0/21(P)

Layer2/3 |

This is an example of output from the show etherchannel channel-group-number detail command:

Device> show etherchannel 1 detail
Group state = L2
Ports: 2 Maxports = 16
Port-channels: 1 Max Port-channels = 16
Protocol: LACP

Ports in the group:

Port state = Up Mstr In-Bndl

Channel group = 1 Mode = Active Gcchange = -

Port-channel = PolGC = - Pseudo port-channel = Pol
Port index = OLoad = 0x00 Protocol = LACP

Flags: S - Device 1is sending Slow LACPDUs F - Device is sending fast LACPDU
A - Device is in active mode. P - Device is in passive mode.

Local information:
LACP port Admin Oper Port Port

Port Flags State Priority Key Key Number State
Gil/0/1 SA bndl 32768 0x1 0x1 0x101 0x3D
Gil1/0/2 A bndl 32768 0x0 0x1 0x0 0x3D

Age of the port in the current state: 01d:20h:06m:04s

Port-channels in the group:

Port-channel: Pol (Primary Aggregator)

Age of the Port-channel = 01d:20h:20m:26s

Logical slot/port = 10/1 Number of ports = 2
HotStandBy port = null
Port state = Port-channel Ag-Inuse

LACP

Protocol

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— e e
0 00 Gil/0/1 Active 0
0 00 Gil/0/2 Active 0
Time since last port bundled: 01d:20h:24m:44s Gil/0/2

This is an example of output from the show etherchannel channel-group-number summary
command:

Device> show etherchannel 1 summary
Flags: D - down P - in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
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u - unsuitable for bundling
U - in use f - failed to allocate aggregator
d - default port

Number of channel-groups in use: 1
Number of aggregators: 1

Group Port-channel Protocol Ports
—————— e e e it T T T
1 Pol (SU) LACP Gil/0/1(P) Gil/0/2(P)

This is an example of output from the show etherchannel channel-group-number port-channel
command:

Device> show etherchannel 1 port-channel
Port-channels in the group:

Port-channel: Pol (Primary Aggregator)

Age of the Port-channel = 01d:20h:24m:50s
Logical slot/port = 10/1 Number of ports =
Logical slot/port = 10/1 Number of ports =
Port state = Port-channel Ag-Inuse
Protocol = LACP

2
2

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— e e
0 00 Gil/0/1 Active 0
0 00 Gil/0/2 Active 0

Time since last port bundled: 01d:20h:24m:44s Gil/0/2

This is an example of output from show etherchannel protocol command:

Device# show etherchannel protocol
Channel-group listing:

Protocol: LACP
Group: 2

Protocol: PAgP

Related Topics
channel-group, on page 153
channel-protocol, on page 157
interface port-channel, on page 171
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show lacp
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To display Link Aggregation Control Protocol (LACP) channel-group information, use the show lacp command
in user EXEC mode.

show lacp [channel-group-number] {counters|internal | neighbor | sys-id}

Syntax Description

channel-group-number  (Optional) Channel group number. The range is 1 to 48.

counters Displays traffic information.

internal Displays internal information.

neighbor Displays neighbor information.

sys-id Displays the system identifier that is being used by LACP. The system identifier

consists of the LACP system priority and the device MAC address.

Command Default ~ None
Command Modes User EXEC
Command History Release Modification
Cisco IOS Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

You can enter any show lacp command to display the active channel-group information. To display specific
channel information, enter the show lacp command with a channel-group number.

If you do not specify a channel group, information for all channel groups appears.

You can enter the channel-group-number to specify a channel group for all keywords except sys-id.

This is an example of output from the show lacp counter suser EXEC command. The table that
follows describes the fields in the display.

Device> show lacp counters

LACPDUs Marker Marker Response LACPDUs
Port Sent Recv Sent Recv Sent Recv Pkts Err
Channel group:1
Gi2/0/1 19 10 0 0 0 0 0
Gi2/0/2 14 6 0 0 0 0 0

Table 10: show lacp counters Field Descriptions

Field Description
LACPDUSs Sent and Recv The number of LACP packets sent and received by a
port.
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show lacp .

Field

Description

Marker Sent and Recv

The number of LACP marker packets sent and
received by a port.

Marker Response Sent and Recv

The number of LACP marker response packets sent
and received by a port.

LACPDUs Pkts and Err

The number of unknown and illegal packets received
by LACP for a port.

This is an example of output from the show lacp internal command:

Device> show lacp 1 internal
Flags: S - Device is requesting Slow LACPDUs
F - Device is requesting Fast LACPDUs

A - Device is in Active mode P - Device is in Passive mode
Channel group 1
LACP port Admin Oper Port Port
Port Flags State Priority Key Key Number State
Gi2/0/1 SA bndl 32768 0x3 0x3 0x4 0x3D
Gi2/0/2 SA bndl 32768 0x3 0x3 0x5 0x3D

The following table describes the fields in the display:

Table 11: show lacp internal Field Descriptions

Field

Description

State

State of the specific port. These are the allowed
values:

e ——Port is in an unknown state.

* bndl—Port is attached to an aggregator and
bundled with other ports.

* susp—Port is in a suspended state; it is not
attached to any aggregator.

* hot-sby—Port is in a hot-standby state.

* indiv—Port is incapable of bundling with any
other port.

* indep—Port is in an independent state (not
bundled but able to handle data traffic. In this
case, LACP is not running on the partner port).

» down—Port is down.

LACP Port Priority

Port priority setting. LACP uses the port priority to
put ports in standby mode when there is a hardware
limitation that prevents all compatible ports from

aggregating.
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Field Description

Admin Key Administrative key assigned to this port. LACP
automatically generates an administrative key value
as a hexadecimal number. The administrative key
defines the ability of a port to aggregate with other
ports. A port’s ability to aggregate with other ports is
determined by the port physical characteristics (for
example, data rate and duplex capability) and
configuration restrictions that you establish.

Oper Key Runtime operational key that is being used by this
port. LACP automatically generates this value as a
hexadecimal number.

Port Number Port number.

Port State State variables for the port, encoded as individual bits
within a single octet with these meanings:

* bit0: LACP_Activity
* bitl: LACP_Timeout
* bit2: Aggregation

* bit3: Synchronization
« bit4: Collecting

* bit5: Distributing

* bit6: Defaulted

* bit7: Expired

Note In the list above, bit7 is the MSB and bit0
is the LSB.

This is an example of output from the show lacp neighbor command:

Device> show lacp neighbor
Flags: S - Device is sending Slow LACPDUs F - Device is sending Fast LACPDUs
A - Device is in Active mode P - Device is in Passive mode

Channel group 3 neighbors

Partner’s information:

Partner Partner Partner
Port System ID Port Number Age Flags
Gi2/0/1 32768,0007.eb49.5e80 0xC 19s SP

LACP Partner Partner Partner

Port Priority Oper Key Port State

32768 0x3 0x3C

Partner’s information:
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Partner Partner Partner
Port System ID Port Number Age Flags
Gi2/0/2 32768,0007.eb49.5e80 0xD 15s SP

LACP Partner Partner Partner

Port Priority Oper Key Port State

32768 0x3 0x3C

This is an example of output from the show lacp sys-id command:

Device> show lacp sys-id
32765,0002.4b29.3a00

The system identification is made up of the system priority and the system MAC address. The first
two bytes are the system priority, and the last six bytes are the globally administered individual MAC
address associated to the system.

Related Topics
clear lacp, on page 158
debug lacp, on page 163
lacp port-priority, on page 173
lacp system-priority, on page 175
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show link state group

To display link-state group information, use the show link state group command in privileged EXEC mode.

show link state group [{number}][{detail}]

Syntax Description

number (Optional) Specifies the number of the link-state group number. The range is 1 to
2.

detail  (Optional) Displays detailed information about the link-state group.

Command Default None

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

Usage Guidelines

To display information about all link-state groups, enter this command without keywords. To display
information about a specific link-state group enter the link-state group number.

The output for the show link state group detail displays information for only those link-state groups that
have link-state tracking enabled or that have upstream or downstream interfaces configured. If the group does
not have a configuration, the group is not shown as enabled or disabled.

This example shows the output from the show link state group number command:

Device# show link state group 1

Link State Group: 1 Status: Enabled. Down

This example shows the output from the show link state group detail command:

Device# show link state group detail
(Up) : Interface up (Dwn):Interface Down (Dis):Interface disabled

Link State Group: 1 Status: Enabled, Down
Upstream Interfaces : Gil/0/15(Dwn) Gil/0/16 (Dwn)
Downstream Interfaces : Gil/0/11(Dis) Gil/0/12(Dis) Gil/0/13(Dis) Gil/0/14 (Dis)

Link State Group: 2 Status: Enabled, Down

Upstream Interfaces : Gil/0/15(Dwn) Gil/0/16 (Dwn) Gil/0/17 (Dwn)

Downstream Interfaces : Gil/0/11(Dis) Gil/0/12(Dis) Gil/0/13(Dis) Gil/0/14 (Dis)
(Up) :Interface up (Dwn):Interface Down (Dis):Interface disabled
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show pagp

To display Port Aggregation Protocol (PAgP) channel-group information, use the show pagp command in
EXEC mode.

show pagp [channel-group-number] {counters|dual-active|internal | neighbor}

Syntax Description  channd-group-number (Optional) Channel group number. The range is 1 to 48.

counters Displays traffic information.
dual-active Displays the dual-active status.
internal Displays internal information.
neighbor Displays neighbor information.

Command Default None

Command Modes User EXEC

Privileged EXEC
Command History Release Modification

Cisco IOS Release 15.0(2)EX1 This command was introduced.
Usage Guidelines You can enter any show pagp command to display the active channel-group information. To display the

nonactive information, enter the show pagp command with a channel-group number.

Examples This is an example of output from the show pagp 1 counter s command:
Device> show pagp 1 counters
Information Flush
Port Sent Recv Sent Recv
Channel group: 1
Gil/0/1 45 42 0 0
Gil/0/2 45 41 0 0

This is an example of output from the show pagp dual-active command:

Device> show pagp dual-active
PAgP dual-active detection enabled: Yes
PAgP dual-active version: 1.1

Channel group 1

Dual-Active Partner Partner Partner
Port Detect Capable Name Port Version
Gil/0/1 No Device Gi3/0/3 N/A
Gil/0/2 No Device Gi3/0/4 N/A

<output truncated>
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This is an example of output from the show pagp 1 internal command:

Device> show pagp 1 internal

Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode.

Timers: H - Hello timer is running. QO - Quit timer is running.
S - Switching timer is running. I - Interface timer is running.

Channel group 1

Hello Partner PAgP Learning Group
Port Flags State Timers Interval Count Priority Method Ifindex
Gil/0/1 sC U6/87 H 30s 1 128 Any 16
Gil/0/2 sC U6/87 H 30s 1 128 Any 16

This is an example of output from the show pagp 1 neighbor command:

Device> show pagp 1 neighbor

Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode. P - Device learns on physical port.

Channel group 1 neighbors

Partner Partner Partner Partner Group
Port Name Device ID Port Age Flags Cap.
Gil/0/1 device-p2 0002.4b29.4600 Gi01//1 9s SC 10001
Gil/0/2 device-p2 0002.4b29.4600 Gil/0/2 24s SC 10001

Related Topics
clear pagp, on page 159
debug pagp, on page 164
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show platform backup interface

To display platform-dependent backup information used in a Flex Links configuration, use the show platform
backup interface privileged EXEC command.

show platform backup interface [{interface-id |dummyQ}]

Syntax Description interface-id (Optional) Backup information for all interfaces or the specified interface. The interface can be
a physical interface or a port channel.

dummyQ (Optional) Displays dummy queue information.

Command Modes Privileged EXEC

Command History Release Modification
Cisco I0S This command was introduced.
15.0(2)EX1
Usage Guidelines Use this command only when you are working directly with a technical support representative while

troubleshooting a problem.

Do not use this command unless a technical support representative asks you to do so.
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show platform etherchannel

To display platform-dependent EtherChannel information, use the show platform etherchannel command
in privileged EXEC mode.

show platform etherchannel {data-structures|flags|time-stamps}

Syntax Description data-structures Displays EtherChannel data structures.
flags Displays EtherChannel port flags.
time-stamps Displays EtherChannel time stamps.

Command Default =~ None

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1
Usage Guidelines Use this command only when you are working directly with a technical support representative while

troubleshooting a problem.

Do not use this command unless a technical support representative asks you to do so.
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show platform pm .

To display platform-dependent port manager information, use the show platform pm command in privileged

EXEC mode.

show platform pm {counters|group-masks|idbs {active-idbs|deleted-idbs} | if-numbers|link-status
| module-info | platform-block | port-info interface-id | stack-view | vlan {info|line-state}}

Syntax Description counters

Displays module counters
information.

group-masks

Displays EtherChannel group
masks information.

idbs {active-idbs | deleted-idbs}

Displays interface data block (IDB)
information. The keywords have
these meanings:

+ active-idbs—Displays active
IDB information.

+ deleted-idbs—Displays
deleted and leaked IDB
information.

if-numbers

Displays interface numbers
information.

link-status

Displays local port link status
information.

module-info

Displays module status information.

platfor m-block

Displays platform port block
information.

port-info interface-id

Displays port administrative and
operation fields for the specified
interface.

stack-view

Displays status information for the
stack.

vlan {info | line-state}

Displays platform VLAN
information. The keywords have
these meanings:

+ info—Displays information
for active VLANS.

* line-state—Displays line-state
information.
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Command Default None

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1
Usage Guidelines Use this command only when you are working directly with your technical support representative while

troubleshooting a problem.
Do not use this command unless your technical support representative asks you to do so.

Related Topics
debug platform pm, on page 166
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show platform spanning-tree

To display platform-dependent spanning-tree information, use the show platform spanning-tree privileged
EXEC command.

show platform spanning-tree synchronization [{detail |vlan vian-id}]

Syntax Description

gynchronization Displays spanning-tree state synchronization information.

detail (Optional) Displays detailed spanning-tree information.

vlan vian-id (Optional) Displays VLAN device spanning-tree information for the specified VLAN. The
range is 1 to 4094.

Command Modes Privileged EXEC

Command History Release Modification
Cisco IOS This command was introduced.
15.0(2)EX1

Usage Guidelines

Use this command only when you are working directly with your technical support representative while
troubleshooting a problem.

Do not use this command unless your technical support representative asks you to do so.
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show spanning-tree

To display spanning-tree information for the specified spanning-tree instances, use the show spanning-tree
command in privileged EXEC mode or user EXEC mode.

Layer2/3 |

show spanning-tree [{active| backbonefast | blockedports|bridge|detail |inconsistentports|interface
interface-type interface-number | mst | pathcost | root | summary [totals] | uplinkfast | vian vian-id}]

Syntax Description

active (Optional) Displays spanning-tree information on active interfaces
only.
backbonefast (Optional) Displays spanning-tree BackboneFast status.

blockedports

(Optional) Displays blocked port information.

bridge (Optional) Displays status and configuration of this switch.
detail (Optional) Displays detailed information.
inconsistentports (Optional) Displays information about inconsistent ports.

interface interface-type

(Optional) Specifies the type and number of the interface.

interface-number
mst (Optional) Specifies multiple spanning-tree.
pathcost (Optional) Displays spanning-tree pathcost options.
root (Optional) Displays root-switch status and configuration.
summary (Optional) Specifies a summary of port states.
totals (Optional) Displays the total lines of the spanning-tree state section.
uplinkfast (Optional) Displays spanning-tree UplinkFast status.
vlan vian-id (Optional) Specifies the VLAN ID. The range is 1 to 4094.
Command Modes User EXEC
Privileged EXEC
Command History Release Modification

Usage Guidelines

Cisco I0S Release 15.0(2)EX1

This command was introduced.

If you do not specify a vian-id value when you use the vlan keyword, the command applies to spanning-tree

instances for all VLANSs.

This is an example of output from the show spannning-tree active command:
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Device# show spanning-tree active

VLANOOO1
Spanning tree enabled protocol ieee
Root ID Priority 32768
Address 0001.42e2.cdd0
Cost 3038
Port 24 (GigabitEthernet2/0/1)
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 49153 (priority 49152 sys-id-ext 1)
Address 0003.£d63.9580
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Aging Time 300
Uplinkfast enabled

Interface Role Sts Cost Prio.Nbr Type
Gi2/0/1 Root FWD 3019 128.24 P2p
Gi0/1 Root FWD 3019 128.24 P2p

<output truncated>

This is an example of output from the show spanning-tree detail command:

Device# show spanning-tree detail
Bridge Identifier has priority 49152, sysid 1, address 0003.£d63.9580
Configured hello time 2, max age 20, forward delay 15
Current root has priority 32768, address 0001.42e2.cdd0
Root port is 1 (GigabitEthernet2/0/1), cost of root path is 3038
Topology change flag not set, detected flag not set
Number of topology changes 0 last change occurred 1dl6h ago
Times: hold 1, topology change 35, notification 2

hello 2, max age 20, forward delay 15

Timers: hello 0, topology change 0, notification 0, aging 300
Uplinkfast enabled

Port 1 (GigabitEthernet2/0/1) of VLAN00O0l is forwarding
Port path cost 3019, Port priority 128, Port Identifier 128.24.
Designated root has priority 32768, address 0001.42e2.cddO
Designated bridge has priority 32768, address 00d0.bbf5.c680
Designated port id is 128.25, designated path cost 19
Timers: message age 2, forward delay 0, hold 0
Number of transitions to forwarding state: 1
Link type is point-to-point by default
BPDU: sent 0, received 72364

<output truncated>

This is an example of output from the show spanning-tree summary command:

Device# show spanning-tree interface mst configuration
Switch is in pvst mode

Root bridge for: none

EtherChannel misconfiguration guard is enabled
Extended system ID is enabled

Portfast is disabled by default

PortFast BPDU Guard 1is disabled by default

Portfast BPDU Filter is disabled by default

Loopguard is disabled by default
UplinkFast is enabled
BackboneFast is enabled

Pathcost method used is short

show spanning-tree .
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Name Blocking Listening Learning Forwarding STP Active

VLANOOOL 1
VLAN0O0O02 3
VLAN0O0O4 3
VLAN0OOG6 3
VLANOO31 3
VLAN0O032 3
<output truncated>

37 vlans 109 0 0 47
Station update rate set to 150 packets/sec.

UplinkFast statistics
Number of transitions via uplinkFast (all VLANs) : 0
Number of proxy multicast addresses transmitted (all VLANs) : O

BackboneFast statistics

Number of transition via backboneFast (all VLANs)
Number of inferior BPDUs received (all VLANs)
Number of RLQ request PDUs received (all VLANs)
Number of RLQ response PDUs received (all VLANs)
Number of RLQ request PDUs sent (all VLANSs)
Number of RLQ response PDUs sent (all VLANs)

O O O O o o

This is an example of output from the show spanning-tree mst configuration command:

Device# show spanning-tree interface mst configuration
Name [regionl]

Revision 1

Instance Vlans Mapped

0 1-9,21-4094

1 10-20

This is an example of output from the show spanning-treeinterface mst interface interface-id

command:

Device# show spanning-tree interface mst configuration
GigabitEthernet2/0/1 of MST00 is root forwarding

Edge port: no (default) port guard : none
Link type: point-to-point (auto) bpdu filter: disable
Boundary : boundary (STP) bpdu guard : disable

Bpdus sent 5, received 74

Instance role state cost prio vlans mapped
0 root FWD 200000 128 1,12,14-4094

This is an example of output from the show spanning-tree interface mst instance-id command:

Device# show spanning-tree interface mst 0
GigabitEthernet2/0/1 of MST00 is root forwarding

Edge port: no (default) port guard : none
Link type: point-to-point (auto) bpdu filter: disable
Boundary : boundary (STP) bpdu guard : disable

Bpdus sent 5, received 74

Instance role state cost prio vlans mapped

(default)
(default)
(default)

(default)
(default)
(default)

Layer2/3 |
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0 root FWD 200000 128 1,12,14-4094
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show udld

Layer2/3 |

To display UniDirectional Link Detection (UDLD) administrative and operational status for all ports or the
specified port, use the show udld command in user EXEC mode.

show udld [{interface id | neighbors}]

Syntax Description

interface-id (Optional) ID of the interface and port number. Valid interfaces include physical ports, VL AN,
and port channels.

neighbors  (Optional) Displays neighbor information only.

Command Default ~ None
Command Modes User EXEC
Command History Release Nodification
Cisco 10S Release 15.0(2)EX1 This command was introduced.

Usage Guidelines

If you do not enter an interface ID, administrative and operational UDLD status for all interfaces appear.

This is an example of output from the show udld interface-id command. For this display, UDLD
is enabled on both ends of the link, and UDLD detects that the link is bidirectional. The table that
follows describes the fields in this display.

Device> show udld gigabitethernet2/0/1

Interface gi2/0/1

Port enable administrative configuration setting: Follows device default
Port enable operational state: Enabled

Current bidirectional state: Bidirectional

Current operational state: Advertisement - Single Neighbor detected
Message interval: 60

Time out interval: 5

Entry 1

Expiration time: 146

Device ID: 1

Current neighbor state: Bidirectional

Device name: Switch-A

Port ID: Gi2/0/1

Neighbor echo 1 device: Switch-B

Neighbor echo 1 port: Gi2/0/2

Message interval: 5

CDP Device name: Switch-A

Table 12: show udld Field Descriptions

Field Description
Interface The interface on the local device configured for
UDLD.
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show udld .

Field

Description

Port enable administrative configuration setting

How UDLD is configured on the port. If UDLD is
enabled or disabled, the port enable configuration
setting is the same as the operational enable state.
Otherwise, the enable operational setting depends on
the global enable setting.

Port enable operational state

Operational state that shows whether UDLD is
actually running on this port.

Current bidirectional state

The bidirectional state of the link. An unknown state
appears if the link is down or if it is connected to an
UDLD-incapable device. A bidirectional state appears
if the link is a normal two-way connection to a
UDLD-capable device. All other values mean
miswiring.

Current operational state

The current phase of the UDLD state machine. For a
normal bidirectional link, the state machine is most
often in the Advertisement phase.

Message interval

How often advertisement messages are sent from the
local device. Measured in seconds.

Time out interval

The time period, in seconds, that UDLD waits for
echoes from a neighbor device during the detection
window.

Entry 1

Information from the first cache entry, which contains
a copy of echo information received from the
neighbor.

Expiration time

The amount of time in seconds remaining before this
cache entry is aged out.

Device ID

The neighbor device identification.

Current neighbor state

The neighbor’s current state. If both the local and
neighbor devices are running UDLD normally, the
neighbor state and local state should be bidirectional.
If the link is down or the neighbor is not
UDLD-capable, no cache entries appear.

Device name

The device name or the system serial number of the
neighbor. The system serial number appears if the
device name is not set or is set to the default (Switch).

Port ID

The neighbor port ID enabled for UDLD.

Neighbor echo 1 device

The device name of the neighbors’ neighbor from
which the echo originated.
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Field Description

Neighbor echo 1 port The port number ID of the neighbor from which the
echo originated.

Message interval The rate, in seconds, at which the neighbor is sending
advertisement messages.

CDP device name The CDP device name or the system serial number.
The system serial number appears if the device name
is not set or is set to the default (Switch).

This is an example of output from the show udld neighbors command:

Device# show udld neighbors

Port Device Name Device ID Port-ID OperState
Gi2/0/1 Switch-A 1 Gi2/0/1 Bidirectional
Gi3/0/1 Switch-A 2 Gi3/0/1 Bidirectional

Related Topics
udld, on page 253
udld port, on page 255
udld reset, on page 257
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spanning-tree backbonefast

Syntax Description

Command Default

Command Modes

To enable BackboneFast to allow a blocked port on a device to change immediately to a listening mode, use
the spanning-tree backbonefast command in global configuration mode. To return to the default setting, use
the no form of this command.

spanning-tree backbonefast
no spanning-tree backbonefast

This command has no arguments or keywords.
BackboneFast is disabled.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Enable BackboneFast so that the device detects indirect link failures and starts the spanning-tree reconfiguration
sooner than it would under normal spanning-tree rules.

You can configure BackboneFast for rapid PVST+ or for multiple spanning-tree (MST) mode; however, the
feature remains disabled until you change the spanning-tree mode to PVST+.

Use the show spanning-tree privileged EXEC command to verify your settings.

The following example shows how to enable BackboneFast on the device:

Device (config) # spanning-tree backbonefast

Related Topics
show spanning-tree, on page 198
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spanning-tree bpdufilter

To enable bridge protocol data unit (BPDU) filtering on the interface, use the spanning-tree bpdufilter
command in interface configuration mode. To return to the default settings, use the no form of this command.

spanning-tree bpdufilter {enable|disable}
no spanning-tree bpdufilter

Syntax Description enable Enables BPDU filtering on this interface.

disable Disables BPDU filtering on this interface.

Command Default The setting that is already configured when you enter the spanning-tree portfast bpdufilter default command.

Command Modes Interface configuration

Command History Release Modification
Cisco 10S Release This command was introduced.
15.0(2)EX1

Usage Guidelines This command has three states:

« spanning-tree bpdufilter enable —Unconditionally enables BPDU filtering on the interface.
» spanning-tree bpdufilter disable —Unconditionally disables BPDU filtering on the interface.

* no spanning-tree bpdufilter —Enables BPDU filtering on the interface if the interface is in the operational
PortFast state and if you configure the spanning-tree portfast bpdufilter default command.

A

Caution  Be careful when you enter the spanning-tree bpdufilter enable command. Enabling BPDU filtering on an
interface is similar to disabling the spanning tree for this interface. If you do not use this command correctly,
you might create bridging loops.

You can enable BPDU filtering when the device is operating in the per-VLAN spanning-tree plus (PVST+)
mode, the rapid-PVST mode, or the multiple spanning-tree (MST) mode.

You can globally enable BPDU filtering on all Port Fast-enabled interfaces with the spanning-tree por tfast
bpdufilter default command.

The spanning-tree bpdufilter enable command overrides the PortFast configuration.

Examples This example shows how to enable BPDU filtering on this interface:

Device (config-if)# spanning-tree bpdufilter enable
Device (config-if) #
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Related Topics
spanning-tree portfast edge (interface configuration), on page 239
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spanning-tree bpduguard

To enable bridge protocol data unit (BPDU) guard on the interface, use the spanning-tree bpduguard
command in interface configuration mode. To return to the default settings, use the no form of this command.

spanning-tree bpduguard {enable| disable}
no spanning-tree bpduguard

Syntax Description enable Enables BPDU guard on this interface.

disable Disables BPDU guard on this interface.

Command Default The setting that is already configured when you enter the spanning-tree portfast bpduguard default command.

Command Modes Interface configuration
Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1
Usage Guidelines Use the BPDU guard feature in a service-provider environment to prevent an access port from participating

in the spanning tree. If the port still receives a BPDU, it is put in the error-disabled state as a protective
measure. This command has three states:

* spanning-tree bpduguar d enable —Unconditionally enables BPDU guard on the interface.
« spanning-tree bpduguard disable —Unconditionally disables BPDU guard on the interface.

* no spanning-treebpduguar d —Enables BPDU guard on the interface if the interface is in the operational
PortFast state and if you configure the spanning-tree portfast bpduguard default command.

Examples This example shows how to enable BPDU guard on an interface:

Device (config-if) # spanning-tree bpduguard enable
Device (config-if) #

Related Topics
spanning-tree portfast edge (interface configuration), on page 239
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spanning-tree bridge assurance

Syntax Description

Command Default

Command Modes

To enable Bridge Assurance on your network, use the spanning-tree bridge assurance command. To disable
the feature, use the no form of the command.

spanning-tree bridge assurance
no spanning-tree bridge assurance

This command has no arguments or keywords.
Bridge Assurance is enabled

Global configuration mode

Command History

Usage Guidelines

Release Modification

3.8.0Eand 15.2.(4)E Support for the command was introduced.

This feature protects your network from bridging loops. It monitors the receipt of BPDUs on point-to-point
links on all network ports. When a port does not receive BPDUs within the allotted hello time period, the port
is put into a blocked state (the same as a port inconsistent state, which stops forwarding of frames). When the
port resumes receipt of BPDUs, the port resumes normal spanning tree operations.

By default, Bridge Assurance is enabled on all operational network ports, including alternate and backup
ports. If you have configured the spanning-tree portfast network command on all the required ports that
are connected Layer 2 switches or bridges, Bridge Assurance is automatically effective on all those network
ports.

Only Rapid PVST+ and MST spanning tree protocols support Bridge Assurance. PVST+ does not support
Bridge Assurance.

For Bridge Assurance to work properly, it must be supported and configured on both ends of a point-to-point
link. If the device on one side of the link has Bridge Assurance enabled and the device on the other side does
not, then the connecting port is blocked (a Bridge Assurance inconsistent state). We recommend that you
enable Bridge Assurance throughout your network.

To enable Bridge Assurance on a port, BPDU filtering and BPDU Guard must be disabled.
You can enable Bridge Assurance in conjunction with Loop Guard.

You can enable Bridge Assurance in conjunction with Root Guard. The latter is designed to provide a way
to enforce the root bridge placement in the network.

Disabling Bridge Assurance causes all configured network ports to behave as normal spanning tree ports.

Use the show spanning-tree summary command to see if the feature is enabled on a port.

Example

The following example shows how to enable Bridge Assurance on all network ports on the switch,
and how to configure a network port:

Device (config) # spanning-tree bridge assurance
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Device (config) # interface gigabitethernet 5/8
Device (config-if)# spanning-tree portfast network
Device (config-if)# exit

This example show how to display spanning tree information and verify if Bridge Assurance is
enabled. Look for these details in the output:

* Portfast Default—Network

* Bridge Assurance—Enabled

Device# show spanning-tree summary

Switch is in rapid-pvst mode

Root bridge for: VLAN0199-VLAN0200, VLANO0128
EtherChannel misconfig guard is enabled

Extended system ID is enabled

Portfast Default is network

Portfast Edge BPDU Guard Default is disabled

Portfast Edge BPDU Filter Default is disabled
Loopguard Default is enabled

PVST Simulation Default is enabled but inactive in rapid-pvst mode
Bridge Assurance is enabled

UplinkFast is disabled

BackboneFast is disabled

Configured Pathcost method used is short

Name Blocking Listening Learning Forwarding STP Active
VLANO199 0 0 0 5 5

VLANO200 0 0 0 4 4

VLANO128 0 0 0 4 4

3 vlans 0 0 0 13 13

Related Topics
spanning-tree portfast edge (global configuration), on page 237
spanning-tree portfast edge (interface configuration), on page 239
show spanning-tree, on page 198
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spanning-tree cost

To set the path cost of the interface for Spanning Tree Protocol (STP) calculations, use the spanning-tree
cost command in interface configuration mode. To revert to the default value, use the no form of this command.

spanning-tree [vlan vlan-id] cost cost
no spanning-tree cost

Syntax Description

Command Default

Command Modes

vlan vlan-id (Optional) Specifies the VLAN range associated with the spanning-tree instance. The range
of VLAN IDs is 1 to 4094.

cost The path cost; valid values are from 1 to 200000000.

The default path cost is computed from the bandwidth setting of the interface. Default path costs are:
* 1 Gb/s: 4

* 100 Mb/s: 19
* 10 Mb/s: 100

Interface configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

When you specify VLANSs associated with a spanning tree instance, you can specify a single VLAN identified
by a VLAN ID number, a range of VLANS separated by a hyphen, or a series of VLAN IDs separated by a
comma.

When you specify a value for the cost argument, higher values indicate higher costs. This range applies
regardless of the protocol type specified.

This example shows how to set the path cost on an interface to a value of 250:

Device (config) # interface gigabitethernet2/0/1
Device (config-if) # spanning-tree cost 250

This example shows how to set the path cost to 300 for VLANS 10, 12 to 15, and 20:

Device (config-if) # spanning-tree vlan 10,12-15,20 cost 300

Related Topics
show spanning-tree, on page 198
spanning-tree port-priority, on page 236
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spanning-tree vlan, on page 244
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spanning-tree etherchannel guard misconfig

Syntax Description

Command Default

Command Modes

Command History

To display an error message when the device detects an EtherChannel misconfiguration, use the spanning-tree
etherchannel guard misconfig command in global configuration mode. To disable the error message, use
the no form of this command.

spanning-tree etherchannel guard misconfig
no spanning-tree etherchannel guard misconfig

This command has no arguments or keywords.
Error messages are displayed.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

When the device detects an EtherChannel misconfiguration, this error message is displayed:

PM-4-ERR DISABLE: Channel-misconfig error detected on [chars], putting [chars] in err-disable
state.

To determine which local ports are involved in the misconfiguration, enter the show interfaces status
err-disabled command. To check the EtherChannel configuration on the remote device, enter the show
etherchannel summary command on the remote device.

After you correct the configuration, enter the shutdown and the no shutdown commands on the associated
port-channel interface.

This example shows how to enable the EtherChannel-guard misconfiguration:

Device (config) # spanning-tree etherchannel guard misconfig

Related Topics
show etherchannel, on page 183
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spanning-tree extend system-id

Syntax Description

Command Default

Command Modes

To enable extended system identification, use the spanning-tree extend system-id command in global
configuration mode. To disable extended system identification, use the N0 form of this command.

spanning-tree extend system-id
no spanning-tree extend system-id

This command has no arguments or keywords.
The extended system ID is enabled.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

The spanning tree uses the extended system ID, the device priority, and the allocated spanning-tree MAC
address to make the bridge ID unique for each VLAN or multiple spanning-tree instance. Because a switch
stack appears as a single switch to the rest of the network, all switches in the stack use the same bridge ID for
a given spanning tree. If the stack master fails, the stack members recalculate their bridge IDs of all running
spanning trees based on the new MAC address of the stack master.

Support for the extended system ID affects how you manually configure the root switch, the secondary root
switch, and the switch priority of a VLAN.

If your network consists of switches that do not support the extended system ID and switches that do support
it, it is unlikely that the switch with the extended system ID support will become the root switch. The extended
system ID increases the switch priority value every time the VLAN number is greater than the priority of the
connected switches.

This example shows how to enable the extended-system ID:

Device (config) # spanning-tree extend system-id

Related Topics
spanning-tree mst root, on page 230
spanning-tree vlan, on page 244
show spanning-tree, on page 198
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spanning-tree guard

To enable or disable root-guard mode or loop-guard mode on the VLANs associated with an interface, use
the spanning-tree guard command in interface configuration mode. To return to the default settings, use the
no form of this command.

spanning-tree guard {loop | root | none}
no spanning-tree guard

Syntax Description

Command Default

Command Modes

loop Enables the loop-guard mode on the interface.

root Enables root-guard mode on the interface.

none Sets the guard mode to none.

Root-guard mode is disabled.

Loop-guard mode is configured according to the spanning-tree loopguard default command in global
configuration mode.

Interface configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

You can enable root guard or loop guard when the device is operating in the per-VLAN spanning-tree plus
(PVST+), rapid-PVST+, or the multiple spanning-tree (MST) mode.

You cannot enable both root guard and loop guard at the same time.

Use the spanning-tree guard loop command to override the setting of the spanning-tree loop guard default
setting.

When root guard is enabled, if spanning-tree calculations cause an interface to be selected as the root port,
the interface transitions to the root-inconsistent (blocked) state to prevent the device from becoming the root
switch or from being in the path to the root. The root port provides the best path from the switch to the root
switch.

When the no spanning-tree guard or the no spanning-tree guard none command is entered, root guard is
disabled for all VLANS on the selected interface. If this interface is in the root-inconsistent (blocked) state,
it automatically transitions to the listening state.

Do not enable root guard on interfaces that will be used by the UplinkFast feature. With UplinkFast, the
backup interfaces (in the blocked state) replace the root port in the case of a failure. However, if root guard
is also enabled, all the backup interfaces used by the UplinkFast feature are placed in the root-inconsistent
state (blocked) and are prevented from reaching the forwarding state. The UplinkFast feature is not available
when the device is operating in the rapid-PVST+ or MST mode.
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Examples This example shows how to enable root guard on all the VLANSs associated with the specified

interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# spanning-tree guard root

Related Topics
spanning-tree loopguard default, on page 218
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spanning-tree link-type

To configure a link type for a port, use the spanning-tree link-type command in the interface configuration
mode. To return to the default settings, use the no form of this command.

spanning-tree link-type {point-to-point | shared}
no spanning-tree link-type

Syntax Description  point-to-point  Specifies that the interface is a point-to-point link.

shared Specifies that the interface is a shared medium.

Command Default Link type is automatically derived from the duplex setting unless you explicitly configure the link type.

Command Modes Interface configuration
Command History Release Modification
Cisco 10S Release This command was introduced.
15.0(2)EX1
Usage Guidelines Rapid Spanning Tree Protocol Plus (RSTP+) fast transition works only on point-to-point links between two
bridges.

By default, the device derives the link type of a port from the duplex mode. A full-duplex port is considered
as a point-to-point link while a half-duplex configuration is assumed to be on a shared link.

If you designate a port as a shared link, RSTP+ fast transition is forbidden, regardless of the duplex setting.

Examples This example shows how to configure the port as a shared link:

Device (config-if)# spanning-tree link-type shared

Related Topics
show spanning-tree, on page 198
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spanning-tree loopguard default

To enable loop guard as a default on all ports of a given bridge, use the spanning-tree loopguard default
command in global configuration mode. To disable loop guard, use the no form of this command.

spanning-tree loopguard default
no spanning-tree loopguard default

Syntax Description ~ This command has no arguments or keywords.

Command Default Loop guard is disabled.

Command Modes Global configuration
Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1
Usage Guidelines Loop guard provides additional security in the bridge network. Loop guard prevents alternate or root ports

from becoming the designated port due to a failure that could lead to a unidirectional link.
Loop guard operates only on ports that are considered point-to-point by the spanning tree.

The individual loop-guard port configuration overrides this command.

Examples This example shows how to enable loop guard:

Device (config) # spanning-tree loopguard default

Related Topics
spanning-tree guard, on page 215
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spanning-tree mode

To switch between per-VLAN Spanning Tree+ (PVST+), Rapid-PVST+, and Multiple Spanning Tree (MST)
modes, use the spanning-treemode command in global configuration mode. To return to the default settings,
use the nNo form of this command.

spanning-tree mode {pvst | mst | rapid-pvst}
no spanning-tree mode

Syntax Description

Command Default

Command Modes

pvst Enables PVST+ mode.

mst Enables MST mode.

rapid-pvst Enables Rapid-PVST+ mode.

The default mode is PVST+.

Global configuration

Command History

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines

A

Only one mode can be active at a time.

All stack members run the same spanning-tree mode.

Caution

Examples

Be careful when using the spanning-tree mode command to switch between PVST+, Rapid-PVST+, and
MST modes. When you enter the command, all spanning-tree instances are stopped for the previous mode
and are restarted in the new mode. Using this command may cause disruption of user traffic.

This example shows how to enable MST mode:

Device (config) # spanning-tree mode mst

This example shows how to return to the default mode (PVST+):

Device (config) # no spanning-tree mode

Related Topics
show spanning-tree, on page 198
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spanning-tree mst configuration

To enter MST-configuration mode, use the spanning-treemst configur ation command in global configuration
mode. To return to the default settings, use the no form of this command.

spanning-tree mst configuration
no spanning-tree mst configuration

Syntax Description ~ This command has no arguments or keywords.

Command Default The default value for the Multiple Spanning Tree (MST) configuration is the default value for all its parameters:

* No VLANSs are mapped to any MST instance (all VLANSs are mapped to the Common and Internal
Spanning Tree [CIST] instance).

* The region name is an empty string.

* The revision number is 0.

Command Modes Global configuration

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines You can use these commands for MST configuration:

« abort Exits the MST region configuration mode without applying configuration changes.
* exit Exits the MST region configuration mode and applies all configuration changes.

* instance instance_id vlan vlan_id Maps VLANs to an MST instance. The range for instance IDs is 1
to 4094. The range for VLANSs is 1 to 4094. You can specify a single VLAN identified by a VLAN ID
number, a range of VLANSs separated by a hyphen, or a series of VLANS separated by a comma.

* name name Sets the configuration name. The name string is case sensitive and can be up to 32 characters
long.

* N0 Negates the instance, name and revision commands or sets them to their defaults.

e revision version Sets the configuration revision number. The range is 0 to 65535.

eshow [ current | pending Displays the current or pending MST region configuration.

In MST mode, a switch stack supports up to 65 MST instances. The number of VLANS that can be mapped
to a particular MST instance is unlimited.

For two or more switches to be in the same MST region, they must have the same VLAN mapping, the same
configuration name, and the same configuration revision number.

When you map VLANSs to an MST instance, the mapping is incremental, and VLANSs specified in the command
are added to or removed from the VLANSs that were previously mapped. To specify a range, use a hyphen;
for example, instance 1 vlan 1-63 maps VLANS 1 to 63 to MST instance 1. To specify a series, use a comma;
for example, instance 1 vlan 10, 20, 30 maps VLANSs 10, 20, and 30 to MST instance 1.

All VLANS that are not explicitly mapped to an MST instance are mapped to the common and internal spanning
tree (CIST) instance (instance 0) and cannot be unmapped from the CIST by using the no form of this command.
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spanning-tree mst configuration .

Changing an MST-configuration mode parameter can cause connectivity loss. To reduce service disruptions,
when you enter MST-configuration mode, make changes to a copy of the current MST configuration. When
you have finished editing the configuration, you can apply all the changes at once by using the exit keyword,
or you can exit the mode without committing any change to the configuration by using the abort keyword.

This example shows how to enter MST-configuration mode, map VLANSs 10 to 20 to MST instance
1, name the region regionl, set the configuration revision to 1 and display the pending configuration:

Device (config) # spanning-tree mst configuration
Device (config-mst) # instance 1 vlan 10-20
Device (config-mst) # name regionl
Device (config-mst) # revision 1

Device (config-mst) # show pending

Pending MST configuration

Name [regionl]

Revision 1

Instance Vlans Mapped

0 1-9,21-4094

1 10-20

This example shows how to reset the MST configuration to the default settings:

Device (config) # no spanning-tree mst configuration

Related Topics
show spanning-tree, on page 198
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spanning-tree mst cost

To set the path cost of the interface for multiple spanning tree (MST) calculations, use the spanning-tree mst
cost command in interface configuration mode. To revert to the default value, use the no form of this command.

spanning-tree mst instance-id cost cost
no spanning-tree mst instance-id cost

Syntax Description  instance-id Range of spanning-tree instances. The range is 1 to 4094.

cost Path cost. The range is 1 to 200000000.

Command Default The default path cost is computed from the bandwidth setting of the interface. Default path costs are:
* 1 Gb/s: 20000

* 100 Mb/s: 200000
* 10 Mb/s: 2000000

Command Modes Interface configuration
Command History Release Modification
Cisco 10S Release This command was introduced.
15.0(2)EX1
Usage Guidelines When you specify a value for the cost argument, higher values indicate higher costs.
Examples

This example shows how to set the path cost for an interface associated with MST instances 2 and
4 to 50:

Device (config) # interface gigabitethernet2/0/1
Device (config-if)# spanning-tree mst 2,4 cost 250

Related Topics
show spanning-tree, on page 198
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spanning-tree mst forward-time

To set the forward-delay timer for MST instances, use the spanning-tree mst forwar d-time command in
global configuration mode. To return to the default settings, use the no form of this command.

spanning-tree mst forward-time seconds
no spanning-tree mst forward-time

Syntax Description  seconds Number of seconds to set the forward-delay timer for all the MST instances. The range is 4 to 30.

Command Default The default is 15 seconds.

Command Modes Global configuration

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Examples

This example shows how to set the forward-delay timer for all MST instances:

Device (config) # spanning-tree mst forward-time 20

Related Topics
spanning-tree mst hello-time, on page 224
spanning-tree mst max-age, on page 225
spanning-tree mst max-hops, on page 226
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spanning-tree mst hello-time

To set the hello-time delay timer, use the spanning-tree mst hello-time command in global configuration
mode. To return to the default settings, use the no form of this command.

spanning-tree mst hello-time seconds
no spanning-tree mst hello-time

Syntax Description

Command Default

Command Modes

seconds Interval, in seconds, between hello BPDUs. The range is 1 to 10.

The default is 2.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

If you do not specify the hello-time value, the value is calculated from the network diameter.

Exercise care when using this command. For most situations, we recommend that you use the spanning-tree
vlan vian-id root primary and the spanning-treevlan vian-id r oot secondary global configuration commands
to modify the hello time.

This example shows how to set the hello-time delay timer to 3 seconds:

Device (config) # spanning-tree mst hello-time 3

Related Topics
spanning-tree mst forward-time, on page 223
spanning-tree mst max-age, on page 225
spanning-tree mst max-hops, on page 226
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spanning-tree mst max-age

To set the interval between messages that the spanning tree receives from the root switch, use the spanning-tree
mst max-age command in global configuration mode. To return to the default settings, use the no form of
this command.

spanning-tree mst max-age seconds
no spanning-tree mst max-age

Syntax Description seconds Interval, in seconds, between messages the spanning tree receives from the root switch. The range
is 6 to 40.

Command Default The default is 20.

Command Modes Global configuration

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Examples

This example shows how to set the max-age timer to 40 seconds:

Device (config) # spanning-tree mst max-age 40

Related Topics
show spanning-tree, on page 198
spanning-tree mst forward-time, on page 223
spanning-tree mst hello-time, on page 224
spanning-tree mst max-hops, on page 226
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spanning-tree mst max-hops

To specify the number of possible hops in the region before a bridge protocol data unit (BPDU) is discarded,
use the spanning-tree mst max-hops command in global configuration mode. To return to the default settings,
use the nNo form of this command.

spanning-tree mst max-hops hop-count
no spanning-tree mst max-hops

Syntax Description  hop-count Number of possible hops in the region before a BPDU is discarded. The range is 1 to 255.

Command Default The default is 20.

Command Modes Global configuration

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Examples

This example shows how to set the number of possible hops to 25:

Device (config) # spanning-tree mst max-hops 25

Related Topics
spanning-tree mst forward-time, on page 223
spanning-tree mst hello-time, on page 224
spanning-tree mst max-age, on page 225
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spanning-tree mst port-priority

To set the priority for an interface, use the Spanning-treemst port-priority command in interface configuration
mode. To revert to the default value, use the no form of this command.

spanning-tree mst instance-id port-priority priority
no spanning-tree mst instance-id port-priority

Syntax Description  instance-id Range of spanning-tree instances. The range is 1 to 4094.

priority Priority. The range is 0 to 240 in increments of 16.

Command Default The default is 128.

Command Modes Interface configuration
Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1
Usage Guidelines You can assign higher priority values (lower numerical values) to interfaces that you want selected first and

lower priority values (higher numerical values) that you want selected last. If all interfaces have the same
priority value, the multiple spanning tree (MST) puts the interface with the lowest interface number in the
forwarding state and blocks other interfaces.

If the switch is a member of a switch stack, you must use the spanning-treemst instance_id cost cost
command to select an interface to put in the forwarding state.

Examples This example shows how to increase the likelihood that the interface associated with spanning-tree

instances 20 and 22 is placed into the forwarding state if a loop occurs:

Device (config) # interface gigabitethernet2/0/1
Device (config-if) # spanning-tree mst 20,24 port-priority 0

Related Topics
spanning-tree mst cost, on page 222
spanning-tree mst priority, on page 229
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spanning-tree mst pre-standard

To configure a port to transmit only prestandard bridge protocol data units (BPDUSs), use the spanning-tree
mst pre-standard command in interface configuration mode. To return to the default settings, use the no
form of this command.

spanning-tree mst pre-standard
no spanning-tree mst pre-standard

Syntax Description ~ This command has no arguments or keywords.

Command Default The default is to automatically detect prestandard neighbors.
Command Modes Interface configuration
Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines The port can accept both prestandard and standard BPDUs. If the neighbor types are mismatched, only the
common and internal spanning tree (CIST) runs on this interface.
N

Note If a switch port is connected to a switch running prestandard Cisco 10S software, you must use the
spanning-tree mst pre-standard interface configuration command on the port. If you do not configure the
port to send only prestandard BPDUs, the Multiple STP (MSTP) performance might diminish.

When the port is configured to automatically detect prestandard neighbors, the prestandard flag always appears
in the show spanning-tree mst commands.

Examples This example shows how to configure a port to transmit only prestandard BPDUs:

Device (config-if) # spanning-tree mst pre-standard

Related Topics
spanning-tree bpdufilter, on page 206
spanning-tree bpduguard, on page 208
spanning-tree portfast edge (interface configuration), on page 239
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spanning-tree mst priority

To set the bridge priority for an instance, use the Spanning-treemst priority command in global configuration
mode. To return to the default setting, use the no form of this command.

spanning-tree mst instance priority priority
no spanning-tree mst priority

Syntax Description

Command Default

Command Modes

instance Instance identification number. The range is 0 to 4094.

priority priority Specifies the bridge priority. The range is 0 to 614440 in increments of 4096.

The default is 32768.

Global configuration

Command History

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines

Examples

You can set the bridge priority in increments of 4096 only. Valid values are 0, 4096, 8192, 12288, 16384,
20480. 24576, 28672, 32768, 40960, 45056, 49152, 53248, 57344 and 61440.

You can enter instance as a single instance or a range of instances, for example, 0-3,5,7-9.

This example shows how to set the spanning tree priority for MST instance 0 to 4096:

Device (config) # spanning-tree mst 0 priority 4096

Related Topics
spanning-tree mst configuration, on page 220
spanning-tree mst root, on page 230
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spanning-tree mst root

To designate the primary and secondary root switch and set the timer value for an instance, use the
spanning-tree mst root command in global configuration mode. To return to the default settings, use the no
form of this command.

spanning-tree mst instance root {primary | secondary}
no spanning-tree mst instance root

Syntax Description

Command Default

Command Modes

instance Instance identification number. The range is 0 to 4094.

primary | Forces this switch to be the root switch.

secondary | Specifies this switch to act as the root switch, if the primary root fail.

None

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Use this command only on backbone switches. You can enter instance-id as a single instance or a range of
instances, for example, 0-3,5,7-9.

When you enter the spanning-tree mst instance-id root command, the software tries to set a high enough
priority to make this switch the root of the spanning-tree instance. Because of the extended system ID support,
the switch sets the switch priority for the instance to 24576 if this value will cause this switch to become the
root for the specified instance. If any root switch for the specified instance has a switch priority lower than
24576, the switch sets its own priority to 4096 less than the lowest switch priority. (4096 is the value of the
least-significant bit of a 4-bit switch priority value.)

When you enter the spanning-tree mstinstance-id root secondary command, because of support for the
extended system ID, the software changes the switch priority from the default value (32768) to 28672. If the
root switch fails, this switch becomes the next root switch (if the other switches in the network use the default
switch priority of 32768 and are therefore unlikely to become the root switch).

This example shows how to configure the switch as the root switch for instance 10:

Device (config) # spanning-tree mst 10 root primary

. Consolidated Platform Command Reference, Cisco 10S Release 15.2(7)E (Catalyst 2960-XR Switches)



| Layer2s

spanning-tree mst simulate pvst (global configuration) .

spanning-tree mst simulate pvst (global configuration)

Syntax Description

Command Default

Command Modes

To enable PVST + simulation globally, use the spanning-tree mst simulate pvst global command. This is
enabled by default. To disable PVST+ simulation, use the no form of this command.

spanning-tree mst simulate pvst global
no spanning-tree mst simulate pvst global

This command has no arguments or keywords.
PV ST+ simulation is enabled by default.

Global configuration mode

Command History

Usage Guidelines

Release Modification

3.8.0Eand 15.2.(4)E Support for the command was introduced.

This feature configures MST switches (in the same region) to seamlessly interact with PVST+ switches. Use
the show spanning-tree summary command to see if the feature is enabled.

To enable PVST+ simulation on a port, see Spanning-tree mst simulate pvst (interface configuration).

Example

The following example shows the spanning tree summary when PVST+ simulation is enabled in the
MSTP mode:

Device# show spanning-tree summary
Switch is in mst mode (IEEE Standard)
Root bridge for: MSTO

EtherChannel misconfig guard is enabled
Extended system ID is enabled

Portfast Default is disabled

PortFast BPDU Guard Default is disabled
Portfast BPDU Filter Default is disabled
Loopguard Default is disabled

UplinkFast is disabled

BackboneFast is disabled

Pathcost method used is long

PVST Simulation Default is enabled

Name Blocking Listening Learning Forwarding STP Active

Il mst 2 000 2

The following example shows the spanning tree summary when the switch is not in MSTP mode,
that is, the switch is in PVST or Rapid-PVST mode. The output string displays the current STP mode:

Device# show spanning-tree summary

Switch is in rapid-pvst mode

Root bridge for: VLAN0001, VLAN2001-VLAN2002
EtherChannel misconfig guard is enabled
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Extended system ID is enabled

Portfast Default is disabled

PortFast BPDU Guard Default is disabled

Portfast BPDU Filter Default is disabled

Loopguard Default is disabled

UplinkFast is disabled

BackboneFast is disabled

Pathcost method used is short

PVST Simulation Default is enabled but inactive in rapid-pvst mode
Name Blocking Listening Learning Forwarding STP Active

VLANOOO1 2 0 0 0 2
VLAN2001 2 0 0 0 2
VLAN2002 2 0 0 0 2

3 vlians 6 0 0 0 6

Related Topics
spanning-tree mst simulate pvst (interface configuration) , on page 233
show spanning-tree, on page 198
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spanning-tree mst simulate pvst (interface configuration)

To enable PVST + simulation on a port, use the spanning-tree mst simulate pvst command in the interface
configuration mode. This is enabled by default. To disable PVST+ simulation, use the no form of this command,
or enter the spanning-tree mst ssimulate pvst disable command.

spanning-tree mst smulate pvst [disabl€]
no spanning-tree mst simulate pvst

Syntax Description disable Disables the PVST+ simulation feature. This prevents a port from automatically interoperating
with a connecting device that is running Rapid PVST+.

Command Default PVST+ simulation is enabled by default.

Command Modes Interface configuration mode

Command History Release Modification

3.8.0Eand 15.2.(4)E Support for the command was introduced.

Usage Guidelines This feature configures MST switches (in the same region) to seamlessly interact with PVST+ switches. Use
the show spanning-treeinterface interface-id detail command to see if the feature is enabled.

To enable PVST+ simulation globally, see spanning-tree mst simulate pvst global.

Example

The following example shows the interface details when PV ST+ simulation is explicitly enabled on
the port:

Device# show spanning-tree interface gi3/13 detail

Port 269 (GigabitEthernet3/13) of VLAN0002 is forwarding
Port path cost 4, Port priority 128, Port Identifier 128.297.
Designated root has priority 32769, address 0013.5£20.01cO
Designated bridge has priority 32769, address 0013.5f20.01cO
Designated port id is 128.297, designated path cost 0
Timers: message age 0, forward delay 0, hold 0

Number of transitions to forwarding state: 1

Link type is point-to-point by default

PVST Simulation is enabled

BPDU: sent 132, received 1

The following example shows the interface details when the PVST+ simulation feature is disabled
and a PVST Peer inconsistency has been detected on the port:

Device# show spanning-tree interface gi3/13 detail

Port 269 (GigabitEthernet3/13) of VLAN00O2 is broken (PVST Peer Inconsistent)
Port path cost 4, Port priority 128, Port Identifier 128.297.

Designated root has priority 32769, address 0013.5f20.01cO

Designated bridge has priority 32769, address 0013.5f20.01cO

Designated port id is 128.297, designated path cost 0

Timers: message age 0, forward delay 0, hold 0O
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Number of transitions to forwarding state: 1
Link type is point-to-point by default

PVST Simulation is disabled

BPDU: sent 132, received 1

Related Topics

spanning-tree mst simulate pvst (global configuration), on page 231
show spanning-tree, on page 198
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spanning-tree pathcost method

To set the default path-cost calculation method, use the spanning-tree pathcost method command in global
configuration mode. To return to the default settings, use the no form of this command.

spanning-tree pathcost method {long | short}
no spanning-tree pathcost method

Syntax Description  |ong  Specifies the 32-bit based values for default port-path costs.

short Specifies the 16-bit based values for default port-path costs.

Command Default short

Command Modes Global configuration
Command History Release Modification
Cisco 10S Release This command was introduced.
15.0(2)EX1
Usage Guidelines The long path-cost calculation method utilizes all 32 bits for path-cost calculation and yields values in the

range of 1 through 200,000,000.
The short path-cost calculation method (16 bits) yields values in the range of 1 through 65535.

Examples This example shows how to set the default path-cost calculation method to long:

Device (config) #spanning-tree pathcost method long

This example shows how to set the default path-cost calculation method to short:

Device (config) #spanning-tree pathcost method short
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spanning-tree port-priority

To configure an interface priority when two bridges tie for position as the root bridge, use the
spanning-treeport-priority command in interface configuration mode. To return to the default value, use
the no form of this command.

spanning-tree [{vlan vlan-id}] port-priority port-priority
no spanning-tree [{vlan vlan-id}] port-priority

Syntax Description  vlan vian-id (Optional) Specifies the VLAN range associated with the spanning-tree instance. The range
is 1 to 4094.

port-priority The port priority in increments of sixteen. The range is 0 to 240.
The default is 128.

Command Default ~ The port priority is 128.

Command Modes Interface configuration

Command History Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines The priority you set breaks the tie.

Examples The following example shows how to increase the likelihood that a port will be put in the forwarding

state if a loop occurs:

Device (config) # interface gigabitethernet2/0/2
Device (config-if)# spanning-tree vlan 20 port-priority 0
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spanning-tree portfast edge (global configuration)

To enable bridge protocol data unit (BPDU) filtering on PortFast edge-enabled interfaces, the BDPU guard
feature on PortFast edge-enabled interfaces, or the PortFast edge feature on all nontrunking interfaces, use
the spanning-tree portfast edge command in global configuration mode. To return to the default settings,
use the nNo form of this command.

spanning-tree portfast edge {bpdufilter default | bpduguard default | default}
no portfast edge {bpdufilter default | bpduguard default | default}

Syntax Description

Command Default

Command Modes

bdpufilter default  Enables BDPU filtering on PortFast edge-enabled interfaces and prevents the switch
interface connect to end stations from sending or receiving BPDUs.

bdpuguard default  Enables the BDPU guard feature on PortFast edge-enabled interfaces and places the
interfaces that receive BPDUs in an error-disabled state.

default Enables the PortFast edge feature on all nontrunking interfaces.

Disabled

Global configuration

Command History

Usage Guidelines

A

Release Modification

Cisco I0OS Release 15.0(2)EX1 This command was introduced.

Cisco 10S XE 3.8.0E and Cisco IOS | Beginning with this release, if you enter the spanning-tree portfast
15.2.(4)E [trunk] command in the global configuration mode, the system
automatically saves it as spanning-tree portfast edge [trunk].

You can enable these features when the switch is operating in the per-VLAN spanning-tree plus (PVST+)
rapid-PVST+, or the multiple spanning-tree (MST) mode.

Use the spanning-tree portfast edge bpdufilter default global configuration command to globally enable
BPDU filtering on interfaces that are PortFast edge-enabled (the interfaces are in a PortFast edge-operational
state). The interfaces still send a few BPDUs at link-up before the switch begins to filter outbound BPDUs.
You should globally enable BPDU filtering on a switch so that hosts connected to switch interfaces do not
receive BPDUs. If a BPDU is received on a PortFast edge-enabled interface, the interface loses its PortFast
edge-operational status and BPDU filtering is disabled.

You can override the spanning-tree portfast edge bpdufilter default command by using the spanning-tree
portfast edge bpdufilter interface command.

Caution

Be careful when using this command. Enabling BPDU filtering on an interface is the same as disabling
spanning tree on it and can result in spanning-tree loops.

Use the spanning-tree portfast edge bpduguard default global configuration command to globally enable
BPDU guard on interfaces that are in a PortFast edge-operational state. In a valid configuration, PortFast
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Examples

edge-enabled interfaces do not receive BPDUs. Receiving a BPDU on a PortFast edge-enabled interface
signals an invalid configuration, such as the connection of an unauthorized device, and the BPDU guard
feature puts the interface in the error-disabled state. The BPDU guard feature provides a secure response to
invalid configurations because you must manually put the interface back in service. Use the BPDU guard
feature in a service-provider network to prevent an access port from participating in the spanning tree.

You can override the spanning-tree portfast edgebpduguard default command by using the spanning-tree
portfast edge bpduguard interface command.

Use the spanning-tree portfast edge default command to globally enable the PortFast edge feature on all
nontrunking interfaces. Configure PortFast edge only on interfaces that connect to end stations; otherwise,
an accidental topology loop could cause a data packet loop and disrupt switch and network operation. A
PortFast edge-enabled interface moves directly to the spanning-tree forwarding state when linkup occurs; it
does not wait for the standard forward-delay time.

You can override the spanning-tree portfast edge default global configuration command by using the
spanning-tree portfast edge interface configuration command. You can use the no spanning-tree portfast
edge default global configuration command to disable PortFast edge on all interfaces unless they are
individually configured with the spanning-tree portfast edge interface configuration command.

This example shows how to globally enable BPDU filtering by default:

Device (config) # spanning-tree portfast edge bpdufilter default

This example shows how to globally enable the BDPU guard feature by default:

Device (config)# spanning-tree portfast edge bpduguard default

This example shows how to globally enable the PortFast feature on all nontrunking interfaces:

Device (config) # spanning-tree portfast edge default
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spanning-tree portfast edge (interface configuration)

To enable PortFast edge mode where the interface is immediately put into the forwarding state upon linkup
without waiting for the timer to expire, use the spanning-tree portfast edge command in interface configuration
mode. To return to the default settings, use the no form of this command.

spanning-tree portfast edge [{disable|trunk}]
no spanning-tree portfast edge

Syntax Description

Command Default

Command Modes

disable (Optional) Disables PortFast edge on the interface.

trunk (Optional) Enables PortFast edge mode on the interface.

The settings that are configured by the spanning-tree portfast edge default command.

Interface configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco I0S Release 15.0(2)EX1 This command was introduced.

Cisco 10S XE 3.8.0E and Cisco IOS | Beginning with this release, if you enter the spanning-tree portfast
15.2.(4)E [trunk] command in the global configuration mode, the system
automatically saves it as spanning-tree portfast edge [trunk].

You can enable this feature when the switch is operating in the per-VLAN spanning-tree plus (PVST+), Rapid
PVST+, or the multiple spanning-tree (MST) mode.

This feature affects all VLANSs on the interface.

Use this command only on interfaces that connect to end stations; otherwise, an accidental topology loop
could cause a data-packet loop and disrupt the switch and network operation.

To enable PortFast edge on trunk ports, you must use the spanning-tree portfast edge trunk interface
configuration command. The spanning-tree portfast edge command is not supported on trunk ports.

An interface with the PortFast edge feature enabled is moved directly to the spanning-tree forwarding state
without the standard forward-time delay.

You can use the spanning-tree portfast edge default global configuration command to globally enable the
PortFast edge feature on all nontrunking interfaces. Use the Spanning-tree por tfast edge interface configuration
command to override the global setting.

If you configure the spanning-tree portfast edge default global configuration command, you can disable
PortFast edge on an interface that is not a trunk interface by using the spanning-tree portfast edge disable
interface configuration command.

This example shows how to enable the PortFast edge feature on a port:

Device (config) # interface gigabitethernetl/0/2
Device (config-if) #spanning-tree portfast edge
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Related Topics
spanning-tree bpdufilter, on page 206
spanning-tree bpduguard, on page 208
spanning-tree bridge assurance, on page 209
spanning-tree portfast edge (global configuration), on page 237
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spanning-tree transmit hold-count

To specify the transmit hold count, use the spanning-tree transmit hold-count command in global
configuration mode. To return to the default settings, use the no form of this command.

spanning-tree transmit hold-count value
no spanning-tree transmit hold-count

Syntax Description

Command Default

Command Modes

value Number of bridge protocol data units (BPDUs) sent every second. The range is 1 to 20.

The default is 6.

Global configuration

Command History

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Usage Guidelines

N

This command is supported on all spanning-tree modes.

The transmit hold count determines the number of BPDUs that can be sent before pausing for 1 second.

Note

Examples

Increasing the transmit-hold count value can have a significant impact on CPU utilization, especially in Rapid
Per-VLAN Spanning Tree (PVST+) mode. Decreasing this value might result in slow convergence. We
recommend that you used the default setting.

This example shows how to specify the transmit hold count 8:

Device (config) # spanning-tree transmit hold-count 8
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spanning-tree uplinkfast

To enable UplinkFast, use the spanning-tree uplinkfast command in global configuration mode. To disable
UplinkFast, use the no form of this command.

spanning-tree uplinkfast [max-update-rate packets-per-second]
no spanning-tree uplinkfast [max-update-rate]

Syntax Description

Command Default

Command Modes

max-update-rate (Optional) Specifies the rate (number of packets per second) at which
packets-per-second update packets are sent. The range is 0 to 320000.

The default is 150.

UplinkFast is disabled.

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

Use this command only on access switches.

You can configure the UplinkFast feature for rapid PVST+ or for multiple spanning-tree (MST) mode, but
the feature remains disabled (inactive) until you change the spanning-tree mode to PVST+.

When you enable UplinkFast, it is enabled for the entire switch; it cannot be enabled for individual VLANS.

When you enable or disable UplinkFast, cross-stack UplinkFast (CSUF) also is automatically enabled or
disabled on all nonstack port interfaces. CSUF accelerates the choice of a new root port when a link or switch
fails or when spanning tree reconfigures itself.

When UplinkFast is enabled, the switch priority of all VLANS is set to 49152. If you change the path cost to
a value less than 3000 and you enable UplinkFast or UplinkFast is already enabled, the path cost of all interfaces
and VLAN trunks is increased by 3000 (if you change the path cost to 3000 or above, the path cost is not
altered). The changes to the switch priority and the path cost reduces the chance that a switch will become
the root switch.

When UplinkFast is disabled, the switch priorities of all VLANS and path costs of all interfaces are set to
default values if you did not modify them from their defaults.

When spanning tree detects that the root port has failed, UplinkFast immediately changes to an alternate root
port, changing the new root port directly to forwarding state. During this time, a topology change notification
is sent.

Do not enable the root guard on interfaces that will be used by the UplinkFast feature. With UplinkFast, the
backup interfaces (in the blocked state) replace the root port in the case of a failure. However, if root guard
is also enabled, all the backup interfaces used by the UplinkFast feature are placed in the root-inconsistent
state (blocked) and prevented from reaching the forwarding state.

If you set the max-update-rate to 0, station-learning frames are not generated, so the spanning-tree topology
converges more slowly after a loss of connectivity.
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Examples This example shows how to enable UplinkFast and set the maximum rate to 200 packets per second:

Device (config) # spanning-tree uplinkfast max-update-rate 200

Related Topics
show spanning-tree, on page 198
spanning-tree vlan, on page 244
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spanning-tree vlan

To configure Spanning Tree Protocol (STP) on a per-virtual LAN (VLAN) basis, use the spanning-treevlan
command in global configuration mode. To return to the default settings, use the no form of this command.

spanning-tree vlan vlan-id [{forward-time seconds|hello-time seconds| max-age seconds|priority
priority | [root {primary | secondary} [diameter net-diameter]]}]
no spanning-tree vlan vian-id [{forward-time|hello-time| max-age| priority | root}]

Syntax Description

Command Default

Command Modes

vlan-id VLAN range associated with the spanning-tree instance. The range is 1 to 4094.

forward-time seconds (Optional) Sets the STP forward delay time in second. The range is 4 to 30.
The default is 15.

hello-time seconds (Optional) Specifies the duration, in seconds, between the generation of
configuration messages by the root switch. The range is 1 to 10.

The default is 2.

max-age seconds (Optional) Sets the maximum number of seconds the information in a bridge
packet data unit (BPDU) is valid. The range is 6 to 40.

The default is 20.

priority priority (Optional) Sets the STP bridge priority. The range is 0 to 61440 in increments of
4096.

The default for the primary root switch is 24576.
The default for the secondary root switch is 28672.

root primary (Optional) Forces this switch to be the root switch.
root secondary (Optional) Specifies this switch to act as the root switch should the primary root
fail.

diameter net -diameter (Optional) Specifies the maximum number of switches between any two points
of attachment of end stations. The range is 2 through 7.

Spanning tree is enabled on all VLANS.

Global configuration

Command History

Usage Guidelines

Release Modification
Cisco IOS Release This command was introduced.
15.0(2)EX1

If the switch does not hear BPDUs within the time specified by the max-age seconds- value, it recomputes
the spanning-tree topology.

Use the spanning-treevlan vlan-id root only on backbone switches.
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The spanning-treevlan vian-id root secondary command alters this switch’s priority from 32768 to 28672.
If the root switch should fail, this switch becomes the next root switch.

Caution

We do not recommend disabling spanning tree, even in a topology that is free of physical loops. Spanning
tree is a safeguard against misconfigurations and cabling errors. Do not disable spanning tree in a VLAN
without ensuring that there are no physical loops present in the VLAN.

The following example shows how to enable spanning tree on VLAN 200:

Device (config) # spanning-tree vlan 200

The following example shows how to configure the switch as the root switch for VLAN 10 with a
network diameter of 4:

Device (config) # spanning-tree vlan 10 root primary diameter 4

The following example shows how to configure the switch as the secondary root switch for VLAN
10 with a network diameter of 4:

Device (config) # spanning-tree vlan 10 root secondary diameter 4

Related Topics
show spanning-tree, on page 198
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access vlian

To configure a port as a static-access or dynamic-access port, use the switchport access vlan command in
interface configuration mode. To reset the access mode to the default VLAN mode, use the no form of this
command.

switchport accessvlan {vlan-id | dynamic | name vian_name }
no switchport access vlan

Syntax Description

Command Default

Command Modes

vlan-id (Optional) Number of the VLAN on the interface in access mode. Valid values are from
1 to 4094.
dynamic Specifies that the access mode VLAN is dependent on the VLAN Membership Policy

Server (VMPS) protocol. The port is assigned to a VLAN based on the source MAC address
of a host (or hosts) connected to the port. The switch sends every new MAC address
received to the VMPS server to get the VLAN name to which the dynamic-access port
should be assigned. If the port already has a VLAN assigned and the source has already
been approved by the VMPS, the switch forwards the packet to the VLAN.

namevian_name (Optional) Name of the VLAN on the interface, in access mode. You can enter up to 128
characters.

The default access VLAN and trunk interface native VLAN is a default VLAN corresponding to the platform
or interface hardware.

A dynamic-access port is initially a member of no VLAN and receives its assignment based on the packet it
receives.

Interface configuration mode

Command History

Usage Guidelines

Release Modification

Cisco IOS 15.0(2)EX1 This command was introduced.

Cisco IOS 15.2(4)E  Option to specify an access VLAN name. The name keyword was added.

The port must be in access mode before the switchport access vlan command can take effect.

If the switchport mode is set to accessvlan vlan-id, the port operates as a member of the specified VLAN.
If set to access vlan dynamic, the port starts discovery of VLAN assignment based on the incoming packets
it receives. An access port can be assigned to only one VLAN.

The no switchport access command resets the access mode VLAN to the appropriate default VLAN for the
device.

You must configure the VMPS server before configuring a port as dynamic.
These restrictions apply to dynamic-access ports:

* The software implements the VLAN Query Protocol (VQP) client, which can query a VMPS. The switch
cannot be a VMPS. You must configure the server before configuring a port configured as dynamic.
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* Use dynamic-access ports only to connect end stations. Connecting them to switches or routers (that use
bridging protocols) can cause a loss of connectivity.

* Configure the network so that STP does not put the dynamic-access port into an STP blocking state. The
Port Fast feature is automatically enabled on dynamic-access ports.

* Dynamic-access ports can only be in one VLAN and do not use VLAN tagging.
* Dynamic-access ports cannot be configured as

* Members of an EtherChannel port group (dynamic-access ports cannot be grouped with any other
port, including other dynamic ports).

* Source or destination ports in a static address entry.

* Monitor ports.

You can verify your setting by entering the show interfaces vlan-id switchport privileged EXEC
command and examining information in the Administrative Mode and Operational Mode rows.

Before you configure theswitchport access vlan name command, note the following:

» The VLAN ID and VLAN name association should be configured and present in the VLAN database
(See example below).

» Different switches can have a different ID for the same name. The VLAN name is internally converted
to the VLAN ID.

Examples

N

Note This command is not used on platforms that do not support Cisco-routed ports. All physical ports
on such platforms are assumed to be Layer 2-switched interfaces.

This example show how to first populate the VLAN database by associating a VLAN ID with a
VLAN name, and then configure the VLAN (using the name) on an interface, in the access mode:
You can also verify your configuration by entering the show interfaces interface-id switchport in
privileged EXEC command and examining information in the Access Mode VLAN: row.

Part 1 - Making the entry in the VLAN database:

Device# configure terminal
Device (config) # vlan 33

Device (config-vlan) # name test
Device (config-vlan) # end
Device#

Part 2 - Checking the VLAN database

Device # show vlan id 33
VLAN Name Status Ports

33 test active
VLAN Type SAID MTU Parent Ri