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Preface

The preface contains the following sections:

• Audience, on page vii
• Document Conventions, on page vii
• Related Documentation for Cisco Nexus 5500 Series NX-OS Software, on page viii
• Related Documentation for Cisco Nexus 5600 Series NX-OS Software, on page x
• Related Documentation for Cisco Nexus 6000 Series NX-OS Software, on page xii
• Documentation Feedback, on page xiv
• Communications, Services, and Additional Information, on page xiv

Audience
This publication is for network administrators who configure and maintain Cisco Nexus devices.

Document Conventions

As part of our constant endeavor to remodel our documents to meet our customers' requirements, we have
modified the manner in which we document configuration tasks. As a result of this, you may find a deviation
in the style used to describe these tasks, with the newly included sections of the document following the new
format.

Note

Command descriptions use the following conventions:

DescriptionConvention
Bold text indicates the commands and keywords that you enter literally
as shown.

bold

Italic text indicates arguments for which the user supplies the values.Italic

Square brackets enclose an optional element (keyword or argument).[x]

Square brackets enclosing keywords or arguments separated by a vertical
bar indicate an optional choice.

[x | y]
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DescriptionConvention

Braces enclosing keywords or arguments separated by a vertical bar
indicate a required choice.

{x | y}

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.

[x {y | z}]

Indicates a variable for which you supply values, in context where italics
cannot be used.

variable

A nonquoted set of characters. Do not use quotation marks around the
string or the string will include the quotation marks.

string

Examples use the following conventions:

DescriptionConvention
Terminal sessions and information the switch displays are in screen font.screen font

Information you must enter is in boldface screen font.boldface screen font

Arguments for which you supply values are in italic screen font.italic screen font

Nonprinting characters, such as passwords, are in angle brackets.< >

Default responses to system prompts are in square brackets.[ ]

An exclamation point (!) or a pound sign (#) at the beginning of a line
of code indicates a comment line.

!, #

This document uses the following conventions:

Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.Note

Means reader be careful. In this situation, you might do something that could result in equipment damage or
loss of data.

Caution

Related Documentation for Cisco Nexus 5500 Series NX-OS
Software

The entire Cisco NX-OS 5500 Series documentation set is available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/tsd-products-support-series-home.html
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Release Notes

The release notes are available at the following URL:

http://www.cisco.com/en/US/products/ps9670/prod_release_notes_list.html

Configuration Guides

These guides are available at the following URL:

http://www.cisco.com/en/US/products/ps9670/products_installation_and_configuration_guides_list.html

The documents in this category include:

• Cisco Nexus 5500 Series NX-OS Adapter-FEX Configuration Guide

• Cisco Nexus 5500 Series NX-OS FabricPath Configuration Guide

• Cisco Nexus 5500 Series NX-OS FCoE Configuration Guide

• Cisco Nexus 5500 Series NX-OS Fundamentals Configuration Guide

• Cisco Nexus 5500 Series NX-OS Interfaces Configuration Guide

• Cisco Nexus 5500 Series NX-OS Layer 2 Switching Configuration Guide

• Cisco Nexus 5500 Series NX-OS Multicast Routing Configuration Guide

• Cisco Nexus 5500 Series NX-OS Quality of Service Configuration Guide

• Cisco Nexus 5500 Series NX-OS SAN Switching Configuration Guide

• Cisco Nexus 5500 Series NX-OS Security Configuration Guide

• Cisco Nexus 5500 Series NX-OS System Management Configuration Guide

• Cisco Nexus 5500 Series NX-OS Unicast Routing Configuration Guide

Installation and Upgrade Guides

These guides are available at the following URL:

http://www.cisco.com/en/US/products/ps9670/prod_installation_guides_list.html

The document in this category include:

• Cisco Nexus 5500 Series NX-OS Software Upgrade and Downgrade Guides

Licensing Guide

The License and Copyright Information for Cisco NX-OS Software is available at
http://www.cisco.com/en/US/docs/switches/datacenter/sw/4_0/nx-os/license_agreement/nx-ossw_lisns.html.

Command References

These guides are available at the following URL:

http://www.cisco.com/en/US/products/ps9670/prod_command_reference_list.html

The documents in this category include:
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• Cisco Nexus 5500 Series NX-OS Fabric Extender Command Reference

• Cisco Nexus 5500 Series NX-OS FabricPath Command Reference

• Cisco Nexus 5500 Series NX-OS Fundamentals Command Reference

• Cisco Nexus 5500 Series NX-OS Interfaces Command Reference

• Cisco Nexus 5500 Series NX-OS Layer 2 Interfaces Command Reference

• Cisco Nexus 5500 Series NX-OS Multicast Routing Command Reference

• Cisco Nexus 5500 Series NX-OS Quality of Service Command Reference

• Cisco Nexus 5500 Series NX-OS Security Command Reference

• Cisco Nexus 5500 Series NX-OS System Management Command Reference

• Cisco Nexus 5500 Series NX-OS TrustSec Command Reference

• Cisco Nexus 5500 Series NX-OS Unicast Routing Command Reference

• Cisco Nexus 5500 Series NX-OS Virtual Port Channel Command Reference

Technical References

The Cisco Nexus 5500 Series NX-OS MIB Reference is available at
http://www.cisco.com/en/US/docs/switches/datacenter/nexus5500/sw/mib/reference/NX5500_MIBRef.html.

Error and System Messages

The Cisco Nexus 5500 Series NX-OS System Message Guide is available at
http://www.cisco.com/en/US/docs/switches/datacenter/nexus5500/sw/system_messages/reference/sl_nxos_book.html.

Troubleshooting Guide

The Cisco Nexus 5500 Series NX-OS Troubleshooting Guide is available at
http://www.cisco.com/en/US/docs/switches/datacenter/nexus5500/sw/troubleshooting/guide/N5K_Troubleshooting_Guide.html.

Related Documentation for Cisco Nexus 5600 Series NX-OS
Software

The entire Cisco NX-OS 5600 Series documentation set is available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/tsd-products-support-series-home.html

Release Notes

The release notes are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/products-release-notes-list.html

Configuration Guides

These guides are available at the following URL:
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http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/products-installation-and-configuration-guides-list.html

The documents in this category include:

• Cisco Nexus 5600 Series NX-OS Adapter-FEX Configuration Guide

• Cisco Nexus 5600 Series NX-OS FabricPath Configuration Guide

• Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide

• Cisco Nexus 5600 Series NX-OS Fundamentals Configuration Guide

• Cisco Nexus 5600 Series NX-OS Interfaces Configuration Guide

• Cisco Nexus 5600 Series NX-OS Layer 2 Switching Configuration Guide

• Cisco Nexus 5600 Series NX-OS Multicast Routing Configuration Guide

• Cisco Nexus 5600 Series NX-OS Quality of Service Configuration Guide

• Cisco Nexus 5600 Series NX-OS SAN Switching Configuration Guide

• Cisco Nexus 5600 Series NX-OS Security Configuration Guide

• Cisco Nexus 5600 Series NX-OS System Management Configuration Guide

• Cisco Nexus 5600 Series NX-OS Unicast Routing Configuration Guide

Licensing Guide

The License and Copyright Information for Cisco NX-OS Software is available at
http://www.cisco.com/en/US/docs/switches/datacenter/sw/4_0/nx-os/license_agreement/nx-ossw_lisns.html.

Command References

These guides are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/products-command-reference-list.html

The documents in this category include:

• Cisco Nexus 5600 Series NX-OS Fabric Extender Command Reference

• Cisco Nexus 5600 Series NX-OS FabricPath Command Reference

• Cisco Nexus 5600 Series NX-OS Fibre Channel Command Reference

• Cisco Nexus 5600 Series NX-OS Fundamentals Command Reference

• Cisco Nexus 5600 Series NX-OS Interfaces Command Reference

• Cisco Nexus 5600 Series NX-OS Layer 2 Interfaces Command Reference

• Cisco Nexus 5600 Series NX-OS Multicast Routing Command Reference

• Cisco Nexus 5600 Series NX-OS QoS Command Reference

• Cisco Nexus 5600 Series NX-OS Security Command Reference

• Cisco Nexus 5600 Series NX-OS System Management Command Reference

• Cisco Nexus 5600 Series NX-OS TrustSec Command Reference
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• Cisco Nexus 5600 Series NX-OS Unicast Routing Command Reference

• Cisco Nexus 5600 Series NX-OS Virtual Port Channel Command Reference

Error and System Messages

The Cisco Nexus 5600 Series NX-OS System Message Guide is available at
http://www.cisco.com/en/US/docs/switches/datacenter/nexus5500/sw/system_messages/reference/sl_nxos_book.html.

Troubleshooting Guide

The Cisco Nexus 5600 Series NX-OS Troubleshooting Guide is available at
http://www.cisco.com/c/en/us/support/switches/nexus-5000-series-switches/products-troubleshooting-guides-list.html.

Related Documentation for Cisco Nexus 6000 Series NX-OS
Software

The entire Cisco NX-OS 6000 Series documentation set is available at the following URL:

http://www.cisco.com/en/US/products/ps12806/tsd_products_support_series_home.html

Release Notes

The release notes are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-6000-series-switches/products-release-notes-list.html

Configuration Guides

These guides are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-6000-series-switches/products-installation-and-configuration-guides-list.html

The documents in this category include:

• Cisco Nexus 6000 Series NX-OS Adapter-FEX Configuration Guide

• Cisco Nexus 6000 Series NX-OS FabricPath Configuration Guide

• Cisco Nexus 6000 Series NX-OS FCoE Configuration Guide

• Cisco Nexus 6000 Series NX-OS Fundamentals Configuration Guide

• Cisco Nexus 6000 Series NX-OS Interfaces Configuration Guide

• Cisco Nexus 6000 Series NX-OS Layer 2 Switching Configuration Guide

• Cisco Nexus 6000 Series NX-OS Multicast Routing Configuration Guide

• Cisco Nexus 6000 Series NX-OS Quality of Service Configuration Guide

• Cisco Nexus 6000 Series NX-OS SAN Switching Configuration Guide

• Cisco Nexus 6000 Series NX-OS Security Configuration Guide

• Cisco Nexus 6000 Series NX-OS System Management Configuration Guide
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• Cisco Nexus 6000 Series NX-OS Unicast Routing Configuration Guide

Installation and Upgrade Guides

These guides are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-6000-series-switches/products-installation-guides-list.html

The document in this category include:

• Cisco Nexus 6000 Series NX-OS Software Upgrade and Downgrade Guides

Licensing Guide

The License and Copyright Information for Cisco NX-OS Software is available at
http://www.cisco.com/en/US/docs/switches/datacenter/sw/4_0/nx-os/license_agreement/nx-ossw_lisns.html.

Command References

These guides are available at the following URL:

http://www.cisco.com/c/en/us/support/switches/nexus-6000-series-switches/products-command-reference-list.html

The documents in this category include:

• Cisco Nexus 6000 Series NX-OS Fabric Extender Command Reference

• Cisco Nexus 6000 Series NX-OS FabricPath Command Reference

• Cisco Nexus 6000 Series NX-OS Fundamentals Command Reference

• Cisco Nexus 6000 Series NX-OS Interfaces Command Reference

• Cisco Nexus 6000 Series NX-OS Layer 2 Interfaces Command Reference

• Cisco Nexus 6000 Series NX-OS Multicast Routing Command Reference

• Cisco Nexus 6000 Series NX-OS Quality of Service Command Reference

• Cisco Nexus 6000 Series NX-OS Security Command Reference

• Cisco Nexus 6000 Series NX-OS System Management Command Reference

• Cisco Nexus 6000 Series NX-OS TrustSec Command Reference

• Cisco Nexus 6000 Series NX-OS Unicast Routing Command Reference

• Cisco Nexus 6000 Series NX-OS Virtual Port Channel Command Reference

Technical References

The Cisco Nexus 6000 Series NX-OS MIB Reference is available at
http://www.cisco.com/en/US/docs/switches/datacenter/nexus6000/sw/mib/reference/NX6000_MIBRef.html.

Error and System Messages

The Cisco Nexus 6000 Series NX-OS System Message Guide is available at
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus6000/sw/system_messages/reference/sl_nxos_book.html.
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Troubleshooting Guide

The Cisco Nexus 6000 Series NX-OS Troubleshooting Guide is available at
http://www.cisco.com/c/en/us/support/switches/nexus-6000-series-switches/tsd-products-support-troubleshoot-and-alerts.html.

Documentation Feedback
To provide technical feedback on this document, or to report an error or omission, please send your comments
to: .

We appreciate your feedback.

Communications, Services, and Additional Information
• To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.

• To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.

• To submit a service request, visit Cisco Support.

• To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

• To obtain general networking, training, and certification titles, visit Cisco Press.

• To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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C H A P T E R 1
New and Changed Information

• New and Changed Information, on page 1

New and Changed Information
The following table provides an overview of the significant changes made to this configuration guide. The
table does not provide an exhaustive list of all changes made to this guide or all new features in a particular
release.

Where DocumentedDescriptionReleaseFeature

Creating an Implicit
Virtual Fibre Channel
Port Channel Interface,
on page 27

Implicit vFC enables
you to create a virtual
Fibre Channel (vFC),
and implicitly bind it
to an Ethernet interface
or a port-channel using
a single command.

7.3(0)N1(1)Implicit vFC

Information About
Fiber Channel Ports on
Cisco Nexus
2348UPQ, on page 45

CiscoNexus 2348UPQ
Fabric Extender (FEX)
ASIC supports native
Fiber Channel (FC)
ports.

7.3(0)N1(1)CiscoNexus 2348UPQ
FEX with Fiber
Channel Interfaces

Configuring Dynamic
FCoE Using DFA, on
page 73

Dynamic FCoE Using
DFA enables I/O
consolidation. It
permits both LAN and
SAN traffic to coexist
on the same switch and
the same wire.

7.0(3)N1(1)Dynamic FCoE Using
DFA
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C H A P T E R 2
Overview

This chapter contains the following sections:

• Overview, on page 3
• FCoE Initiation Protocol, on page 3
• Data Center Bridging Exchange Protocol, on page 5
• Lossless Ethernet, on page 7

Overview
Fibre Channel over Ethernet (FCoE) allows Fibre Channel traffic to be encapsulated over a physical Ethernet
link. FCoE frames use a unique EtherType so that FCoE traffic and standard Ethernet traffic can be carried
on the same link.

Classic Ethernet is a best-effort protocol; in the event of congestion, Ethernet will discard packets, relying on
higher level protocols to provide retransmission and other reliability mechanisms. Fibre Channel traffic requires
a lossless transport layer; as a data storage protocol, it is unacceptable to lose a single data packet. Native
Fibre Channel implements a lossless service at the transport layer using a buffer-to-buffer credit system.

For FCoE traffic, the Ethernet link must provide a lossless service. Ethernet links on Cisco Nexus devices
provide two mechanisms to ensure lossless transport for FCoE traffic: link-level flow control (LL-FC) and
priority flow control (PFC).

IEEE 802.3x link-level flow control allows a congested receiver to signal the far end to pause the data
transmission for a short period of time. The pause functionality is applied to all the traffic on the link.

The priority flow control feature applies pause functionality to specific classes of traffic on the Ethernet link.
For example, PFC can provide lossless service for the FCoE traffic and best-effort service for the standard
Ethernet traffic. PFC can provide different levels of service to specific classes of Ethernet traffic (using IEEE
802.1p traffic classes).

Cisco Nexus switches support T11-compliant FCoE on all 10-Gigabit Ethernet interfaces.

FCoE Initiation Protocol
The FCoE Initialization Protocol (FIP) allows the switch to discover and initialize FCoE-capable entities that
are connected to an Ethernet LAN. Two versions of FIP are supported by the Cisco Nexus device:
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• FIP—TheConverged Enhanced Ethernet Data Center Bridging Exchange (CEE-DCBX) protocol supports
T11-compliant Gen-2, Gen-3, and Gen-4 CNAs.

• Pre-FIP—The Cisco, Intel, Nuova Data Center Bridging Exchange (CIN-DCBX) protocol supports Gen-1
converged network adapters (CNAs).

The Cisco Nexus device detects the capabilities of the attached CNA and switches to the correct FIP mode.

FIP Virtual Link Instantiation
Cisco NX-OS support the T11-compliant FIP on Cisco Nexus devices.

FIP is used to perform device discovery, initialization, and link maintenance. FIP performs the following
protocols:

• FIP Discovery—When a FCoE device is connected to the fabric, it sends out a Discovery Solicitation
message. A Fibre Channel Forwarder (FCF) or a switch responds to the message with a Solicited
Advertisement that provides an FCF MAC address to use for subsequent logins.

• FCoEVirtual Link instantiation—FIP defines the encapsulation of fabric login (FLOGI) , fabric discovery
(FDISC), logout (LOGO), and exchange link parameters (ELP) frames with the corresponding reply
frames. The FCoE devices use these messages to perform a fabric login.

• FCoE Virtual Link maintenance—FIP periodically sends maintenance messages between the switch and
the CNA to ensure the connection is still valid.

FCoE Frame Format
FCoE is implemented by encapsulating a Fibre Channel frame in an Ethernet packet with a dedicated EtherType,
0x8906. That packet has a 4-bit version field. The other header fields in the frame (the source and destination
MAC addresses, VLAN tags, and frame markers) are all standard Ethernet fields. Reserved bits pad the FCoE
frame to the IEEE 802.3 minimum packet length of 64 bytes.

A Fibre Channel frame consists of 36 bytes of headers and up to 2112 bytes of data for a total maximum size
of 2148 bytes. The encapsulated Fibre Channel frame has all the standard headers, which allow it to be passed
to the storage network without further modification. To accommodate the maximum Fibre Channel frame in
an FCoE frame, the class-fcoe is defined with a default maximum transmission unit (MTU) of 2240 bytes.

VLAN Tagging for FCoE Frames
The Ethernet frames that are sent by the switch to the adapter might include the IEEE 802.1Q tag. This tag
includes a field for the class of service (CoS) value used by the priority flow control (PFC). The IEEE 802.1Q
tag also includes a VLAN field.

The Cisco Nexus device expects frames from a FIP T11-compliant CNA to be tagged with the VLAN tag for
the FCoE VLAN. Frames that are not correctly tagged are discarded.

The switch expects frames from a pre-FIP CNA to be priority tagged with the FCoE CoS value. The switch
will still accept untagged frames from the CNA.
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FIP Ethernet Frame Format
FIP is encapsulated in an Ethernet packet with a dedicated EtherType, 0x8914. The packet has a 4-bit version
field. Along with the source and destination MAC addresses, the FIP packet also contains a FIP operation
code and a FIP operation subcode. The following table describes the FIP operation codes.

Table 1: FIP Operation Codes

FIP OperationFIP SubcodeFIP Operation Code

Discovery Solicitation0x010x0001

Discovery Advertisement0x02

Virtual Link Instantiation Request0x010x0002

Virtual Link Instantiation Reply0x02

FIP Keep Alive0x010x0003

FIP Clear Virtual Links0x02

FIP VLAN Request0x010x0004

FIP VLAN Notification0x02

Pre-FIP Virtual Link Instantiation
Pre-FIP virtual link instantiation consists of two phases; link discovery using the Data Center Bridging
Exchange protocol (DCBX), which is followed by Fabric Login.

The Cisco Nexus device is backward compatible with Gen-1 CNAs that operate in pre-FIP mode.

Pre-FIP is also known as the Cisco, Intel, Nuova Data Center Bridging Exchange (CIN-DCBX) protocol.Note

Data Center Bridging Exchange Protocol
The Data Center Bridging Exchange (DCBX) protocol is an extension of the Link Layer Discovery Protocol
(LLDP). DCBX end points exchange request and acknowledgment messages. For flexibility, parameters are
coded in a type-length-value (TLV) format.

The Cisco Nexus device supports two versions of DCBX:

• CEE-DCBX—The Converged Enhanced Ethernet DCBX is supported on all T11-compliant Gen-2,
Gen-3, and Gen-4 CNAs.

• CIN-DCBX—TheCisco, Intel, NuovaDCBX is supported onGen-1 converged network adapters (CNAs).
CIN-DCBX is used to perform link detection in addition to other functions.
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DCBX runs on the physical Ethernet link between the Cisco Nexus device and the CNA. By default, DCBX
is enabled on Ethernet interfaces. When an Ethernet interface is brought up, the switch automatically starts
to communicate with the CNA. If the CNA supports both CIN and CEE mode, the switch and CNA will
operate in CEE-DCBX mode.

During the normal operation of FCoE between the switch and the CNA, DCBX provides link-error detection.

DCBX is also used to negotiate capabilities between the switch and the CNA and to send configuration values
to the CNA.

The CNAs that are connected to a Cisco Nexus device are programmed to accept the configuration values
sent by the switch, allowing the switch to distribute configuration values to all attached CNAs, which reduces
the possibility of configuration errors and simplifies CNA administration.

DCBX Feature Negotiation
The switch and CNA exchange capability information and configuration values. The Cisco Nexus devices
support the following capabilities:

• FCoE—If the CNA supports FCoE capability, the switch sends the IEEE 802.1p CoS value to be used
with FCoE packets.

• Priority Flow Control (PFC)—If the adapter supports PFC, the switch sends the IEEE 802.1p CoS values
to be enabled with PFC.

• Priority group type-length-value (TLV).

• Ethernet logical link up and down signal.

• FCoE logical link up and down signal for pre-FIP CNAs.

The following rules determine whether the negotiation results in a capability being enabled:

• If a capability and its configuration values match between the switch and the CNA, the feature is enabled.

• If a capability matches, but the configuration values do not match, the following occurs:

• If the CNA is configured to accept the switch configuration value, the capability is enabled using
the switch value.

• If the CNA is not configured to accept the switch configuration value, the capability remains disabled.

• If the CNA does not support a DCBX capability, that capability remains disabled.

• If the CNA does not implement DCBX, all capabilities remain disabled.

The Cisco Nexus device provides CLI commands to manually override the results of the PFC negotiation
with the adapter. On a per-interface basis, you can force capabilities to be enabled or disabled.

Note

The priority flow control (PFC) mode does not send PFC TLV and PFC will not negotiate between CNA and
Cisco Nexus 5000 Series switches.

Note
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Lossless Ethernet
Standard Ethernet is a best-effort medium which means that it lacks any form of flow control. In the event of
congestion or collisions, Ethernet drops packets. The higher level protocols detect the missing data and
retransmit the dropped packets.

To properly support Fibre Channel, Ethernet has been enhanced with a priority flow control (PFC) mechanism.

Logical Link Up/Down
On a native Fibre Channel link, some configuration actions (such as changing the VSAN) require that you
reset the interface status. When you reset the interface status, the switch disables the interface and then
immediately reenables the interface.

If an Ethernet link provides FCoE service, do not reset the physical link because this action is disruptive to
all traffic on the link.

The logical link up/down feature allows the switch to reset an individual virtual link. The logical link down
is signaled with a FIP Clear Virtual Link message.

For pre-FIP CNAs, the switch sends a DCBX message to request the CNA to reset only the virtual Fibre
Channel interface.

If the CNA does not support the logical link level up/down feature, the CNA resets the physical link. In this
case, all traffic on the Ethernet interface is disrupted.

DCBX-based FC Logical Link Status signaling applies only to FCoE sessions to pre-FIP CNAs.

Note

Converged Network Adapters
The following types of CNAs are available:

• Hardware adapter

• Server operating system view of the network is unchanged; the CNA presents a SAN interface and
a LAN interface to the operating system.

• FCoE software stack

• Runs on existing 10-Gigabit Ethernet adapters.

Two generations of CNAs are supported by the Cisco Nexus device:

• A FIP adapter uses the FIP to exchange information about its available capabilities and to negotiate the
configurable values with the switch.

• A pre-FIP adapter uses DCBX to exchange information about its available capabilities and to negotiate
the configurable values with the switch.
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To reduce configuration errors and simplify administration, the switch distributes the configuration data to
all the connected adapters.
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C H A P T E R 3
Configuring FCoE

This chapter contains the following sections:

• Licensing Requirements for FCoE, on page 9
• FCoE Topologies, on page 9
• FCoE Best Practices, on page 11
• Guidelines and Limitations, on page 14
• Configuring FCoE, on page 15
• Verifying the FCoE Configuration, on page 19

Licensing Requirements for FCoE
On Cisco Nexus devices, FCoE capability is included in the Storage Protocol Services License.

Before using FCoE capabilities, you must ensure the following:

• The correct license is installed.

• FCoE has been activated on the switch by entering the feature fcoe command in configuration mode.

FCoE Topologies

Directly Connected CNA Topology
The Cisco Nexus device can be deployed as a Fibre Channel Forwarder (FCF) as shown in the following
figure.
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Figure 1: Directly Connected Fibre Channel Forwarder

The following rules are used to process FIP frames to avoid the FCF being used as a transit between an FCoE
node (ENode) and another FCF. These rules also prevent login sessions between ENodes and FCFs in different
fabrics.

• FIP solicitation and login frames received from the CNAs are processed by the FCF and are not forwarded.

• If an FCF receives solicitations and advertisements from other FCFs over an interface, the following
occurs:

• The frames are ignored and discarded if the FC-MAP value in the frame matches the value of the
FCF (the FCF is in the same fabric).

• The interface is placed in the "FCoE Isolated" state if the FC-MAP value in the FIP frame does not
match that of the FCF (the FCF is in a different fabric).

CNAs cannot discover or log in to FCFs that are reachable only through a transit Cisco Nexus FCF. The Cisco
Nexus device cannot perform the FCoE transit function between a CNA and another FCF due to hardware
limitations.

Because the Cisco Nexus FCF cannot perform the transit FCoE function, you must design your network
topology so that the active Spanning Tree Protocol (STP) path of FCoE VLANs is always over the directly
connected links between the CNA and the FCF. Make sure that you configure the FCoE VLAN on the directly
connected links only.

Remotely Connected CNA Topology
The Cisco Nexus device can be deployed as a Fibre Channel Forwarder (FCF) for remotely connected CNAs,
but not as a FIP snooping bridge, as shown in the following figure.
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Figure 2: Remotely Connected Fibre Channel Forwarder

The following rules are used to process FIP frames to avoid the FCF being used as a transit between an ENode
and another FCF. These rules also prevent login sessions between ENodes and FCFs in different fabrics.

• FIP solicitation and login frames received from the CNAs are processed by the FCF and are not forwarded.

• If an FCF receives solicitations and advertisements from other FCFs over an interface, the following
occurs:

• The frames are ignored and discarded if the FC-MAP value in the frame matches the value of the
FCF (the FCF is in the same fabric).

• The interface is placed in the "FCoE Isolated" state if the FC-MAP value in the FIP frame does not
match that of the FCF (the FCF is in a different fabric).

Because the Cisco Nexus FCF cannot perform the transit FCoE function, you must design your network
topology so that the active STP path of FCoE VLANs is always over the directly connected links between
the CNA and the FCF. Make sure that you configure the FCoE VLAN on the directly connected links only.

FCoE Best Practices

Directly Connected CNA Best Practice
The following figure shows a best practices topology for an access network that is using directly connected
CNAs with Cisco Nexus devices.
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Figure 3: Directly Connected CNA

Follow these configuration best practices for the deployment topology in the preceding figure:

1. You must configure a unique dedicated VLAN at every converged access switch to carry traffic for each
Virtual Fabric (VSAN) in the SAN (for example, VLAN 1002 for VSAN 1, VLAN 1003 for VSAN 2,
and so on). If you enable Multiple Spanning Tree (MST), you must use a separate MST instance for FCoE
VLANs.

2. You must configure the unified fabric (UF) links as trunk ports. Do not configure the FCoE VLAN as a
native VLAN. You must configure all FCoE VLANs as members of the UF links to allow extensions for
VF_Port trunking and VSAN management for the virtual Fibre Channel interfaces.

A unified wire carries both Ethernet and FCoE traffic.Note

3. You must configure the UF links as spanning-tree edge ports.

4. You must not configure the FCoE VLANs as members of Ethernet links that are not designated to carry
FCoE traffic because you want to ensure that the scope of the STP for the FCoE VLANs is limited to UF
links only.

5. If the converged access switches (in the same SAN fabric or in another) need to be connected to each
other over Ethernet links for a LAN alternate path, you must explicitly configure such links to exclude
all FCoE VLANs from membership. This action ensures that the scope of the STP for the FCoE VLANs
is limited to UF links only.

6. You must use separate FCoE VLANs for FCoE in SAN-A and SAN-B.
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All Gen-1 (pre-FIP) and Gen-2, Gen-3, and Gen-4 (FIP) CNAs are supported in a directly connected topology.Note

Remotely Connected CNA Best Practice
The following figure shows a best practices topology for an access network using remotely connected CNAs
with Cisco Nexus devices.

Figure 4: Remotely Connected CNAs

Follow these configuration best practices for the deployment topology in the preceding figure:

1. You must configure a unique dedicated VLAN at every converged access switch to carry traffic for each
Virtual Fabric (VSAN) in the SAN (for example, VLAN 1002 for VSAN 1, VLAN 1003 for VSAN 2,
and so on). If you enable MST, you must use a separate MST instance for FCoE VLANs.

2. You must configure the unified fabric (UF) links as trunk ports. Do not configure the FCoE VLAN as a
native VLAN. You must configure all FCoE VLANs as members of the UF links to allow extensions for
VF_Port trunking and VSAN management for the virtual Fibre Channel interfaces.

A unified fabric link carries both Ethernet and FCoE traffic.Note

3. You must configure the CNAs and the blade switches as spanning-tree edge ports.
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4. A blade switch must connect to exactly one Cisco Nexus device converged access switch, preferably over
an EtherChannel, to avoid disruption due to STP reconvergence on events such as provisioning new links
or blade switches.

5. You must configure the Cisco Nexus device converged access switch with a better STP priority than the
blade switches that are connected to it. This requirement allows you to create an island of FCoE VLANs
where the converged access switch is the spanning-tree root and all the blade switches connected to it
become downstream nodes.

6. Do not configure the FCoE VLANs as members of Ethernet links that are not designated to carry FCoE
traffic because you want to ensure that the scope of the STP for the FCoE VLANs is limited to UF links
only.

7. If the converged access switches and/or the blade switches need to be connected to each over Ethernet
links for the purposes of LAN alternate pathing, you must explicitly configure such links to exclude all
FCoE VLANs from membership. This action ensures the scope of the STP for FCoE VLANs is limited
to UF links only.

8. You must use separate FCoE VLANs for FCoE in SAN-A and SAN-B.

A remotely connected topology is supported only with Gen-2, Gen-3, and Gen-4 (FIP) CNAs.Note

Guidelines and Limitations
FCoE has the following guidelines and limitations:

• FCoE on Cisco Nexus devices support the Gen-1 (pre-FIP) and Gen-2, Gen-3, and Gen-4 (FIP) CNAs.
FCoE on the Cisco Nexus 2232PP fabric extender (FEX) supports Gen-2 CNAs only.

• Enabling FCoE on VLAN 1 is not supported.

• A combination of straight-through and active-active topologies is not supported on the same FEX.

• Direct connect FCoE (that is, a direct connect to CNAs through a bind interface) is not supported on a
port channel of a Cisco Nexus device or FEX interface if it is configured to have more than one interface.
Direct connect FCoE is supported on port channels with a single link to allow for FCoE from a CNA
connected through a vPC with one 10 GB link to each upstream switch/FEX.

• Do not use MAC address range between 0E.FC.00.xx.xx.xx to 0E.FC.FF.xx.xx.xx over fabricpath, if
FCoE is not used.

For a description of the default quality of service (QoS) policies for FCoE, see the Quality of Service guide
for your device. for the Nexus software release that you are using. The available versions of this document
can be found at the following URL:
http://www.cisco.com/en/US/products/ps9670/products_installation_and_configuration_guides_list.html..

Note
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Configuring FCoE

Configuring QoS
You need to attach the system service policy to configure QoS. The service-policy command specifies the
system class policy map as the service policy for the system.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enters system qos configuration mode.switch(config)# system qosStep 2

Specifies the default FCoE policy map to use
as the service policy for the system. There are
four pre-defined policy-maps for FCoE:

switch(config-sys-qos)# service-policy type
{network-qos | qos | queuing} [input | output]
fcoe default policy-name

Step 3

• service-policy type queuing input
fcoe-default-in-policy

• service-policy type queuing output
fcoe-default-out-policy

• service-policy type qos input
fcoe-default-in-policy

• service-policy type network-qos
fcoe-default-nq-policy

Before enabling FCoE on a Cisco
Nexus device, youmust attach the
pre-defined FCoE policy maps to
the type qos, type network-qos,
and type queuing policy maps.

Note

Enabling FCoE
You can enable FCoE on the switch; however, enabling FCoE on VLAN 1 is not supported.
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All the Fibre Channel features of the Cisco Nexus device are packaged in the FC Plugin. When you enable
FCoE, the switch software checks for the FC_FEATURES_PKG license. If it finds the license, the software
loads the plugin. If the license is not found, the software loads the plugin with a grace period of 180 days.

After the FC Plugin is loaded, the following occurs:

• All Fibre Channel and FCoE-related CLI are available

• The Fibre Channel interfaces of any installed expansion modules are available

If after 180 days, a valid license is not found, the FC Plugin is disabled. At the next switch reboot, all FCoE
commands are removed from the CLI and the FCoE configuration is deleted.

Note

Before you begin

You must have the FC_FEATURES_PKG (N5010SS or N5020SS) license installed.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enables the FCoE capability.switch(config)# feature fcoeStep 2

Example

This example shows how to enable FCoE on the switch:
switch# configure terminal
switch(config)# feature fcoe

Disabling FCoE
After you disable FCoE, all FCoE commands are removed from the CLI and the FCoE configuration is deleted.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Disables the FCoE capability.switch(config)# no feature fcoeStep 2

Example

This example shows how to disable FCoE on the switch:
switch# configure terminal
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switch(config)# no feature fcoe

Disabling LAN Traffic on an FCoE Link
You can disable LAN traffic on an FCoE link.

DCBX allows the switch to send a LAN Logical Link Status (LLS) message to a directly connected CNA.
Enter the shutdown lan command to send an LLS-Down message to the CNA. This command causes all
VLANs on the interface that are not enabled for FCoE to be brought down. If a VLAN on the interface is
enabled for FCoE, it continues to carry SAN traffic without any interruption.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Specifies an interface to configure, and enters
interface configuration mode.

switch(config)# interface ethernet slot/portStep 2

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note

Shuts down Ethernet traffic on the interface. If
the interface is part of an FCoE VLAN, the
shutdown has no impact on the FCoE traffic.

switch(config-if)# shutdown lanStep 3

Reenables Ethernet traffic on the interface.(Optional) switch(config-if)# no shutdown lanStep 4

Configuring the FC-Map

We recommend using the "Mapping a VSAN to a VLAN " method for preserving fabric isolation and leaving
the FC-MAP default.

Note

You can prevent data corruption due to cross-fabric talk by configuring an FC-Map that identifies the Fibre
Channel fabric for this Cisco Nexus device. When the FC-Map is configured, the switch discards the MAC
addresses that are not part of the current fabric.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Configures the global FC-Map. The default
value is 0E.FC.00. The range is from 0E.FC.00
to 0E.FC.FF.

switch(config)# fcoe fcmap fabric-mapStep 2
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PurposeCommand or Action

Resets the global FC-Map to the default value
of 0E.FC.00.

(Optional) switch(config)# no fcoe fcmap
fabric-map

Step 3

Example

This example shows how to configure the global FC-Map:
switch# configure terminal

switch(config)# fcoe fcmap 0x0efc2a

Configuring the Fabric Priority
The Cisco Nexus device advertises its priority. The priority is used by the CNAs in the fabric to determine
the best switch to connect to.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Configures the global fabric priority. The
default value is 128. The range is from 0
(higher) to 255 (lower).

switch(config)# fcoe fcf-priority fabric-priorityStep 2

Resets the global fabric priority to the default
value of 128.

(Optional) switch(config)# no fcoe fcf-priority
fabric-priority

Step 3

Example

This example shows how to configure the global fabric priority:
switch# configure terminal

switch(config)# fcoe fcf-priority 42

Configuring Jumbo MTU
This example shows how to configure the default Ethernet system class to support the jumbo MTU:
switch(config)# policy-map type network-qos jumbo
switch(config-pmap-nq)# class type network-qos class-fcoe
switch(config-pmap-c-nq)# pause no-drop
switch(config-pmap-c-nq)# mtu 2158
switch(config-pmap-nq)# class type network-qos class-default
switch(config-pmap-c-nq)# mtu 9216
switch(config-pmap-c-nq)# exit
switch(config-pmap-nq)# exit
switch(config)# system qos
switch(config-sys-qos)# service-policy type qos input fcoe-default-in-policy
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switch(config-sys-qos)# service-policy type queuing input fcoe-default-in-policy
switch(config-sys-qos)# service-policy type queuing output fcoe-default-out-policy
switch(config-sys-qos)# service-policy type network-qos jumbo

Setting the Advertisment Interval
You can configure the interval for Fibre Channel fabric advertisement on the switch.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Configures the advertisement interval for the
fabric. The default value is 8 seconds. The range
is from 4 to 60 seconds.

switch(config)# fcoe fka-adv-period invervalStep 2

Resets the advertisement interval for the fabric
to its default value of 8 seconds.

(Optional) switch(config)# no fcoe
fka-adv-period interval

Step 3

Example

This example shows how to configure the advertisement interval for the fabric:
switch# configure terminal

switch(config)# fcoe fka-adv-period 42

Verifying the FCoE Configuration
To verify FCoE configuration information, perform one of these tasks:

PurposeCommand

Displays whether FCoE is enabled on the switch.switch# show fcoe

Displays the contents of the FCoE database.switch# show fcoe database

Displays the FCoE settings for an interface or all
interfaces.

switch# show interface [interface number] fcoe

Displays the queue configuration and statistics.switch# show queuing interface[interface
slot/port]

Displays the policy map settings for an interface or all
interfaces.

switch# show policy-map interface[interface
number]

This example shows how to verify that the FCoE capability is enabled:
switch# show fcoe

Global FCF details
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FCF-MAC is 00:0d:ec:6d:95:00

FC-MAP is 0e:fc:00

FCF Priority is 128

FKA Advertisement period for FCF is 8 seconds

This example shows how to display the FCoE database:
switch# show fcoe database

-------------------------------------------------------------------------------

INTERFACE FCID PORT NAME MAC ADDRESS

-------------------------------------------------------------------------------

vfc3 0x490100 21:00:00:1b:32:0a:e7:b8 00:c0:dd:0e:5f:76

This example shows how to display the FCoE settings for an interface.
switch# show interface ethernet 1/37 fcoe

Ethernet1/37 is FCoE UP

vfc3 is Up

FCID is 0x490100

PWWN is 21:00:00:1b:32:0a:e7:b8

MAC addr is 00:c0:dd:0e:5f:76
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C H A P T E R 4
Configuring FCoE VLANs and Virtual Interfaces

This chapter contains the following sections:

• Information About Virtual Interfaces, on page 21
• Guidelines and Limitations for FCoE VLANs and Virtual Interfaces, on page 22
• Configuring Virtual Interfaces, on page 23
• Verifying the Virtual Interface , on page 30
• Mapping VSANs to VLANs Example Configuration , on page 32
• FCoE over Enhanced vPC, on page 33
• SAN Boot with vPC, on page 36

Information About Virtual Interfaces
Cisco Nexus devices support Fibre Channel over Ethernet (FCoE), which allows Fibre Channel and Ethernet
traffic to be carried on the same physical Ethernet connection between the switch and the servers.

The Fibre Channel portion of FCoE is configured as a virtual Fibre Channel interface. Logical Fibre Channel
features (such as interface mode) can be configured on virtual Fibre Channel interfaces.

A virtual Fibre Channel interface must be bound to an interface before it can be used. The binding is to a
physical Ethernet interface (when the converged network adapter (CNA) is directly connected to the Cisco
Nexus device), a MAC address (when the CNA is remotely connected over a Layer 2 bridge), or an
EtherChannel when the CNA connects to the Fibre Channel Forwarder (FCF) over a virtual port channel
(vPC).

VE Port

A virtual expansion (VE) port acts as an expansion port in an FCoE network. VE ports can connect multiple
FCoE switches together in the network. You can bind a VE port to a physical ethernet port or a port channel.

On the Cisco Nexus 5000 and 6000 Series switches, traffic across members of a port channel that a VE_Port
is bound to is load balanced based on SID, DID, and OXID.

In order to enable all links to be used in the port-channel for FCoE traffic, enter the port-channel load-balance
ethernet source-dest-port command to configure 'port-channel load balancing' to 'source-dest-port'. The
configuration 'source-destination-oxid' load balancing is used for FCoE traffic.
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Guidelines and Limitations for FCoE VLANs and Virtual
Interfaces

FCoE VLANs and Virtual Fiber Channel (vFC) interfaces have these guidelines and limitations:

• Each vFC interface must be bound to an FCoE-enabled Ethernet or EtherChannel interface or to the
MAC address of a remotely connected adapter. FCoE is supported on 10-Gigabit Ethernet interfaces.

The Ethernet or EtherChannel interface that you bind to the vFC interface must be configured as follows:

• The Ethernet or EtherChannel interface must be a trunk port (use the switchport mode trunk
command).

• The FCoE VLAN that corresponds to a vFC’s VSAN must be in the allowed VLAN list.

• You must not configure an FCoE VLAN as the native VLAN of the trunk port.

The native VLAN is the default VLAN on a trunk. Any untagged frames transit
the trunk as native VLAN traffic.

Note

• You should use an FCoE VLAN only for FCoE.

• Do not use the default VLAN, VLAN1, as an FCoE VLAN.

• You must configure the Ethernet interface as PortFast (use the spanning-tree port type edge trunk
command).

You are not required to configure trunking on the server interface even if the
switch interface is configured with trunking enabled. All non-FCoE traffic from
the server is passed on the native VLAN.

Note

• The vFC interface can be bound to Ethernet port channels with multiple member ports connected to
FCoE Initialization Protocol (FIP) snooping bridges.

• Each vFC interface is associated with only one VSAN.

• You must map any VSAN with associated vFC interfaces to a dedicated FCoE-enabled VLAN.

• FCoE is not supported on private VLANs.

• If the converged access switches (in the same SAN fabric or in another) need to be connected to each
other over Ethernet links for a LAN alternate path, then you must explicitly configure such links to
exclude all FCoE VLANs from membership.

• You must use separate FCoE VLANs for FCoE in SAN-A and SAN-B fabrics.

• FCoE connectivity to pre-FIP CNAs over virtual port channels (vPCs) is not supported.

• The maximum number of vFCs that can be bound to a port-channel is 48 (24 for the Nexus 6001).
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Virtual interfaces are created with the administrative state set to down. You must explicitly configure the
administrative state to bring the virtual interface into operation.

Note

Configuring Virtual Interfaces

Mapping a VSAN to a VLAN
A unique, dedicated VLAN must be configured at every converged access switch to carry traffic for each
VSAN in the SAN (for example, VLAN 1002 for VSAN 1, VLAN 1003 for VSAN 2, and so on). If Multiple
Spanning Tree (MST) is enabled, a separate MST instance must be used for FCoE VLANs.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enters VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 2

Enables FCoE for the specified VLAN. If you
do not specify a VSAN number, a mapping is

switch(config-vlan)# fcoe [vsan vsan-id]Step 3

created from this VLAN to the VSAN with the
same number.

Configures themapping from this VLAN to the
specified VSAN.

Exits VLAN configuration mode. You must
exit this mode to execute the configured
commands on your Cisco Nexus device.

switch(config-vlan)# exitStep 4

Displays information about the FCoE
configuration for a VLAN.

(Optional) switch(config)# show vlan fcoeStep 5

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 6

Example

This example shows how to map VLAN 200 to VSAN 2:
switch(config)# vlan 200

switch(config-vlan)# fcoe vsan 2
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Creating a Virtual Fibre Channel Interface
You can create a virtual Fibre Channel interface. You must bind the virtual Fibre Channel interface to a
physical interface before it can be used.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Creates a virtual Fibre Channel interface (if it
does not already exist) and enters interface
configuration mode.

switch(config)# interface vfc vfc-idStep 2

The virtual Fibre Channel interface ID range is
from 1 to 8192.

Binds the virtual Fibre Channel interface to the
specified interface.

switch(config-if)# bind {interface {ethernet
slot/port | port-channel channel-number} |
mac-address MAC-address}

Step 3

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note

Unbinds the virtual Fibre Channel interface
from the specified interface.

(Optional) switch(config-if)# no bind
{interface {ethernet slot/port | port-channel
channel-number} |mac-address MAC-address}

Step 4

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note

Deletes a virtual Fibre Channel interface.(Optional) switch(config)# no interface vfc
vfc-id

Step 5

Example

This example shows how to bind a virtual Fibre Channel interface to an Ethernet interface:
switch# configure terminal
switch(config)# interface vfc 4
switch(config-if)# bind interface ethernet 1/4

This example shows how to bind a virtual Fibre Channel interface to a Cisco Nexus 2232PP Fabric
Extender (FEX) Ethernet interface:
switch# configure terminal
switch(config)# interface vfc 1001
switch(config-if)# bind interface ethernet 100/1/1

This example shows how to bind a virtual Fibre Channel interface to create a vPC:
switch# configure terminal
switch(config)# interface vfc 3
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switch(config-if)# bind interface port-channel 1

This example shows how to bind a virtual Fibre Channel interface on a Cisco Nexus 2232PP FEX
to create a vPC:
switch# configure terminal
switch(config)# interface vfc 1001
switch(config-if)# bind interface ethernet 100/1/1

An error message is displayed if you attempt to bind the interface to a Cisco Nexus FEX that does
not support FCoE.

Note

This example shows how to bind a virtual Fibre Channel interface to a MAC address:
switch# configure terminal
switch(config)# interface vfc 2
switch(config-if)# bind mac-address 00:0a:00:00:00:36

This example shows how to bind a virtual Fibre Channel interface to a Cisco Nexus 2232PP FEX
MAC address:
switch# configure terminal
switch(config)# interface vfc 1001
switch(config-if)# bind mac-address 00:01:0b:00:00:02

This example shows how to delete a virtual Fibre Channel interface:
switch# configure terminal
switch(config)# no interface vfc 4

Information about 4 Port vPC
In Cisco Nexus 5600 and 6000 Series Switches, the 4-port vPC provides the capability to associate the vFC
interface to individual member of a port-channel that has multiple member ports.

This feature is supported only for Cisco Nexus 2300 Series Switches that are connected to Cisco Nexus 5600
and 6000 Series Switches.

Note

Guidelines and Limitations
4 port vPC has the following limitations:

• Due to a hardware limitation, this feature is available only on Cisco Nexus 5600 and Cisco Nexus 6000
Series Switches.

• On the Cisco Nexus Series switches, the 4-port VPC feature is available only for 2348UPQ, 2348TQ,
2332TQ Series switches.
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• Total number of port-channels and vFC combined on a given Cisco Nexus 2000 Series switch is limited
to 64.

• Active-Active FEX and two-layer vPC topologies are not supported.

• Straight-Through FEX and Switch vPC topologies are supported.

• In Straight-Through FEX, a Cisco Nexus 2300 FEX is connected to Cisco Nexus 5600 or 6000
series switches.

• In Switch vPC, the host is directly connected to Cisco Nexus 5600 or 6000 series switches.

• 4 port vFC does not support NPV mode, vEth interface, MAC-bound vFC interface, and VE mode.

Configuring vFC Interface
The following steps show how to configure vPC interface to a member port of a multi-member port-channel.

You can un-configure a 4-port vPC only after removingmember ports from port-channel. You can un-configure
only on a single member port-channel.

Note

Procedure

Step 1 Create a multi-member port-channel.
switch(config-vlan)# interface port-channel 500

switch(config-vlan)# [no]fcoe multi-vfc

Step 2 Add individual member port to a multi-member port-channel.
switch(config-vlan)# interface ethernet 100/1/1

switch(config-vlan)# channel-group 500

switch (config)# interface ethernet 100/1/2

switch(config-if)# channel-group 500

Step 3 Associate vPC to a member port of a multi-member port-channel.
switch(config)# interface vfc 10011

switch(config-vlan)# bind interface ethernet 100/1/1

switch(config-vlan)# interface vfc 10012

switch (config)# bind interface ethernet 100/1/2
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Associating a Virtual Fibre Channel Interface to a VSAN
A unique, dedicated VLAN must be configured at every converged access switch to carry traffic for each
Virtual Fabric (VSAN) in the SAN (for example, VLAN 1002 for VSAN 1, VLAN 1003 for VSAN 2, and
so on). If MST is enabled, a separate MST instance must be used for FCoE VLANs.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enters VSAN configuration mode.switch(config)# vsan databaseStep 2

Configures the association between the VSAN
and virtual Fibre Channel interface.

switch(config-vsan)# vsan vsan-id interface
vfc vfc-id

Step 3

The VSAN number must map to a VLAN on
the physical Ethernet interface that is bound to
the virtual Fibre Channel interface.

Disassociates the connection between the
VSAN and virtual Fibre Channel interface.

(Optional) switch(config-vsan)# no vsan
vsan-id interface vfc vfc-id

Step 4

Example

This example shows how to associate a virtual Fibre Channel interface to a VSAN:
switch# configure terminal

switch(config)# vsan database

switch(config-vsan)# vsan 2 interface vfc 4

Creating an Implicit Virtual Fibre Channel Port Channel Interface
You can create a virtual Fibre Channel (vFC), and implicitly bind it to an Ethernet interface or a port-channel
using a single command. For this, the vFC identifier must match the Ethernet interface or port-channel identifier.
The Ethernet interface can be a module (slot or port) or a Fabric Extender (FEX) interface (chassis, slot or
port).

You cannot create an implicit vFC in a breakout port.Note

Configuring virtual Fibre Channel Interface

Before you begin

• Ensure you have installed the correct license for FCoE.

• Ensure you have enabled FCoE.
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Procedure

Step 1 Enter global configuration mode:

switch# configure terminal

Step 2 Create a VFC (if it does not already exist):

Additionally, vfc slot/port binds the vFC to an Ethernet slot/port interface. vfc chassis/slot/port binds the vFC
to a FEX interface.

switch(config) # interface vfc {id | slot/port | chassis/slot/port

Step 3 Bring up the vFC interface:

switch(config-if) # no shutdown

Step 4 Required: Exit the interface configuration mode:

switch(config-if) # exit

Configuring virtual Fibre Channel Interface

This example shows how to implicitly bind a virtual Fibre Channel interface to an Ethernet interface:
switch# configure terminal
switch(config)# interface vfc 101/1/1
switch(config-if)# no shutdown
.
.
.
.
Switch# show interface vfc 101/1/1

vfc101/1/1 is trunking
Bound interface is Ethernet101/1/1
Hardware is Ethernet
Port WWN is 20:00:00:2a:6a:15:d2:7b
Admin port mode is F, trunk mode is on
snmp link state traps are enabled
Port mode is TF
Port vsan is 600
Trunk vsans (admin allowed and active) (1,500,600)
Trunk vsans (up) (600)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1,500)
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
49 frames input, 5516 bytes
0 discards, 0 errors

49 frames output, 5772 bytes
0 discards, 0 errors

last clearing of "show interface" counters Fri Oct 30 06:19:33 2015
Interface last changed at Fri Oct 30 06:19:33 2015

Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide, Release 7.x
28

Configuring FCoE VLANs and Virtual Interfaces
Creating an Implicit Virtual Fibre Channel Port Channel Interface



Configuring virtual Fibre Channel – Port Channel Interface

Procedure

Step 1 Enter global configuration mode:

switch# configure terminal

Step 2 Create a vFC that implicitly binds to the Ethernet port-channel based on its number:

The port number range is from 257 to 4096.

switch(config) # interface vfc-port-channel port number

Step 3 Bring up the vFC port:

switch(config-if) # no shutdown

Step 4 Required: Exit from the current interface configuration mode:

switch(config-if) # exit

Configuring virtual Fibre Channel - Port Channel Interface

The example shows how you can create a vFC-port-channel that implicitly binds to Ethernet
port-channel:
switch# configure terminal
switch(config)# interface vfc-port-channel 300
switch(config-if)# no shutdown
.
.
.
.
switch# show interface vfc-port-channel 258

vfc-po258 is trunking
Bound interface is port-channel258
Hardware is Ethernet
Port WWN is 21:01:8c:60:4f:59:31:3f
Admin port mode is E, trunk mode is on
snmp link state traps are enabled
Port mode is TE
Port vsan is 600
Trunk vsans (admin allowed and active) (1,100,500,600)
Trunk vsans (up) (600)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1,100,500)
1 minute input rate 3448 bits/sec, 431 bytes/sec, 4 frames/sec
1 minute output rate 9064 bits/sec, 1133 bytes/sec, 4 frames/sec
977735 frames input, 77172556 bytes
0 discards, 0 errors

977733 frames output, 205924892 bytes
0 discards, 0 errors

last clearing of "show interface" counters Thu Oct 29 06:35:41 2015
Interface last changed at Thu Oct 29 06:35:41 2015
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Verifying the Virtual Interface
To display configuration information about virtual interfaces, perform one of the following tasks:

PurposeCommand

Displays the detailed configuration of the specified Fibre Channel
interface.

switch# show interface vfc vfc-id

Displays the status of all interfaces.switch# show interface brief

Displays the mapping of FCoE VLANs to VSANs.switch# show vlan fcoe

This example shows how to display a virtual Fibre Channel interface bound to an Ethernet interface:
switch# show interface vfc 3

vfc3 is up

Bound interface is Ethernet1/37

Hardware is Virtual Fibre Channel

Port WWN is 20:02:00:0d:ec:6d:95:3f

Admin port mode is F, trunk mode is on

snmp link state traps are enabled

Port mode is F, FCID is 0x490100

Port vsan is 931

1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec

1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec

0 frames input, 0 bytes

0 discards, 0 errors

0 frames output, 0 bytes

0 discards, 0 errors

Interface last changed at Thu May 21 04:44:42 2009

This example shows how to display a virtual Fibre Channel interface bound to a MAC address:
switch# show interface vfc 1001

vfc1001 is down

Bound MAC is 00:0a:00:00:00:01

Hardware is Virtual Fibre Channel

Port WWN is 23:e8:00:0d:ec:6d:95:3f

Admin port mode is F, trunk mode is on

snmp link state traps are enabled

Port vsan is 901

1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec

1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec

0 frames input, 0 bytes
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0 discards, 0 errors

0 frames output, 0 bytes

0 discards, 0 errors

This example shows how to display the status of all the interfaces on the switch (some output has been removed
for brevity):
switch# show interface brief

-------------------------------------------------------------------------------

Interface Vsan Admin Admin Status SFP Oper Oper Port

Mode Trunk Mode Speed Channel

Mode (Gbps)

-------------------------------------------------------------------------------

fc3/1 1 auto on trunking swl TE 2 --

fc3/2 1 auto on sfpAbsent -- -- --

...

fc3/8 1 auto on sfpAbsent -- -- --

-------------------------------------------------------------------------------

Interface Status IP Address Speed MTU Port

Channel

-------------------------------------------------------------------------------

Ethernet1/1 hwFailure -- -- 1500 --

Ethernet1/2 hwFailure -- -- 1500 --

Ethernet1/3 up -- 10000 1500 --

...

Ethernet1/39 sfpIsAbsen -- -- 1500 --

Ethernet1/40 sfpIsAbsen -- -- 1500 --

-------------------------------------------------------------------------------

Interface Status IP Address Speed MTU

-------------------------------------------------------------------------------

mgmt0 up 172.16.24.41 100 1500

-------------------------------------------------------------------------------

-------------------------------------------------------------------------------

Interface Vsan Admin Admin Status SFP Oper Oper Port

Mode Trunk Mode Speed Channel

Mode (Gbps)

-------------------------------------------------------------------------------

vfc 1 1 F -- down -- -- --

...

This example shows how to display the mapping between the VLANs and VSANs on the switch:
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switch# show vlan fcoe

VLAN VSAN Status

-------- -------- --------

15 15 Operational

20 20 Operational

25 25 Operational

30 30 Non-operational

Mapping VSANs to VLANs Example Configuration
The following example shows how to configure the FCoE VLAN and a virtual Fibre Channel interface:

Procedure

Step 1 Enable the associated VLAN and map the VLAN to a VSAN.
switch(config)# vlan 200

switch(config-vlan)# fcoe vsan 2

switch(config-vlan)# exit

Step 2 Configure the VLAN on a physical Ethernet interface.
switch# configure terminal

switch(config)# interface ethernet 1/4

switch(config-if)# spanning-tree port type edge trunk

switch(config-if)# switchport mode trunk

switch(config-if)# switchport trunk allowed vlan 1,200

switch(config-if)# exit

Step 3 Create a virtual Fibre Channel interface and bind it to a physical Ethernet interface.
switch(config)# interface vfc 4

switch(config-if)# bind interface ethernet 1/4

switch(config-if)# exit

By default, all virtual Fibre Channel interfaces reside on VSAN 1. If the VLAN to VSANmapping
is to a VSAN other than VSAN 1, then proceed to Step 4.

Note

Step 4 Associate the virtual Fibre Channel interface to the VSAN.
switch(config)# vsan database

switch(config-vsan)# vsan 2 interface vfc 4

switch(config-vsan)# exit

Step 5 (Optional) Display membership information for the VSAN.
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switch# show vsan 2 membership
vsan 2 interfaces

vfc 4

Step 6 (Optional) Display the interface information for the virtual Fibre Channel interface.
switch# show interface vfc 4

vfc4 is up
Bound interface is Ethernet1/4
Hardware is Virtual Fibre Channel
Port WWN is 20:02:00:0d:ec:6d:95:3f
Port WWN is 20:02:00:0d:ec:6d:95:3f
snmp link state traps are enabled
Port WWN is 20:02:00:0d:ec:6d:95:3f
APort WWN is 20:02:00:0d:ec:6d:95:3f
snmp link state traps are enabled
Port mode is F, FCID is 0x490100
Port vsan is 931
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
0 frames input, 0 bytes 0 discards, 0 errors
0 frames output, 0 bytes 0 discards, 0 errors
Interface last changed at Thu Mar 11 04:44:42 2010

FCoE over Enhanced vPC
Although Ethernet traffic is dual homed between a FEX and a switch pair in an enhanced vPC topology, FCoE
traffic must be single-homed to maintain SAN isolation. Therefore, while enhanced vPC supports FCoE, a
single homed FEX topology can be a better choice when SAN isolation and high FCoE bandwidth are required.

Consider the following disadvantages of enhanced vPC for a single-homed topology:

• A typical SAN network maintains two fabrics, SANA and SAN B, with traffic isolated between the two.
In an enhanced vPC topology, each switch must be paired (single homed) with a FEX to ensure that
FCoE traffic from one FEX is sent to only one switch, while Ethernet traffic is dual homed between each
FEX and both switches. Because FCoE traffic from the FEX flows to only one switch while Ethernet
traffic flows to both, the traffic load for the FEX uplinks is not evenly balanced.

• In a FEX with eight uplink ports, Ethernet traffic can use all eight ports, while the single-homed FCoE
traffic is limited by this topology to using only four of those ports, restricting the maximum bandwidth
available for FCoE. As a further restriction, the default QoS template for the shared link allocates only
half the link bandwidth to FCoE traffic, with the other half allocated to Ethernet traffic.

• In an enhanced vPC topology with FCoE, the host vPC is limited to two ports, one to each FEX.

The following figure shows the FCoE traffic flow in a systemwith two CiscoNexus 2000 FEXs, each associated
with a different Cisco Nexus device.
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Figure 5: FCoE over Enhanced vPC

Configuring FCoE over Enhanced vPC
FCoE traffic must be single homed to maintain SAN isolation. You must first associate a FEX with only one
switch. When the FEX and switch are associated, you can then create a virtual Fibre Channel (vFC) interface
and bind it to a port.

After pairing the FEX and switch on the first peer, you repeat the configuration on the second peer using a
different port number to ensure SAN traffic isolation. The different configuration will not cause a consistency
error because the FCoE portion of the enhanced vPC configuration is not subject to the vPC consistency check.

Before you begin

Review the limitations in FCoE over Enhanced vPC, on page 33.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enters configuration mode for the specified
FEX.

switch(config) # fex fex-chassis_IDStep 2

The range for fex-chassis_ID is from 100 to
199.

Configures the FEX to send FCoE traffic only
to this switch.

switch(config-fex) # fcoeStep 3

Enters configuration mode for the virtual Fibre
Channel interface. If the interface does not

switch(config-fex) # interface vfc vfc-idStep 4
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PurposeCommand or Action

already exist, this command also creates that
interface.

The range of vfc-id is from 1 to 8192.

Binds the vFC interface to the specified physical
Ethernet interface.

switch(config-if) # bind interface ethernet
[fex-chassis-ID/]slot/port

Step 5

The range for fex-chassis_ID is from 100 to
199. The slot must be 1.For FCoE, the range
for port is from 1 to 32.

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note

Returns the interface to its default operational
state.

switch(config-if) # no shutdownStep 6

Return to privileged EXEC mode.(Optional) switch(config-if) # endStep 7

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config)# copy
running-config startup-config

Step 8

Example

This example shows how to pair each FEX to a switch for FCoE traffic:
nexus5500-sanA# configure terminal
nexus5500-sanA(config) # fex 101
nexus5500-sanA(config-fex) # fcoe
nexus5500-sanA(config-fex) # interface vfc 1
nexus5500-sanA(config-if) # bind interface ethernet 101/1/1
nexus5500-sanA(config-if) # no shutdown
nexus5500-sanA(config-if) # end
nexus5500-sanA# copy running-config startup-config
nexus5500-sanA#

nexus5500-sanB# configure terminal
nexus5500-sanB(config) # fex 102
nexus5500-sanB(config-fex) # fcoe
nexus5500-sanB(config-fex) # interface vfc 1
nexus5500-sanB(config-if) # bind interface ethernet 102/1/1
nexus5500-sanB(config-if) # no shutdown
nexus5500-sanB(config-if) # end
nexus5500-sanB# copy running-config startup-config
nexus5500-sanB#

nexus6000-sanA# configure terminal
nexus6000-sanA(config) # fex 101
nexus6000-sanA(config-fex) # fcoe
nexus6000-sanA(config-fex) # interface vfc 1
nexus6000-sanA(config-if) # bind interface ethernet 101/1/1
nexus6000-sanA(config-if) # no shutdown
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nexus6000-sanA(config-if) # end
nexus6000-sanA# copy running-config startup-config
nexus6000-sanA#

nexus6000-sanB# configure terminal
nexus6000-sanB(config) # fex 102
nexus6000-sanB(config-fex) # fcoe
nexus6000-sanB(config-fex) # interface vfc 1
nexus6000-sanB(config-if) # bind interface ethernet 102/1/1
nexus6000-sanB(config-if) # no shutdown
nexus6000-sanB(config-if) # end
nexus6000-sanB# copy running-config startup-config
nexus6000-sanB#

SAN Boot with vPC
A Cisco Nexus Series switch can use SAN boot if the following conditions are met:

• The FEX that contains the port assigned to the vPC must be associated with the Cisco Nexus switch.

• Only one VFC interface is bound to a vPC member. You cannot bind multiple interfaces to multiple
members.

If you want to ensure backward compatibility for all previous configurations and supported topologies, you
must configure the FEX in a straight-through FEX topology that does not use Enhanced vPC.

Note

SAN Boot with vPC Configuration Example
In this example, virtual Fibre Channel interface 1 is bound to physical Ethernet interface 101/1/1 on Fabric
A and on interface 102/1/1 on Fabric B. The interface is also associated with virtual port channel 1 on both
fabrics.
nexus5500-sanA(config) # interface vfc 1
nexus5500-sanA(config-if) # bind interface eth 101/1/1
nexus5500-sanA(config) # interface eth 101/1/1
nexus5500-sanA(config-if) # channel-group 1 mode active
nexus5500-sanA(config-if) # interface port-channel 1
nexus5500-sanA(config-if) # vpc 1
nexus5500-sanA(config-if) #

nexus5500-sanB(config) # interface vfc 1
nexus5500-sanB(config-if) # bind interface eth 102/1/1
nexus5500-sanB(config) # interface eth 102/1/1
nexus5500-sanB(config-if) # channel-group 1 mode active
nexus5500-sanB(config-if) # interface port-channel 1
nexus5500-sanB(config-if) # vpc 1
nexus5500-sanB(config-if) #

nexus5600-sanA(config) # interface vfc 1
nexus5600-sanA(config-if) # bind interface eth 101/1/1
nexus5600-sanA(config) # interface eth 101/1/1
nexus5600-sanA(config-if) # channel-group 1 mode active
nexus5600-sanA(config-if) # interface port-channel 1
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nexus5600-sanA(config-if) # vpc 1
nexus5600-sanA(config-if) #

nexus5600-sanB(config) # interface vfc 1
nexus5600-sanB(config-if) # bind interface eth 102/1/1
nexus5600-sanB(config) # interface eth 102/1/1
nexus5600-sanB(config-if) # channel-group 1 mode active
nexus5600-sanB(config-if) # interface port-channel 1
nexus5600-sanB(config-if) # vpc 1
nexus5600-sanB(config-if) #

nexus6000-sanA(config) # interface vfc 1
nexus6000-sanA(config-if) # bind interface eth 101/1/1
nexus6000-sanA(config) # interface eth 101/1/1
nexus6000-sanA(config-if) # channel-group 1 mode active
nexus6000-sanA(config-if) # interface port-channel 1
nexus6000-sanA(config-if) # vpc 1
nexus6000-sanA(config-if) #

nexus6000-sanB(config) # interface vfc 1
nexus6000-sanB(config-if) # bind interface eth 102/1/1
nexus6000-sanB(config) # interface eth 102/1/1
nexus6000-sanB(config-if) # channel-group 1 mode active
nexus6000-sanB(config-if) # interface port-channel 1
nexus6000-sanB(config-if) # vpc 1
nexus6000-sanB(config-if) #

Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide, Release 7.x
37

Configuring FCoE VLANs and Virtual Interfaces
SAN Boot with vPC Configuration Example



Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide, Release 7.x
38

Configuring FCoE VLANs and Virtual Interfaces
SAN Boot with vPC Configuration Example



C H A P T E R 5
Configuring Cisco Adapter FEX with FCoE

This chapter contains the following sections:

• Overview, on page 39

Overview
The Cisco Adapter Fabric Extender (FEX) feature allows you to create an FCoE connection to a FEX so that
you can establish an FCoE connection to a server with a virtual interface card (VIC) adapter.

For example, you could use this feature to connect your Nexus switch to a Cisco UCS C-Series Rack-Mount
Server that contains a Cisco UCS P81E Virtual Interface Card, or you could connect it to a third-party server
that has a Broadcom BCM57712 Convergence Network Interface Card (C-NIC) installed.

The switch connects to the FEX through a virtual port channel (vPC) while the FEX connects to the server
using a standard FCoE link between the FEX and the VIC adapter.

Guidelines and Limitations
If you are using Enhanced vPC, the FEX can be associated with one and only one Cisco Nexus fabric for
FCoE forwarding.

If you are using FabricPath, you must use a dedicated link for FCoE traffic.

If you are using a Cisco UCS C-Series Rack-Mount Server with a Cisco UCS P81E Virtual Interface Card
(VIC), you must do the following:

• Configure the VIC in Network Interface Virtualization (NIV) mode, which makes the two unified ports
appear to the system as virtual Host Bus Adapters (vHBAs).

• You cannot connect to the FEX through a VNP port. If this type of connection is used, NIV mode cannot
be enabled on the VIC.

• You must set the NIC mode on the Cisco UCS C-Series Rack-Mount Server to active-standby.
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The HP chassis has internal HP-branded VirtualConnect cards (the specific model is HP VC FlexFabric
10Gb/24-PortModule), which runs its own internal host-hiding NPV processes for both FC and Ethernet sides
of things. Then the external links of that card go upstream to regular Cisco 2232PP FEX's, which are then
attached to our Nexus core.

Note

Configuring Cisco Adapter FEX with FCoE

Procedure

PurposeCommand or Action

Enters global configuration mode.configure terminal

Example:

Step 1

switch# configure terminal
switch(config)#

Installs the virtualization feature set.install feature-set virtualization

Example:

Step 2

switch(config) # install feature-set
virtualization
switch(config) #

Enables the virtualization feature.feature-set virtualization

Example:

Step 3

switch(config) # feature-set
virtualization
switch(config)#

Enters configuration mode for the specified
FEX.

fex fex-chassis-ID

Example:

Step 4

The range for fex-chassis_ID is from 100 to
199.

switch(config) # fex 101
switch(config-fex) #

Enables Fibre Channel over Ethernet traffic
on the FEX.

fcoe

Example:

Step 5

switch(config-fex) # fcoe
switch(config-fex) #

Enters configuration mode for the specified
Ethernet interface.

interface ethernet [fex-chassis-ID/slot/port]

Example:

Step 6

The range for fex-chassis-ID is from 100 to
199. The slot For FCoE, the range for port is
from 1 to 32.

switch(config-fex)# interface ethernet
101/1/1
switch(config-if)#

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note
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PurposeCommand or Action

Configures the interface in port mode.switchport mode vntag

Example:

Step 7

switch(config-if) # switchport mode
vntag
switch(config-if) #

Creates a virtual Ethernet interface and enters
configuration mode for that interface.

interface vethernet veth-id

Example:

Step 8

The range of veth-id is from 1 to 1,048,575.switch(config-if) # interface vethernet
2
switch(config-if) # If you have two Cisco Nexus

Series switches configured for
redundancy, the virtual Ethernet
interface ID must be unique on
each switch.

Note

Binds the specified Ethernet interface to the
specified port channel.

bind interface ethernet
[fex-chassis-ID/]slot/port channel channel-no

Step 9

Example: The range for fex-chassis-ID is from 100 to
199. The slot must be 1. For FCoE, the rangeswitch(config-if) # bind interface

ethernet 101/1/1 channel 1
switch(config-if) #

for port is from 1 to 32. The range for
channel-no is from 1 to 4096.

If this is a 10G breakout port, the
slot/port syntax is
QSFP-module/port.

Note

Configures the interface as a trunk port or an
access port.

switchport mode {trunk|access}

Example:

Step 10

switch(config-if) # switchport mode
trunk
switch(config-if) #

If you configured the interface as a trunk port,
use this command to specify the VLAN for
FCoE traffic.

(Optional) switchport trunk allowed vlan
vlan-ID

Example:

Step 11

The range for vlan-ID is from 1 to 4094, except
for the VLANs reserved for internal use.

switch(config-if) # switchport trunk
allowed vlan 33
switch(config-if) #

If you configured the interface as an access
port, use this command to specify the VLAN
for FCoE traffic.

(Optional) switchport access vlan vlan-ID

Example:
switch(config-if) # switchport access
vlan 33
switch(config-if) #

Step 12

Creates a virtual Fibre Channel interface on
the switch and enters configuration mode.

interface vfc vfc-id

Example:

Step 13
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PurposeCommand or Action

The range of vfc-id is from 1 to 8192.switch(config-if) # interface vfc 4
switch(config-if) #

Binds the virtual Fibre Channel interface to
the specified virtual Ethernet interface.

bind interface vethernet veth-num

Example:

Step 14

The range of veth-num is from 1 to 1048575.switch(config-if) # bind interface veth
2
switch(config-if) #

Returns the interface to its default operational
state.

no shutdown

Example:

Step 15

switch(config-if) # no shutdown
switch(config-if) #

Example

This example show how to configure Cisco Adapter FEX with FCoE on SAN fabric A using FEX
101 and the Ethernet interface on channel 1 configured as a trunk port.
nexus5500-sanA(config)#configure terminal
nexus5500-sanA(config)# install feature-set virtualization
nexus5500-sanA(config)# feature-set virtualization
nexus5500-sanA(config)# fex 101
nexus5500-sanA(config-fex)# fcoe
nexus5500-sanA(config-fex)# interface ethernet 101/1/1
nexus5500-sanA(config-if)# switchport mode vntag
nexus5500-sanA(config-if)# interface veth 2
nexus5500-sanA(config-if)# bind interface eth 101/1/1 channel 1
nexus5500-sanA(config-if)# switchport mode trunk
nexus5500-sanA(config-if)# switchport trunk allowed vlan 33
nexus5500-sanA(config-if)# interface vfc 4
nexus5500-sanA(config-if)# bind interface veth 2
nexus5500-sanA(config-if)# no shutdown

nexus6000-sanA(config)#configure terminal
nexus6000-sanA(config)# install feature-set virtualization
nexus6000-sanA(config)# feature-set virtualization
nexus6000-sanA(config)# fex 101
nexus6000-sanA(config-fex)# fcoe
nexus6000-sanA(config-fex)# interface ethernet 101/1/1
nexus6000-sanA(config-if)# switchport mode vntag
nexus6000-sanA(config-if)# interface veth 2
nexus6000-sanA(config-if)# bind interface eth 101/1/1 channel 1
nexus6000-sanA(config-if)# switchport mode trunk
nexus6000-sanA(config-if)# switchport trunk allowed vlan 33
nexus6000-sanA(config-if)# interface vfc 4
nexus6000-sanA(config-if)# bind interface veth 2
nexus6000-sanA(config-if)# no shutdown

This example shows how to configure Cisco Adapter FEX with FCoE on SAN fabric B using FEX
102 and Ethernet interface on channel 2 as an access port:
nexus5500-sanB(config)#configure terminal
nexus5500-sanB(config)# install feature-set virtualization
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nexus5500-sanB(config)# feature-set virtualization
nexus5500-sanB(config)# fex 102
nexus5500-sanB(config-fex)# fcoe
nexus5500-sanB(config-fex)# interface ethernet 102/1/1
nexus5500-sanB(config-if)# switchport mode vntag
nexus5500-sanB(config-if)# interface veth 5
nexus5500-sanB(config-if)# bind interface eth 102/1/1 channel 2
nexus5500-sanB(config-if)# switchport mode access
nexus5500-sanB(config-if)# switchport access vlan 40
nexus5500-sanB(config-if)# interface vfc 6
nexus5500-sanB(config-if)# bind interface veth 5
nexus5500-sanB(config-if)# no shutdown

nexus6000-sanB(config)#configure terminal
nexus6000-sanB(config)# install feature-set virtualization
nexus6000-sanB(config)# feature-set virtualization
nexus6000-sanB(config)# fex 102
nexus6000-sanB(config-fex)# fcoe
nexus6000-sanB(config-fex)# interface ethernet 102/1/1
nexus6000-sanB(config-if)# switchport mode vntag
nexus6000-sanB(config-if)# interface veth 5
nexus6000-sanB(config-if)# bind interface eth 102/1/1 channel 2
nexus6000-sanB(config-if)# switchport mode access
nexus6000-sanB(config-if)# switchport access vlan 40
nexus6000-sanB(config-if)# interface vfc 6
nexus6000-sanB(config-if)# bind interface veth 5
nexus6000-sanB(config-if)# no shutdown
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C H A P T E R 6
Configuring Cisco Unified FEX Nexus 2348UPQ
with Fiber Channel Interfaces

This chapter provides details about configuring native fiber channels on Cisco Nexus 2348UPQ FEX, and
contains the following sections:

• Information About Fiber Channel Ports on Cisco Nexus 2348UPQ, on page 45
• Topologies for Fiber Channel-FEX, on page 47
• Configuring Fibre Channel-FEX Ports on Cisco Nexus 2348UPQ, on page 48

Information About Fiber Channel Ports on Cisco Nexus 2348UPQ
Cisco Nexus 2348UPQ FEX ASIC supports native FC ports. This feature was introduced in 7.3(0)N1(1).

There are 48 host Interface (HIF) ports and six 40-G Network Interface (NI) ports. HIF ports are unified ports
that enable a combination of 1 or 10-G Ethernet and 2, 4, 8, or 16G FC interfaces. You can convert and use
the HIF ports as FC ports. You can configure the HIF ports to run 2, 4, 8, or 16-G FCs.

Save the port type configuration (port type FC or Ethernet) on the switch. After port type conversion, reload
the FEX for the configuration to be downloaded and the conversion to take effect. If the ports are of FC type,
only mode F is supported.

If you reload only the switch, the FEX will not be reloaded. The port type conversion will not take place on
the FEX unless you reload the FEX.

Note

The FC ports on Nexus 2348UPQ are supported only on the Cisco Nexus 5600 switches.

Guidelines and Limitations
Cisco Nexus 2348UPQ FEX with FC interfaces has the following guidelines and limitations:

• FEX number (ID) range is from 100 to 130.

• You can configure only odd-numbered HIF ports for the 16-G FC. The adjacent even-numbered ports
must be changed to the out-of-service state.
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• When there is a combination of both FC and Ethernet ports, there can only be one set of contiguous FC
ports and one set of contiguous Ethernet ports. The FC ports should be the first set of ports. FC ports
always start from port 1.

• FC ports must be configured in groups of 4 ports.

• When the speed is Auto, the 16-G port comes up at 8-G speed. For the ports to come up at 16-G speed,
use the switchport speed 16000 command to explicitly set the speed to 16-G.

• Configuration of the FC-HIF ports must be the same in both the primary and the secondary virtual
PortChannel (vPC) switches. For example, the port speed, port mode, port vSAN and so on.

• Any port range that is not explicitly configured with a port type is set to the other type on reload. For
example, if ports 25 to 48 are explicitly configured as Ethernet, then ports 1 to 24 will be set to type FC
on reload.

• In the Active-Active FEX configuration with FC ports, the port-conversion CLI should be configured
on both the vPC peer switches.

• You cannot connect the NPV or NPIV device to the FC ports in the Cisco N2348UPQ FEX, but you can
connect it directly to the the NPIV enabled parent switch of the Cisco Nexus 2348UPQ FEX.

• We recommend that you operate the uplink port at 40-G speed. If you use the uplink in 10-G mode there
will be over subscription.

• When an odd-numbered HIF port is configured as 16-G FC, the even-numbered HIF port next to it cannot
be used either as an Ethernet port or as an FC port. For the FC-FEX HIF odd-numbered port to operate
at 16 Gbps speed, you must place the immediately succeeding even-numbered port in the ' out-of-service
’ state. This restriction does not apply for 2, 4, or 8-G speed.

• Interface-based zoning using FC-FEX ports is not supported.

• F-port trunking and F-port channel are not supported on FC-FEX ports.

• For FC traffic, only Source IDentifier (SID) / Destination IDentifier (DID) based load-balancing is
supported.

Fiber Channel Port Representation
The FC HIF ports on the FEX are represented on the switch through the following parameters:
fc FEX number/mod-number/port-number
For example, fc 100/1/1

Buffer-to-Buffer Credits
Buffer-to-buffer credits (BB_credits) are a flow-control mechanism to ensure that Fibre Channel interfaces
do not drop frames. BB_credits are negotiated on a per-hop basis.

The default value of receive BB_credit is 32 and the maximum value is 128. The range is from 1 to 128.

Supported Small Form-Factor Pluggable (SFP)
The supported SFPs are: DS-SFP-FC16G-SW, DS-SFP-FC8G-SW, and DS-SFP-FC4G-SW.
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SPAN Destinations for Fiber Channel-FEX Ports
SPAN destinations refer to the interfaces that monitor source ports. The Cisco Nexus 5600 Series switch
supports Ethernet and Fibre Channel interfaces as SPAN destinations.

Table 2: SPAN Source and Destination

Destination SPANSource SPAN

Ethernet (Base Port)Fibre Channel (HIF Port)

Ethernet (HIF Port)Fibre Channel (HIF Port)

Topologies for Fiber Channel-FEX
The FC-FEX HIF ports can only be connected to FC devices and run as mode F. The Cisco Nexus 5600
switches connected to FEX N2348UPQ could either run in the Switching mode or the N Port Virtualization
(NPV) mode.

Straight-Through FEX

In the Straight-Through FEX topology, each FEX has one parent or a master switch which sends the port
configuration to the FEX. On the switch, the FEX is first made FCoE operational. After which the FEX is
attached to the switch and reloaded with the port configuration sent from the switch.

Figure 6: Straight-Through FEX

Active-Active FEX

In an Active - Active topology, each FEX is connected to two switches. The switch that connects to the FEX
and configures FCoE first, becomes the primary or the master switch for the FEX. The master switch owns
the FEX and the switch ID of the master switch is stored on the FEX.
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Figure 7: Active-Active FEX

In the Active-Active FEX configuration with FC ports, the port-conversion CLI should be configured on both
the virtual PortChannel (vPC) peer switches.

Note

The following scenario is not supported:

Figure 8: Scenario Not Supported

Configuring Fibre Channel-FEX Ports on Cisco Nexus 2348UPQ
Cisco Nexus 2348UPQ Fabric Extender (FEX) ASIC supports native Fiber Channel (FC) ports. This feature
was introduced in 7.3(0)N1(1).

Perform the following task to configure the Fibre Channel-FEX ports on Cisco Nexus 2348UPQ.
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Before you begin

• You must enable FCoE using the feature fcoe command.

• You must enable Fabric Extender (FEX) feature using the feature fex command.

For information on how to bring a FEX up, see the Cisco Nexus 5600 Series NX-OS Layer 2 Switching
Configuration Guide, Release 7.x guide.

Procedure

Step 1 Enter global configuration mode:

switch# configure terminal

Step 2 Required: Enter configuration mode for the specified FEX:

switch(config)# fex number

For FC-FEX support the FEX number range is from 100 to 130.

Step 3 Specify the range of ports that need to be converted to FC ports:

switch(config-fex)# port port-number type fc

The port numbers should always be in multiples of four. The FC port must be configured from port 1.

This command is accepted only when the FEX state is ONLINE.Note

Step 4 Required: End the current configuration session and exit to EXEC mode:

switch(config-fex)# end

Step 5 Reload the specified FEX:

switch# reload fex number

Step 6 Enter global configuration mode:

switch# configure terminal

Step 7 Change the succeeding even port to the 'out-of-service' state for the port to operate in 16000 Mbps speed:

switch(config)# interface fc fex number/slot/port

switch(config-if)# out-of-service

Putting an interface out-of-service will cause its shared resource configuration to revert to default.

Do you wish to continue(y/n)? [n] y

When the odd numbered HIF port is configured as 16G FC, the even-numbered HIF port next to
it cannot be used either as Ethernet port or as an FC port. For the FC-FEXHIF odd port to operate
the 16000 Mbps speed, you must place the first immediately succeeding even port in the
'out-of-service' state. This restriction does not apply for 2/4/8G speed.

Note

Step 8 Select the Fibre Channel interface and enter the interface configuration mode:

switch(config-if)# interface fc fex number/slot/port
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Step 9 Configure the port speed:

switch(config-if)# switchport speed { 1000 | 16000 | 2000 | 4000 | 8000 | auto }

The default value is auto. When value of speed is auto, the port auto max speed is 8000 Mbps. The speed
should be explicitly configured for 16000 Mbps.

FEX FC port does not support speed 1000.Note

Step 10 Configure the port mode:

switch(config-if)# switchport mode { E | F | NP | SD | auto }

The default mode is Auto. When the conversion is done, the port will come up in mode F automatically.
Although other switchport modes can be configured, only mode F is supported.

Step 11 Configure the receive BB_credit for the port:

switch(config-if)# switchport fcrxbbcredit credit

The range is from 1 to 128.

Configuring Fiber Channel-FEX on Cisco Nexus 2348UPQ

This example shows a running configuration, followed by a verification command that displays the
FC-FEX configuration details. Replace the placeholders with relevant values for your setup.
switch# configure terminal
switch(config)# fex 100
switch(config-fex)# port 1-8 type fc
switch (config-fex)# end
switch# reload fex 100
switch# configure terminal
switch(config)# interface fc100/1/2
switch(config-if)out-of-service
switch(config-if)# interface fc 100/1/1
switch(config-if)# switchport speed 16000
switch(config-if)# switchport mode auto
switch(config-if)# switchport fcrxbbcredit 100
.
.
.
.
switch# show interface fc 100/1/1

fc100/1/1 is up
switch# show interface fc 100/1/1
Fc100/1/1 is up

Hardware is Fibre Channel, SFP is short wave laser w/o OFC (SN)
Port WWN is 2d:01:8c:60:4f:36:a4:40
Admin port mode is auto, trunk mode is on
snmp link state traps are enabled
Port mode is F, FCID is 0x4105c0
Port vsan is 1001
Speed is 16 Gbps
Transmit B2B Credit is 32
Receive B2B Credit is 32
Receive data field Size is 2112
Beacon is turned off
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
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1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
470139527 frames input, 1006098506128 bytes
0 discards, 0 errors
0 CRC, 0 unknown class
0 too long, 0 too short

452260180 frames output, 967469790688 bytes
0 discards, 0 errors

2385 input OLS, 1 LRR, 0 NOS, 0 loop inits
227 output OLS, 3 LRR, 2276 NOS, 0 loop inits

last clearing of "show interface" counters never
32 receive B2B credit remaining
32 transmit B2B credit remaining
0 low priority transmit B2B credit remaining

Interface last changed at Tue Aug 7 10:15:57 2001
.
.
.
.
switch# show fex fcid-hash-info

FEX INTERFACE VSAN FCID Fabric Port FEX Uplink (Port Name)
100 fc125/1/1 1001 0x410620 Eth8/7 9 (2/1)
.
.
.
.

switch# show fex 100 fcid-hash-info

FEX INTERFACE VSAN FCID Fabric Port FEX Uplink (Port Name)
100 fc125/1/1 1001 0x410620 Eth8/7 9 (2/1)
.
.
.
.
switch# show fex 100 fcid-hash-info fcid 0x410620
FEX INTERFACE VSAN FCID Fabric Port FEX Uplink (Port Name)
125 fc125/1/1 1001 0x410620 Eth8/7 9 (2/1)

Use the show fex fcid-hash-info command to display the FEX uplink information for each FCID
traffic flow.

Note

Configuring Active-Active FEX

Before you begin

Configure vPC on both the switches (Switch 1 and Switch 2). To configure vPC, refer to the steps described
in the Cisco Nexus 5000 Series Switches Virtual PortChannel Quick Configuration Guide.

Procedure

Step 1 Required: On Switch 1, enter global configuration mode:
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switch1# configure terminal

Step 2 On Switch 1, enter configuration mode for the specified FEX:

switch1(config)# fex number

For FC-FEX support the FEX number range is from 100 to 130.

Step 3 Required: Specify the range of ports that need to be converted to FC ports:

switch1(config)# port port-number type fc

The port numbers should always be in multiples of four. The FC port must be configured from port 1.

This command is accepted only when the FEX state is ONLINE.Note

In the active-active topology, you must configure the port type CLI in both the switches (vPC
peers) before reloading the FEX.

Note

Step 4 Enable Fibre Channel over Ethernet traffic on the FEX:

switch1(config)# fcoe

Step 5 On Switch B, perform Step 1 to Step 4.
Step 6 On Switch 1, reload the specified FEX:

switch1(config)# reload fex number

For FEX interface related configuration, refer to the configuration steps in Configuring Fibre
Channel-FEX Ports on Cisco Nexus 2348UPQ, on page 48.

Note

Configuring Active-Active FEX

This example shows you how to display information about the FEX configuration.

switch# show fex

FEX FEX FEX FEX Fex
Number Description State Model Serial
------------------------------------------------------------------------------------------------------------------
120 FEX0120 Online N2K-C2348UPQ FOC1818R2MF
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C H A P T E R 7
Configuring Dynamic FCoE Using FabricPath

This chapter contains the following sections:

• Information About Dynamic FCoE Using FabricPath, on page 53
• Prerequisites for Dynamic FCoE Using FabricPath, on page 57
• Guidelines and Limitations for Dynamic FCoE Using FabricPath, on page 57
• Configuration Topology Example, on page 58
• Configuring Dynamic FCoE Using FabricPath, on page 59
• Instantiation and Initialization of Dynamic VFC, on page 64
• Verifying the Dynamic FCoE Using FabricPath Configuration, on page 65
• Configuration Output Examples for Dynamic FCoE Using FabricPath, on page 70

Information About Dynamic FCoE Using FabricPath
Fibre Channel over Ethernet (FCoE) enables I/O consolidation. It permits both LAN and SAN traffic to coexist
on the same switch and the same wire. This feature enables you to consolidate multiple separate networks
into a single converged infrastructure.

Key values of I/O consolidation using traditional FCoE are as follows:

• Elimination of separate network infrastructures for SAN and LAN traffic.

• Reduction in hardware requirements, such as cabling and server interface cards (NICs and HBAs), and
lowering capital expense.

• Reduction in power and cooling requirements for fewer physical assets.

• Increasing deployment agility for multiprotocol networks, which preserves long-term investments while
preparing for future uncertainty in protocol needs.

By using FabricPath Ethernet technology, you can take FCoE consolidation even further:

• Create a logical, rather than physical, SAN A/B separation.

• Efficiently load balance multiprotocol traffic within the data center.

• Dynamically establish relationships between switches, reducing the possibility for human error during
configurations.

• Improved high availability percentages as the scale increases.
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The FabricPath architecture provides an inherent multipath capability with redundancy to handle node failures.
Fabric level redundancy is provided through a double fabric model (SAN A/SAN B). The separation of the
two SANs is logically implemented as two different VSANs that map to two different VLANs (VLAN A and
B). Fibre channel traffic in SAN A becomes the FCoE traffic in VLAN A, the Fiber Channel traffic in SAN
B becomes the FCoE traffic in VLAN B, and the LAN traffic is carried on one or more additional VLANs
over the converged Ethernet infrastructure. In this logical environment, the VSAN A/VSAN B configuration
protects against fabric-wide control plane failures.

The traditional method of hosts that connect to two separate SANs is still supported with the FCoE over
FabricPath architecture. The host is connected to two different leaf nodes that host a disjointed set of VSANs.
Beyond these leaf nodes, the fabric is converged on the same infrastructure, but the host continues to see two
SAN fabrics.

The following figure shows a FabricPath topology with n spines (S) andm leafs (L). Them leafs communicate
to each other through the n spines using FabricPath encapsulation.

Figure 9: FabricPath Topology

FCoE creates an overlay of FCoE virtual links on top of the underlying Ethernet topology, irrespective of
how that Ethernet topology is constructed and which protocol is used to compute the MAC address routes.

In a dynamic FCoE environment, the topology is developed using the leafs as FCoE Forwarder (FCF) switches
that are forwarded through transparent spines.

FCoE hosts and FCoE storage devices are connected to a FabricPath topology through the leaf switches. In
this configuration, only the leaf switches perform FCoE forwarding (only the leaf switches behave as FCFs);
the spine switches just forward MAC-in-MAC encapsulated Ethernet frames that are based on the outer
destination MAC address.

The following figure shows the logical FCoE overlay topology of VE_Port to VE_Port virtual links on a
FabricPath topology.
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Figure 10: FCoE Overlay of VE_Port to VE_Port Virtual Links

Only the FCFs, that are implemented by the leaf switches are part of this overlay topology. This topology is
seen by Fabric Shortest Path First (FSPF), for each FCoE VLAN. FSPF computes over which virtual link to
forward an FCoE frame based on its DomainID (D_ID). A virtual link is uniquely identified by the pair of
MAC addresses associated with the two VE_Ports logically connected by it. Identifying the virtual link is
equivalent to identifying which MAC addresses to use for the FCoE encapsulation on the transport network.

Use Lm as the number of leafs that are feature enabled. The feature might not be enabled on all leafs. The
FCoE mesh is basically the leafs where FCoE or FabricPath is enabled.

SAN A/B Separation
For Dynamic FCoE, SAN A/B separation is realized in a logical manner across the backbone. As shown in
the following illustration, physical SAN A/B separation is maintained from the FCF leafs to the end devices.
Beyond the leafs, FCoE traffic for SANs A and B are carried by FabricPath Equal Cost Multipathing (ECMP)
links across all spines, maintaining logical SAN A/B separation.
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Figure 11: Physical Topology Diagram

In the previous figure, the physical connectivity for the topology follows typical leaf/spine CLOS architectural
best practices. Logically, SAN A and SAN B are isolated at the Top of Rack (ToR) switches physically. Once
the traffic enters the FabricPath network, the storage traffic is logically separated (see the following figure)
across the network where it is physically separated once more to the storage device edge.

Figure 12: Logical Topology Diagram

Dynamic FCoE gains the additional redundancy that is inherent in the FabricPath network by using the
increased spine connectivity. A larger network with a large number of spines means increased reliability and
stability for the storage network. This is achieved while retaining the best practices requirements for storage
environments.
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Load-Balancing FCoE Traffic on a Dynamic VFC
FabricPath provides redundant paths between a source and destination. Because FCoE traffic traverses the
FabricPath network with one or more FCoE and non-FCoE nodes (spines, leafs), you must ensure in-order
delivery through proper port-channel hashing across the redundant paths. All FabricPath nodes have port-channel
hashing enabled that includes the exchange ID. Traffic from a single flow always traverses through only one
set of nodes through the network to maintain in-order delivery.

Supported Dynamic FCoE Using FabricPath Topologies
The supported topologies for Dynamic FCoE Using FabricPath are as follows:

• FCoE devices that are directly connected to an FCF leaf

• Traditional FCoE VE_Port connectivity to an FCF leaf

• Legacy FC fabric connected to an FCF leaf

• NPV and FCoE NPV devices that are connected to an FCF leaf

• Native FC devices that are directly connected to an FCF leaf

Although physical separation is possible through a multi-topology configuration of FabricPath, it is not
required.

Note

Prerequisites for Dynamic FCoE Using FabricPath
Dynamic FCoE prerequisites are as follows:

• You must enable FabricPath.

• You must enable feature fcoe for the FCF leafs.

• You must assign the highest FabricPath cost to the MCT if there is a vPC+ MCT on the FCF leafs.

•
• You must enable mode fabric path on the VLANs that are mapped to VSANs in all the leaf nodes.

Guidelines and Limitations for Dynamic FCoE Using FabricPath
Dynamic FCoE Using FabricPath has the following guidelines and limitations:

• You must enable feature FCoE on the FabricPath leaf node.

• You must enable mode FabricPath on FCoE VLANs used for storage traffic.

• The minimum number of switches for a FabricPath deployment is one switch. However, if you are going
to have a separation of SAN A/B, you need to have two spine switches. Otherwise, there is no separation
at all.
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• You must statically define the FabricPath switch ID. Changing a switch ID is required for a dynamic
vFC. Some traffic loss might occur during a switch ID change.We recommend that you statically configure
switch IDs.

• A multichassis EtherChannel trunk (MCT) must be of the highest Intermediate System-to-Intermediate
System (IS-IS) cost which is 16777215. FCoE VLANs do not come up as an MCT. Fabric IS-IS should
be high so that FCoE/FTP traffic does not go through.

• You should ensure the following:

• Define the FCoE VLAN in a separate topology and explicitly prune the MCT links.

• Configure a higher cost on MCT to avoid using it for regular forwarding.

• Shutting a VFC dynamically is not recommended because a Layer 2 Multipathing (L2MP) loop might
occur and result in traffic loss.

• If you want to take a certain data path for a VSAN, use a FabricPath multitopology in the Dynamic FCoE
Using FabricPath topology.

Configuration Topology Example
The following figure represents the configuration example that will be described in the following sections.

Figure 13: Configuration Example

The component labels in the previous diagram are for illustrative purposes only.Note
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Configuring Dynamic FCoE Using FabricPath
Procedure

Step 1 Establish the FabricPath infrastructure.

All spines and leafs must have FabricPath infrastructure configured. See Configuring All Leafs in the FabricPath
Topology, on page 60.

Step 2 Configure spines for FCoE traffic.

See Configuring All Leafs in the FabricPath Topology, on page 60

Step 3 Configure non-FCoE leafs for FCoE traffic.

A leaf needs this configuration for failover cases. See Configuring All Leafs in the FabricPath Topology, on
page 60.

Step 4 Configure leafs for FCoE (FCF) processing.

A leaf needs this configuration for failover cases.

a. See Configuring FCF Leafs, on page 61.

b. See Configuring FCoE and FabricPath-Enabled VLANs, on page 62.

If vPC or vPC+ was enabled on the leaf, follow the steps at Increasing the FabricPath Cost
for a vPC+ Peer Link for FCF Leafs, on page 63.

Note

Step 5 Configure ports on leafs for FC/FCoE.

If vPC or vPC+ is enabled, follow the steps at Increasing the FabricPath Cost for a vPC+ Peer Link for FCF
Leafs, on page 63.

Enabling FabricPath

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Installs the FabricPath feature set on the switch.switch(config)# install feature-set fabricpathStep 2

Enables the FabricPath feature set on the switch.switch(config)# feature-set fabricpathStep 3

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config)# copy
running-config startup-config

Step 4
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Example

This example shows how to enable FabricPath:
switch# configure terminal
switch(config)# install feature-set fabricpath
switch(config)# feature-set fabricpath
switch(config)# copy running-config startup-config

Configuring All Leafs in the FabricPath Topology
Quality of Service (QoS) settings are enabled on the spine. FCFs are not being established.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Installs the FabricPath feature set on the
switch.

switch(config)# install feature-set fabricpathStep 2

Enables the FabricPath feature set on the
switch.

switch(config)# feature-set fabricpathStep 3

Enters system class configuration mode.switch(config)# system qosStep 4

Sets up the service policy for the system to
specify the default policymap for FCoE traffic.

switch(config-sys-qos)# service-policy type
{network-qos | qos | queuing} [input |
output] fcoe-default-policy-name

Step 5

Four predefined policy-maps for FCoE are as
follows:

• service-policy type qos input
fcoe-default-in-policy

• service-policy type queuing input
fcoe-default-in-policy

• service-policy type queuing output
fcoe-default-out-policy

• service-policy type network-qos
fcoe-default-nq-policy

Before enabling FCoE on a Cisco
Nexus device, you must attach
the predefined FCoE policymaps
to the type qos, type
network-qos, and type queuing
policy maps.

Note

Enters VLAN configurationmode. TheVLAN
number range is from 1 to 4096.

switch(config-sys-qos)# vlan vlan-idStep 6
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PurposeCommand or Action

Configures the VLANs as FabricPath VLANs.switch(config-vlan)# mode fabricpathStep 7

Enters interface configuration mode and
specifies the interfaces that you want to
configure as FabricPath.

switch(config-vlan)# interface [ethernet
slot/port | port-channel channel-no]

Step 8

The port number within a particular slot can
be from 1 to 128.

The port channel number assigned to the
EtherChannel logical interface can be from 1
to 4096.

Specifies interfaces as FabricPath ports.switch(config-if)# switchport mode
fabricpath

Step 9

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 10

Configuring FCF Leafs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enables the FCoE capability.switch(config)# feature fcoeStep 2

Configures the advertisement interval for the
fabric. The default value is 8 seconds. The range
is from 4 to 60 seconds.

switch(config)# fcoe fka-adv-period intervalStep 3

Configures the switch ID. The range is from 1
to 4094.

switch(config)# fabricpath switch-id
switch-id-value

Step 4

Enters VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 5

Enters VSAN configuration mode.switch(config)# vsan databaseStep 6

Configures VSAN.switch(config-vsan-db)# vsan vsan-idStep 7

Displays information about the vPC.switch(config-vsan-db)# show vpcStep 8

If vPC is enabled, perform the
following procedure at Increasing
the FabricPath Cost for a vPC+
Peer Link for FCF Leafs, on page
63.

Note
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PurposeCommand or Action

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config)# copy
running-config startup-config

Step 9

Example

This example shows how to configure FCF leafs:
switch# configure terminal
switch(config)# feature fcoe
switch(config)# fcoe fka-adv-period 20
switch(config)# fabricpath switch-id 5
switch(config)# vlan 100

switch(config-vsan-db)# vsan database
switch(config-vsan-db)# vsan 100
switch(config)# show vpc

Configuring FCoE and FabricPath-Enabled VLANs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enters VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 2

Enables FCoE for the specified VLAN. If you
do not specify a VSAN number, a mapping is

switch(config-vlan)# fcoe [vsan vsan-id]Step 3

created from this VLAN to the VSAN with the
same number.

Configures themapping from this VLAN to the
specified VSAN.

Example

This example shows how to configure FCoE and FabricPath-Enabled VLANs:
switch# configure terminal
switch(config)# vlan 100
switch(config-vlan)# fcoe vsan 10
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Defining FabricPath VLANs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enter VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 2

Configures the operational mode of the VLAN.switch(config-vlan)# mode fabricpathStep 3

Example

This example shows how to define a FabricPath VLAN:
switch# configure terminal
switch(config)# vlan 100
switch(config-vlan)# mode fabricpath
switch(config-vlan)# copy running-config startup-config

Increasing the FabricPath Cost for a vPC+ Peer Link for FCF Leafs

Procedure

PurposeCommand or Action

Based on the output of the show vpc command,
you have three options:

switch# show vpcStep 1

• If the show vpc command is not available,
do not continue with this procedure.

• If vPC+ is not in the command output, do
not continue with this procedure.

• If vPC+ is in the command output, perform
the remaining steps in this procedure.

Enters global configuration mode.switch# configure terminalStep 2

Enters interface configuration mode and
specifies the interfaces that you want to
configure as FabricPath.

switch(config)# interface [ethernet slot/port |
port-channel channel-no]

Step 3

The port number within a particular slot can be
from 1 to 128.

The port channel number assigned to the
EtherChannel logical interface can be from 1
to 4096.
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PurposeCommand or Action

Configures the metric for the MCT interface.
You must set the default-metric to 16777215.

switch(config-if)# fabricpath isis metric
default-metric

Step 4

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 5

Example

This example shows how to increase the FabricPath for a vPC+ peer link:
switch# show vpc
switch# configure terminal
switch(config)# interface port-channel 93
switch(config-if)# fabricpath isis metric 16777215

Instantiation and Initialization of Dynamic VFC
Dynamic FCoE enables the capability of creating both a virtual Fibre Channel port (VFC), as well as
instantiating the Inter-Switch Link port type (VE_Port/TE Port). Enabling FCoE and FabricPath on the same
VLAN should serve as a trigger to instantiation and initialization of the Dynamic VFCs in TE mode. The
process is as follows:

1. Every FCF leaf is uniquely identified by a global FCF-MAC address.

2. Every FCF leaf floods an FIP unsolicited multicast discovery advertisement to ALL-FCFMAC addresses
and source MAC addresses that are set to its global FCF-MAC address on the FabricPath-enabled FCoE
VLANs. This is triggered by two factors:

a. Feature FCoE is enabled on the leaf.

b. FabricPath is enabled on the FCoE VLANs.

3. All FCF leafs on this FabricPath cloud should receive this multicast advertisement on the corresponding
FCoE-enabled FPVLAN. Upon receiving this FIPmulticast frame, a dynamic VFC in VEmode is created
between the two FCF leaf nodes.

4. Only one dynamic VFC in TE mode is between any two FCF leafs.

5. The dynamic VFCs can be differentiated based on their VFC ID range. All dynamic VFCs obtain an ID
that is greater than 32001.

6. The VFC might have multiple FabricPath FCoE VLANs up. The VLANs might or might not be in the
same topology.

7. Every FCF leaf is one hop away. For all VE paths that use FabricPath, a default fixed FSPF cost value is
used.
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Verifying the Dynamic FCoE Using FabricPath Configuration
To display Dynamic FCoE Using FabricPath configuration information, perform one of the following tasks:

PurposeCommand

Displays a brief summary of the interface
configuration information.

show interface brief

Displays the configuration information of virtual Fibre
Channel interfaces.

show interface vfc

Displays the configuration information of virtual port
channels.

show vpc

Displays topology information for connected SAN
switches.

show topology

Displays the status of FCoE parameters on the switch.show fcoe

Displays the configuration that is currently running
on the switch.

show running-config

Displays the Dynamic FCoE database using
FabricPath.

show fcoe dce

show interface brief Command

switch# show interface brief
--------------------------------------------------------------------------------
Ethernet VLAN Type Mode Status Reason Speed Por
t
Interface Ch
#
--------------------------------------------------------------------------------
Eth1/1 1 eth access up none 10G(D) --
Eth1/2 1 eth access down Link not connected 10G(D) --
Eth1/3 1 eth access up none 10G(D) --
Eth1/4 1 eth access up none 10G(D) --
Eth1/5 1 eth access up none 10G(D) --
Eth1/6 1 eth access up none 10G(D) --
Eth1/7 1 eth access up none 10G(D) --
Eth1/8 1 eth access down SFP not inserted 10G(D) --
Eth1/9 1 eth access down SFP validation failed 10G(D) --
Eth1/10 1 eth access down SFP not inserted 10G(D) --
Eth1/11 1 eth f-path up none 10G(D) --
Eth1/12 1 eth access down SFP not inserted 10G(D) --
Eth1/13 1 eth access up none 10G(D) --
Eth1/14 1 eth access up none 10G(D) --
Eth1/15 1 eth access down SFP validation failed 10G(D) --
Eth1/16 1 eth access down Link not connected 10G(D) --
Eth1/17 1 eth access up none 10G(D) --
Eth1/18 1 eth access up none 10G(D) --
Eth1/19 1 eth access down SFP validation failed 10G(D) --
Eth1/20 1 eth access up none 10G(D) --
Eth1/21 1 eth access down SFP validation failed 10G(D) --
Eth1/22 1 eth access up none 10G(D) --
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Eth1/23 1 eth access down SFP validation failed 10G(D) --
Eth1/24 1 eth access down SFP not inserted 10G(D) --
Eth1/25 1 eth access up none 10G(D) --
Eth1/26 1 eth access up none 10G(D) --
Eth1/27 1 eth access up none 10G(D) --
Eth1/28 1 eth access up none 10G(D) --
Eth1/29 1 eth access up none 10G(D) --
Eth1/30 1 eth access down SFP not inserted 10G(D) --
Eth1/31 1 eth access down SFP not inserted 10G(D) --
Eth1/32 1 eth access down SFP not inserted 10G(D) --

--------------------------------------------------------------------------------
Port VRF Status IP Address Speed MTU
--------------------------------------------------------------------------------
mgmt0 -- up 10.193.52.117 1000 1500

-------------------------------------------------------------------------------
Interface Vsan Admin Admin Status Bind Oper Oper

Mode Trunk Info Mode Speed
Mode (Gbps)

-------------------------------------------------------------------------------
vfc32002 1 E on trunking 54:7f:ee:b1:8a:00 TE 10
vfc32003 1 E on trunking 54:7f:ee:73:e8:00 TE 10

show interface vfc Command

switch# show interface vfc 32002
vfc32002 is trunking

Dynamic VFC Peer MAC is 54:7f:ee:b1:8a:00
Hardware is Ethernet
Port WWN is 2d:01:54:7f:ee:73:e6:78
Admin port mode is E, trunk mode is on
snmp link state traps are enabled
Port mode is TE
Port vsan is 1
Trunk vsans (admin allowed and active) (1,100)
Trunk vsans (up) (100)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1)
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
0 frames input, 0 bytes
0 frames output, 0 bytes

Interface last changed at Mon Feb 14 19:46:53 2011

switch# show interface vfc 32003
vfc32003 is trunking

Dynamic VFC Peer MAC is 54:7f:ee:73:e8:00
Hardware is Ethernet
Port WWN is 2d:02:54:7f:ee:73:e6:78
Admin port mode is E, trunk mode is on
snmp link state traps are enabled
Port mode is TE
Port vsan is 1
Trunk vsans (admin allowed and active) (1,100)
Trunk vsans (up) (100)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1)
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
0 frames input, 0 bytes
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0 frames output, 0 bytes
Interface last changed at Mon Feb 14 19:49:23 2011

===========================================================================

show vpc Command

switch# show vpc
vPC domain id : 300 vPC+ switch id : 1550
vPC Peer-link status
---------------------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------------
1 Po1 up -

show topology Command

switch# show topology
FC Topology for VSAN 100 :
--------------------------------------------------------------------------------

Interface Peer Domain Peer Interface Peer IP Address(Switch Name)
--------------------------------------------------------------------------------

vfc32002 0x0b(11) vfc32002 10.193.52.108(nc-9)
vfc32003 0x64(100) vfc32003 10.193.52.118(o2-356)

show fcoe Command

switch# show fcoe
Global FCF details

FCF-MAC is 54:7f:ee:73:e6:20
FC-MAP is 0e:fc:00
FCF Priority is 128
FKA Advertisement period for FCF is 8 seconds

VFC MAC details

show running-config Command

switch# show running-config

!Command: show running-config
!Time: Mon Feb 14 19:58:47 2011

version 7.0(3)N1(1)
feature fcoe

install feature-set fabricpath
feature-set fabricpath

feature telnet
feature lldp

username admin password 5 $1$1dLADwhf$7Ip2IYSMp/0nsII8rU5qh/ role network-admin
no password strength-check
ip domain-lookup
system qos
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service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

snmp-server user admin network-admin auth md5 0x95d13d5b1da2ee92b77769b4c177a94b
priv 0x95d13d5b1da2ee92b77769b4c177a94b localizedkey
rmon event 1 log trap public description FATAL(1) owner PMON@FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION(5) owner PMON@INFO

vlan 1
vlan 100
fcoe vsan 100
mode fabricpath

vrf context management
ip route 0.0.0.0/0 10.193.48.1

vsan database
vsan 100

interface vfc32002
bind mac-address 54:7f:ee:b1:8a:00
dce
switchport mode E
no shutdown

interface vfc32003
bind mac-address 54:7f:ee:73:e8:00
dce
switchport mode E
no shutdown

interface Ethernet1/1

interface Ethernet1/2

interface Ethernet1/3

interface Ethernet1/4

interface Ethernet1/5

interface Ethernet1/6

interface Ethernet1/7

interface Ethernet1/8

interface Ethernet1/9

interface Ethernet1/10

interface Ethernet1/11
switchport mode fabricpath

interface Ethernet1/12

interface Ethernet1/13

interface Ethernet1/14

interface Ethernet1/15
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interface Ethernet1/16

interface Ethernet1/17

interface Ethernet1/18

interface Ethernet1/19

interface Ethernet1/20

interface Ethernet1/21

interface Ethernet1/22

interface Ethernet1/23

interface Ethernet1/24

interface Ethernet1/25

interface Ethernet1/26

interface Ethernet1/27

interface Ethernet1/28

interface Ethernet1/29

interface Ethernet1/30

interface Ethernet1/31

interface Ethernet1/32

interface mgmt0
vrf member management
ip address 10.193.52.117/21

line console
line vty
fabricpath domain default
fabricpath switch-id 302

show fcoe dce Command

switch# show fcoe dce

Dynamic VFC MAC details :
-----------------------------------------------------------

Interface Peer-swid Peer-mac
-----------------------------------------------------------

vfc32002 303 54:7f:ee:b1:8a:00
vfc32003 301 54:7f:ee:73:e8:00
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Configuration Output Examples for Dynamic FCoE Using
FabricPath

The following output examples show how to configure Dynamic FCoE using FabricPath. You must enter the
feature fabricpath command and configure the appropriate links as FabricPath core ports.

This example covers VSAN 100 and VSAN 200.

The following is a description of the topology example:

• S1 and S2 are FabricPath spines.

• L1 through L4 are FCF leafs.

• L5 and L6 are non-FCoE leafs.

Figure 14: Sample Dynamic FCoE Configuration

This example shows the configuration on S1 and S2:
switch# show running-config
system qos
service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

vlan 100
mode fabric path

vlan 200
mode fabric path

This example shows the configuration on L5 and L6 non-FCoE leafs:
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switch# show running-config
system qos
service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

vlan 100
mode fabric path

vlan 200
mode fabric path

This example shows the configuration on L1 - FCF leaf (VSAN 100)
switch# show running-config
feature fcoe
vlan 100

mode fabric path
fcoe vsan 100

vlan 200
mode fabric path

vsan database
vsan 100

fabricpath switch-id 301

fcoe fka-adv-period 20

This example shows the configuration on the L4 FCF leaf (VSAN 100, VSAN 200):
switch# show running-config
feature fcoe
vlan 100

mode fabric path
fcoe vsan 100

vlan 200
mode fabric path
fcoe vsan 200

vsan database
vsan 100
vsan 200

fabricpath switch-id 304

fcoe fka-adv-period 20

This example shows the configuration on the L2 FCF leaf (VSAN 100):
switch# show running-config
feature fcoe

vlan 100
mode fabric path
fcoe vsan 100

vlan 200
mode fabric path

vsan database
vsan 100

fabricpath switch-id 302

fcoe fka-adv-period 20
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switch# show vpc
vPC domain id : 1
vPC+ switch id : 123

:
vPC Peer-link status
-----------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------
1 Po93 up 1,10,20,30,101,201,500
interface port-channel93

fabricpath isis metric 16777215

This example shows the configuration on the L3 FCF leaf (VSAN 200):
switch# show running-config
feature fcoe

vlan 100
mode fabric path

vlan 200
mode fabric path
fcoe vsan 200

vsan database
vsan 200

fabricpath switch-id 303

fcoe fka-adv-period 20

switch# show vpc
vPC domain id : 1
vPC+ switch id : 123

:
-----------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------
1 Po93 up 1,10,20,30,101,201,500
interface port-channel93
fabricpath isis metric 16777215
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C H A P T E R 8
Configuring Dynamic FCoE Using DFA

This chapter contains the following sections:

• Information About Dynamic FCoE Using DFA, on page 73
• Licensing Requirements for Dynamic FCoE Using DFA, on page 78
• Prerequisites for Dynamic FCoE Using DFA, on page 78
• Guidelines and Limitations for Dynamic FCoE Using DFA, on page 78
• Topology Considerations, on page 79
• Configuration Topology Example, on page 79
• Configuring Dynamic FCoE Using DFA, on page 80
• Instantiation and Initialization of Dynamic VFC, on page 86
• Verifying the Dynamic FCoE Using DFA Configuration, on page 87
• Configuration Output Examples for Dynamic FCoE Using DFA, on page 92

Information About Dynamic FCoE Using DFA
Dynamic FCoE Overview

Fibre Channel over Ethernet (FCoE) enables I/O consolidation. It permits both LAN and SAN traffic to coexist
on the same switch and the same wire. This feature enables you to consolidate multiple separate networks
into a single converged infrastructure.

Key values of I/O consolidation using traditional FCoE are as follows:

• Elimination of separate network infrastructures for SAN and LAN traffic.

• Reduction in hardware requirements, such as cabling and server interface cards (NICs and HBAs), and
lowering capital expense.

• Reduction in power and cooling requirements for fewer physical assets.

• Increasing deployment agility for multiprotocol networks, which preserves long-term investments while
preparing for future uncertainty in protocol needs.

By using DFA technology, you can take FCoE consolidation even further:

• Create a logical, rather than physical, SAN A/B separation.

• Efficiently load balance multiprotocol traffic within the data center.
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• Dynamically establish relationships between switches, reducing the possibility for human error during
configurations.

• Improved high availability percentages as the scale increases.

The DFA architecture provides an inherent multipath capability with redundancy to handle node failures.
Fabric level redundancy is provided through a double fabric model (SAN A/SAN B). The separation of the
two SANs is logically implemented as two different VSANs that map to two different VLANs (VLAN A and
B). Fibre Channel traffic in SAN A becomes the FCoE traffic in VLAN A, the Fiber Channel traffic in SAN
B becomes the FCoE traffic in VLAN B, and the LAN traffic is carried on one or more additional VLANs
over the converged Ethernet infrastructure. In this logical environment, the VSAN A/VSAN B configuration
protects against fabric-wide control plane failures.

The traditional method of hosts that connect to two separate SANs is still supported with the FCoE using DFA
architecture. The host is connected to two different leaf nodes that host a disjointed set of VSANs. Beyond
these leaf nodes, the fabric is converged on the same infrastructure, but the host continues to see two SAN
fabrics.

The following figure shows a DFA topology with n spines (S) and m leafs (L). The m leafs communicate to
each other through the n spines using DFA encapsulation.

Figure 15: DFA Topology

FCoE creates an overlay of FCoE virtual links on top of the underlying Ethernet topology, irrespective of
how that Ethernet topology is constructed and which protocol is used to compute the MAC address routes.

In a dynamic FCoE environment, the topology is developed using the leafs as FCoE Forwarder (FCF) switches
that are forwarded through transparent spines.

FCoE hosts and FCoE storage devices are connected to a DFA topology through the leaf switches. In this
configuration, only the leaf switches perform FCoE forwarding (only the leaf switches behave as FCFs); the
spine switches just forwardMAC-in-MAC encapsulated Ethernet frames that are based on the outer destination
MAC address.

The following figure shows the logical FCoE overlay topology of VE_Port to VE_Port virtual links on a DFA
topology.
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Figure 16: FCoE Overlay of VE_Port to VE_Port Virtual Links

Only the FCFs, that are implemented by the leaf switches are part of this overlay topology. This topology is
seen by Fabric Shortest Path First (FSPF), for each FCoE VLAN. FSPF computes over which virtual link to
forward an FCoE frame based on its DomainID (D_ID). A virtual link is uniquely identified by the pair of
MAC addresses associated with the two VE_Ports logically connected by it. Identifying the virtual link is
equivalent to identifying which MAC addresses to use for the FCoE encapsulation on the transport network.

Use Lm as the number of leafs that are feature enabled. The feature might not be enabled on all leafs. The
FCoE mesh is basically the leafs where FCoE is enabled.

Dynamic Fabric Automation Overview

Dynamic Fabric Automation (DFA) is a data center network architecture designed to address the following
challenges:

• Large number of servers hosted with switches/routers requiring huge forwarding tables

• VM mobility requirements

• Control plane scaling requirements

• Simplified management

DFA addresses these requirements by defining a management framework that simplifies provisioning of large
networks, a distributed control plane to handle the scale requirements, and an enhanced forwarding paradigm
to suppress flooding of control protocols to achieve faster convergence and perform efficient multicasting.

FCoE is a data center technology for storage networks. The FCoE functionality is primarily realized by using
FCoE over FabricPath technology. Changes and enhancements have been made to the management aspects
of FCoE (POAP/DCNM/Autoconfig) that make it work seamlessly on a DFA network.

It should also be noted that the SAN functionality is not any different from what is available with FCoE over
FabricPath networks. All the fibre channel applications and protocols continue to function like classical VE.

ADFA network uses segmentation ID and related protocols in the fabric. Segementation ID based encapsulation
is not used for FCoE traffic. FCoE traffic is carried across the DFA fabric using regular FabricPath
encapsulation. Dynamic FCoE Using DFA enables the co-existence of DFA and FCoE over FabricPath on
the same FCoE DFA leaf nodes. FCoE VLANs are legacy FabricPath VLANs.
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Dynamic Fabric Automation and Fibre Channel Over Ethernet
The key value of Dynamic Fabric Automation (DFA) is the ability for simplified management through DFA.
Hundreds of thousands of end points can be provisioned and managed in a simplified and streamlined manner.
FCoE fabrics do not have similar scalability requirements. Only a few key configuration capabilities required
by FCoE (interface, vlan, vsan, to name a few) are included in DCNM. For additional information about
DCNM, see http://www.cisco.com/c/en/us/support/cloud-systems-management/
prime-data-center-network-manager/tsd-products-support-series-home.html for details about the FCoE specific
changes.

Realizing SAN A/B Separation
For Dynamic FCoE, SAN A/B separation is realized in a logical manner across the backbone. As shown in
the following illustration, physical SAN A/B separation is maintained from the FCF leafs to the end devices.
Beyond the leafs, FCoE traffic for SANs A and B are carried by FabricPath Equal Cost Multipathing (ECMP)
links across all spines, maintaining logical SAN A/B separation.

Figure 17: Physical Topology Diagram

In the previous figure, the physical connectivity for the topology follows typical leaf/spine CLOS architectural
best practices. Logically, SAN A and SAN B are isolated at the Top of Rack (ToR) switches physically. Once
the traffic enters the DFA network, the storage traffic is logically separated (see the following figure) across
the network where it is physically separated once more to the storage device edge.
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Figure 18: Logical Topology Diagram

Dynamic FCoE gains the additional redundancy that is inherent in the DFA network by using the increased
spine connectivity. A larger network with a large number of spines means increased reliability and stability
for the storage network. This is achieved while retaining the best practices requirements for storage
environments.

Load-Balancing FCoE Traffic on a Dynamic VFC
DFA provides redundant paths between a source and destination. Because FCoE traffic traverses the DFA
network with one or more FCoE and non-FCoE nodes (spines, leafs), you must ensure in-order delivery
through proper port-channel hashing across the redundant paths. All DFA nodes, both leaf and spine, have
port-channel hashing enabled that includes the exchange ID. Traffic from a single flow always traverses
through only one set of nodes through the network to maintain in-order delivery.

Supported Dynamic FCoE Using DFA Topologies
The supported topologies for Dynamic FCoE Using DFA are as follows:

• FCoE devices that are directly connected to an FCF leaf

• Traditional FCoE VE_Port connectivity to an FCF leaf

• Legacy FC fabric connected to an FCF leaf

• NPV and FCoE NPV devices that are connected to an FCF leaf

• Native FC devices that are directly connected to an FCF leaf

Only classical FCoE is supported on an NPV device that acts as a leaf switch. Dynamic FCoE using DFA is
not supported on an NPV leaf switch.

Note
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Licensing Requirements for Dynamic FCoE Using DFA
The following table shows the licensing requirements for this feature:

License RequirementProduct

Feature FCoE license and feature FabricPath license
for the leaf role.

Fibre Channel over Ethernet

Feature FabricPath for leaf.FabricPath

For more information on DFA Licensing, see http://www.cisco.com/c/en/us/td/docs/switches/datacenter/dfa/
licensing/reference/b-dfa-licensing.html.

Prerequisites for Dynamic FCoE Using DFA
Dynamic FCoE prerequisites are as follows:

• You must enable DFA related features. For more information, see http://www.cisco.com/c/en/us/td/docs/
switches/datacenter/dfa/solution/guide/b-dfa-solution-guide.html

• You must enable feature fcoe for the FCF leafs.

• You must assign the highest FabricPath cost to the MCT if there is a vPC+ MCT on the FCF leafs.

• You must enable mode DFA on the VLANs that are mapped to VSANs in all the leaf nodes.

Guidelines and Limitations for Dynamic FCoE Using DFA
Dynamic FCoE Using DFA has the following guidelines and limitations:

• A spine is supported in transit mode only. Non-transit mode not supported.

• Feature FCoE should not be enabled on spine nodes.

• FCoE QoS policies must be explicitly installed on the spine nodes.

• You must ensure that there is no overlap between Auto-config VLANs and FCoE VLANs. Similarly
DFA core VLANs, control VLANs, TF and EF VLANs must be non-overlapping with FCoE VLANs.

• The Data Center Network Manager (DCNM) provides very basic FCoE configurations. For example,
feature enable/disable, VFC (and bound interface), and VSAN-VLAN mapping. The remainder of the
SAN configuration must be made manually on the switch.

• After an upgrade from releases prior to NX-OS 7.0.(1)N1(1), you must perform a reload before you can
enable FCoE and FabricPath on the same VLAN.

• If there are any DFA leaf nodes that do not enable FCoE, you must ensure the following:

• The FCoE VLANs are created with mode FP.

• The FCoE QoS policies are configured.
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• If there is a VPC+ configuration involving two FCoE DFA nodes, you must ensure that both nodes are
on a separate and disjoint set of FCoE FabricPath VLANs. This is in line with the SAN A/B separation
requirement for FCoE traffic on a VPC.

• SPAN support for dynamic VE ports (FCoE over FabricPath links) is not available.

• SegmentID can still be enabled on the host facing ports of an FCoE DFA leaf where the segmentID
VLAN can co-exist with classic FCoE VLANs.

• DFA does not support multi-topology FabricPath. FCoE using DFA does not support multi-topology.

• A spine does not need to enable any FCoE VLAN configuration since it is in transit mode and forwards
all VLANs.

• Autoconfig is not enabled for FCoE VLANs. You must ensure that FCoE VLANs are separate from
VLANs included under any Autoconfig.

• In NPVmode leaf, Dynamic FCoEUsing DFA is not supported. FCoE over classical Ethernet can co-exist
with DFA.

Topology Considerations
The topologies supported by Dynamic FCoE using DFA are the following:

• Host facing ports

• VFC in mode TF bound to switchports, HIF ports, HIF PO, and HIF PO on 2LVPC (FEX AA).

• Native FC ports configured as F/TF.

• Network facing ports

• VFC in mode TE bound to switchports.

• VFC in mode TE bound to remote MAC (Dynamic FCoE Using FabricPath).

• Native FC ports configured as E/TE.

• VFC in mode TNP bound to switchports (NPV mode).

• Native FC port configured as TNP.

Configuration Topology Example
The following figure represents the configuration example that will be described in the following sections.
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Figure 19: Configuration Example

The component labels in the previous diagram are for illustrative purposes only.Note

Configuring Dynamic FCoE Using DFA
Procedure

Step 1 Configure all spines. See Configuring All Spines in the DFA Topology, on page 80.

The Cisco Nexus 5500 Series cannot be a spine. Spine behavior can only be enabled on the Cisco
Nexus 5600 Series and Cisco Nexus 6000 Series switches.

Note

Step 2 Configure all non-FCF leafs. See Configuring All Non-FCF Leafs in the DFA Topology, on page 82.
Step 3 Configure all FCF leafs. See Configuring FCF Leafs, on page 83 .
Step 4 Configure ports on leafs for FC/FCoE.

If vPC or vPC+ is enabled, follow the steps at Increasing the FabricPath Cost for a vPC+ Peer Link for FCF
Leafs, on page 63.

Configuring All Spines in the DFA Topology
Quality of Service (QoS) settings are enabled on the spine. FCFs are not being established.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1
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PurposeCommand or Action

Enters system class configuration mode.switch(config)# system qosStep 2

Sets up the service policy for the system to
specify the default policy map for FCoE traffic.

switch(config-sys-qos)# service-policy type
{network-qos | qos | queuing} [input | output]
fcoe-default-policy-name

Step 3

The predefined policy-maps for FCoE are as
follows:

• service-policy type qos input
fcoe-default-in-policy

• service-policy type queuing input
fcoe-default-in-policy

• service-policy type queuing output
fcoe-default-out-policy

• service-policy type qos input
fcoe-default-in-policy

• service-policy type network-qos jumbo

You must create a network-qos
policy named jumbo before
applying the service-policy type
network-qos jumbo policy. You
can create this policy by using the
policy-map type network-qos
jumbo command followed by the
class type network-qos
class-fcoe command.

Note

Before enabling FCoE on a Cisco
Nexus device, youmust attach the
predefined FCoE policy maps to
the type qos, type network-qos,
and type queuing policy maps.

Note

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 4

Example

This example shows how to configure a spine:
switch# configure terminal
switch(config)# system qos
switch(config)# service-policy type queuing input fcoe-default-in-policy
switch(config)# service-policy type queuing output fcoe-default-out-policy
switch(config)# service-policy type qos input fcoe-default-in-policy
switch(config)# service-policy type network-qos fcoe-default-nq-policy
switch(config)# copy running-config startup-config
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Configuring All Non-FCF Leafs in the DFA Topology
Quality of Service (QoS) settings are enabled on the leafs. FCFs are not being established.

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Installs the FabricPath feature set on the
switch.

switch(config)# install feature-set fabricpathStep 2

Enables the FabricPath feature set on the
switch.

switch(config)# feature-set fabricpathStep 3

Enters system class configuration mode.switch(config)# system qosStep 4

Sets up the service policy for the system to
specify the default policymap for FCoE traffic.

switch(config-sys-qos)# service-policy type
{network-qos | qos | queuing} [input |
output] fcoe-default-policy-name

Step 5

Four predefined policy-maps for FCoE are as
follows:

• service-policy type qos input
fcoe-default-in-policy

• service-policy type queuing input
fcoe-default-in-policy

• service-policy type queuing output
fcoe-default-out-policy

• service-policy type qos input
fcoe-default-in-policy

• service-policy type network-qos jumbo

You must create a network-qos
policy named jumbo before
applying the service-policy type
network-qos jumbo policy. You
can create this policy by using
the policy-map type
network-qos jumbo command
followed by the class type
network-qos class-fcoe
command.

Note

When you enable the feature
fcoe command, the QoS policies
are enabled by default.

Note

Enters VLAN configurationmode. TheVLAN
number range is from 1 to 4096.

switch(config-sys-qos)# vlan vlan-idStep 6
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PurposeCommand or Action

Configures the VLANs as FabricPath VLANs.
Configure the VLANs as FabricPath VLANs

switch(config-vlan)# mode fabricpathStep 7

for all the FCoE over FabricPath VLANs of
other FCF leafs.

Enters interface configuration mode and
specifies the interfaces that you want to
configure as FabricPath.

switch(config-vlan)# interface [ethernet
slot/port | port-channel channel-no]

Step 8

The port number within a particular slot can
be from 1 to 128.

The port channel number assigned to the
EtherChannel logical interface can be from 1
to 4096.

Specifies interfaces as FabricPath ports.switch(config-if)# switchport mode
fabricpath

Step 9

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 10

Example

This example shows how to configure a leaf:
switch# configure terminal
switch(config)# install feature-set fabricpath
switch(config)# feature-set fabricpath
switch(config)# system qos
switch(config)# service-policy type queuing input fcoe-default-in-policy
switch(config)# service-policy type queuing output fcoe-default-out-policy
switch(config)# service-policy type qos input fcoe-default-in-policy
switch(config)# service-policy type network-qos fcoe-default-nq-policy
switch(config)# vlan 10
switch(config-vlan)# mode fabricpath
switch(config-vlan)# interface ethernet1/11
switch(config-if)# switchport mode fabricpath
switch(config-if)# copy running-config startup-config

Configuring FCF Leafs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enables the FCoE capability.switch(config)# feature fcoeStep 2
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PurposeCommand or Action

Configures the advertisement interval for the
fabric. The default value is 8 seconds. The range

switch(config)# fcoe fka-adv-period intervalStep 3

is from 4 to 60 seconds. The interval must be
set to a minimum of 20 seconds for Dynamic
FCoE Using DFA to work correctly.

Configures the switch ID. The range is from 1
to 4094.

switch(config)# fabricpath switch-id
switch-id-value

Step 4

Enters VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 5

Enters VSAN configuration mode.switch(config)# vsan databaseStep 6

Configures VSAN.switch(config-vsan-db)# vsan vsan-idStep 7

Displays information about the vPC.switch# show vpcStep 8

If vPC is enabled, perform the
following procedure at Increasing
the FabricPath Cost for a vPC+
Peer Link for FCF Leafs, on page
63.

Note

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config)# copy
running-config startup-config

Step 9

Example

This example shows how to configure FCF leafs:
switch# configure terminal
switch(config)# feature fcoe
switch(config)# fcoe fka-adv-period 20
switch(config)# fabricpath switch-id 5
switch(config)# vlan 100
switch(config-vsan-db)# vsan database
switch(config-vsan-db)# vsan 100
switch(config-vsan-db)# exit
switch# show vpc

Configuring VLANs to be FCoE and DFA Enabled

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1
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PurposeCommand or Action

Enters VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 2

Enables FCoE for the specified VLAN. If you
do not specify a VSAN number, a mapping is

switch(config-vlan)# fcoe [vsan vsan-id]Step 3

created from this VLAN to the VSAN with the
same number.

Configures themapping from this VLAN to the
specified VSAN.

Example

This example shows how to configure FCoE and DFA-Enabled VLANs:
switch# configure terminal
switch(config)# vlan 100
switch(config-vlan)# fcoe vsan 10

Defining DFA VLANs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Enter VLAN configuration mode. The VLAN
number range is from 1 to 4096.

switch(config)# vlan vlan-idStep 2

Configures the operational mode of the VLAN.switch(config-vlan)# mode fabricpathStep 3

When first enabling FabricPath
mode on the existing classic FCoE
VLAN, the traffic is disruptive for
up to five seconds.

Note

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

switch(config-vlan)# copy running-config
startup-config

Step 4

Example

This example shows how to define a DFA VLAN:
switch# configure terminal
switch(config)# vlan 100
switch(config-vlan)# mode fabricpath
switch(config-vlan)# copy running-config startup-config
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Increasing the DFA Cost for a vPC+ Peer Link for FCF Leafs

Procedure

PurposeCommand or Action

Enters global configuration mode.switch# configure terminalStep 1

Based on the output of the show vpc command,
you have three options:

switch(config)# show vpcStep 2

• If the show vpc command is not available,
do not continue with this procedure.

• If vPC+ is not in the command output, do
not continue with this procedure.

• If vPC+ is in the command output, perform
the remaining steps in this procedure.

Enters interface configuration mode and
specifies the interfaces that you want to
configure as FabricPath.

switch(config)# interface [ethernet slot/port |
port-channel channel-no]

Step 3

The port number within a particular slot can be
from 1 to 128.

The port channel number assigned to the
EtherChannel logical interface can be from 1
to 4096.

Configures the metric for the MCT interface.
You must set the default-metric to 16777215.

switch(config-if)# fabricpath isis metric
default-metric

Step 4

Saves the change persistently through reboots
and restarts by copying the running
configuration to the startup configuration.

(Optional) switch(config-if)# copy
running-config startup-config

Step 5

Example

This example shows how to increase the DFA for a vPC+ peer link:
switch# configure terminal
switch(config)# show vpc
switch(config)# interface ethernet 1/11
switch(config-if)# fabricpath isis metric 16777210

Instantiation and Initialization of Dynamic VFC
Dynamic FCoE enables the capability of creating both a virtual Fibre Channel port (VFC), as well as
instantiating the Inter-Switch Link port type (VE_Port/TE Port). Enabling FCoE and DFA on the same VLAN
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should serve as a trigger to instantiation and initialization of the Dynamic VFCs in TE mode. The process is
as follows:

1. Every FCF leaf is uniquely identified by a global FCF-MAC address.

2. Every FCF leaf floods an FIP unsolicited multicast discovery advertisement to ALL-FCFMAC addresses
and sourceMAC addresses that are set to its global FCF-MAC address on the DFA-enabled FCoEVLANs.
This is triggered by two factors:

a. Feature FCoE is enabled on the leaf.

b. DFA is enabled on the FCoE VLANs.

3. All FCF leafs on this DFA cloud should receive this multicast advertisement on the corresponding
FCoE-enabled FPVLAN. Upon receiving this FIPmulticast frame, a dynamic VFC in VEmode is created
between the two FCF leaf nodes.

4. Only one dynamic VFC in TE mode is between any two FCF leafs.

5. The dynamic VFCs can be differentiated based on their VFC ID range. All dynamic VFCs obtain an ID
that is greater than 32001.

6. The VFC might have multiple DFA FCoE VLANs up. The VLANs might or might not be in the same
topology.

7. Every FCF leaf is one hop away. For all VE paths that use DFA, a default fixed FSPF cost value is used.

Verifying the Dynamic FCoE Using DFA Configuration
To display Dynamic FCoE using DFA configuration information, perform one of the following tasks:

PurposeCommand

Displays a brief summary of the interface
configuration information.

See show interface brief Command, on page 65

show interface brief

Displays the configuration information of virtual Fibre
Channel interfaces.

See show interface vfc Command, on page 66

show interface vfc

Displays the configuration information of virtual port
channels.

See show vpc Command, on page 67

show vpc

Displays topology information for connected SAN
switches.

See show topology Command, on page 67

show topology

Displays the status of FCoE parameters on the switch.

See show fcoe Command, on page 67

show fcoe

Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide, Release 7.x
87

Configuring Dynamic FCoE Using DFA
Verifying the Dynamic FCoE Using DFA Configuration



PurposeCommand

Displays the configuration that is currently running
on the switch.

See show running-config Command, on page 67

show running-config

Displays the Dynamic FCoE database using
FabricPath.

See show fcoe dce Command, on page 69

show fcoe dce

show interface brief Command

switch# show interface brief
--------------------------------------------------------------------------------
Ethernet VLAN Type Mode Status Reason Speed Por
t
Interface Ch
#
--------------------------------------------------------------------------------
Eth1/1 1 eth access up none 10G(D) --
Eth1/2 1 eth access down Link not connected 10G(D) --
Eth1/3 1 eth access up none 10G(D) --
Eth1/4 1 eth access up none 10G(D) --
Eth1/5 1 eth access up none 10G(D) --
Eth1/6 1 eth access up none 10G(D) --
Eth1/7 1 eth access up none 10G(D) --
Eth1/8 1 eth access down SFP not inserted 10G(D) --
Eth1/9 1 eth access down SFP validation failed 10G(D) --
Eth1/10 1 eth access down SFP not inserted 10G(D) --
Eth1/11 1 eth f-path up none 10G(D) --
Eth1/12 1 eth access down SFP not inserted 10G(D) --
Eth1/13 1 eth access up none 10G(D) --
Eth1/14 1 eth access up none 10G(D) --
Eth1/15 1 eth access down SFP validation failed 10G(D) --
Eth1/16 1 eth access down Link not connected 10G(D) --
Eth1/17 1 eth access up none 10G(D) --
Eth1/18 1 eth access up none 10G(D) --
Eth1/19 1 eth access down SFP validation failed 10G(D) --
Eth1/20 1 eth access up none 10G(D) --
Eth1/21 1 eth access down SFP validation failed 10G(D) --
Eth1/22 1 eth access up none 10G(D) --
Eth1/23 1 eth access down SFP validation failed 10G(D) --
Eth1/24 1 eth access down SFP not inserted 10G(D) --
Eth1/25 1 eth access up none 10G(D) --
Eth1/26 1 eth access up none 10G(D) --
Eth1/27 1 eth access up none 10G(D) --
Eth1/28 1 eth access up none 10G(D) --
Eth1/29 1 eth access up none 10G(D) --
Eth1/30 1 eth access down SFP not inserted 10G(D) --
Eth1/31 1 eth access down SFP not inserted 10G(D) --
Eth1/32 1 eth access down SFP not inserted 10G(D) --

--------------------------------------------------------------------------------
Port VRF Status IP Address Speed MTU
--------------------------------------------------------------------------------
mgmt0 -- up 10.193.52.117 1000 1500

-------------------------------------------------------------------------------
Interface Vsan Admin Admin Status Bind Oper Oper

Cisco Nexus 5600 Series NX-OS Fibre Channel over Ethernet Configuration Guide, Release 7.x
88

Configuring Dynamic FCoE Using DFA
Verifying the Dynamic FCoE Using DFA Configuration



Mode Trunk Info Mode Speed
Mode (Gbps)

-------------------------------------------------------------------------------
vfc32002 1 E on trunking 54:7f:ee:b1:8a:00 TE 10
vfc32003 1 E on trunking 54:7f:ee:73:e8:00 TE 10

show interface vfc Command

switch# show interface vfc 32002
vfc32002 is trunking

Dynamic VFC Peer MAC is 54:7f:ee:b1:8a:00
Hardware is Ethernet
Port WWN is 2d:01:54:7f:ee:73:e6:78
Admin port mode is E, trunk mode is on
snmp link state traps are enabled
Port mode is TE
Port vsan is 1
Trunk vsans (admin allowed and active) (1,100)
Trunk vsans (up) (100)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1)
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
0 frames input, 0 bytes
0 frames output, 0 bytes

Interface last changed at Mon Feb 14 19:46:53 2011

switch# show interface vfc 32003
vfc32003 is trunking

Dynamic VFC Peer MAC is 54:7f:ee:73:e8:00
Hardware is Ethernet
Port WWN is 2d:02:54:7f:ee:73:e6:78
Admin port mode is E, trunk mode is on
snmp link state traps are enabled
Port mode is TE
Port vsan is 1
Trunk vsans (admin allowed and active) (1,100)
Trunk vsans (up) (100)
Trunk vsans (isolated) ()
Trunk vsans (initializing) (1)
1 minute input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
1 minute output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
0 frames input, 0 bytes
0 frames output, 0 bytes

Interface last changed at Mon Feb 14 19:49:23 2011

===========================================================================

show vpc Command

switch# show vpc
vPC domain id : 300 vPC+ switch id : 1550
vPC Peer-link status
---------------------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------------
1 Po1 up -
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show topology Command

switch# show topology
FC Topology for VSAN 100 :
--------------------------------------------------------------------------------

Interface Peer Domain Peer Interface Peer IP Address(Switch Name)
--------------------------------------------------------------------------------

vfc32002 0x0b(11) vfc32002 10.193.52.108(nc-9)
vfc32003 0x64(100) vfc32003 10.193.52.118(o2-356)

show fcoe Command

switch# show fcoe
Global FCF details

FCF-MAC is 54:7f:ee:73:e6:20
FC-MAP is 0e:fc:00
FCF Priority is 128
FKA Advertisement period for FCF is 20 seconds

VFC MAC details

show running-config Command

switch# show running-config

!Command: show running-config
!Time: Mon Feb 14 19:58:47 2011

version 7.0(3)N1(1)
feature fcoe

install feature-set fabricpath
feature-set fabricpath

feature telnet
feature lldp

username admin password 5 $1$1dLADwhf$7Ip2IYSMp/0nsII8rU5qh/ role network-admin
no password strength-check
ip domain-lookup
system qos
service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

snmp-server user admin network-admin auth md5 0x95d13d5b1da2ee92b77769b4c177a94b
priv 0x95d13d5b1da2ee92b77769b4c177a94b localizedkey
rmon event 1 log trap public description FATAL(1) owner PMON@FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION(5) owner PMON@INFO

vlan 1
vlan 100
fcoe vsan 100
mode fabricpath

vrf context management
ip route 0.0.0.0/0 10.193.48.1
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vsan database
vsan 100

interface vfc32002
bind mac-address 54:7f:ee:b1:8a:00
dce
switchport mode E
no shutdown

interface vfc32003
bind mac-address 54:7f:ee:73:e8:00
dce
switchport mode E
no shutdown

interface Ethernet1/1

interface Ethernet1/2

interface Ethernet1/3

interface Ethernet1/4

interface Ethernet1/5

interface Ethernet1/6

interface Ethernet1/7

interface Ethernet1/8

interface Ethernet1/9

interface Ethernet1/10

interface Ethernet1/11
switchport mode fabricpath

interface Ethernet1/12

interface Ethernet1/13

interface Ethernet1/14

interface Ethernet1/15

interface Ethernet1/16

interface Ethernet1/17

interface Ethernet1/18

interface Ethernet1/19

interface Ethernet1/20

interface Ethernet1/21

interface Ethernet1/22

interface Ethernet1/23

interface Ethernet1/24
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interface Ethernet1/25

interface Ethernet1/26

interface Ethernet1/27

interface Ethernet1/28

interface Ethernet1/29

interface Ethernet1/30

interface Ethernet1/31

interface Ethernet1/32

interface mgmt0
vrf member management
ip address 10.193.52.117/21

line console
line vty
fabricpath domain default
fabricpath switch-id 302

show fcoe dce Command

switch# show fcoe dce

Dynamic VFC MAC details :
-----------------------------------------------------------

Interface Peer-swid Peer-mac
-----------------------------------------------------------

vfc32002 303 54:7f:ee:b1:8a:00
vfc32003 301 54:7f:ee:73:e8:00

Configuration Output Examples for Dynamic FCoE Using DFA
The following output examples show how to configure Dynamic FCoE using DFA. Youmust enter the feature
fabricpath command and configure the appropriate links as FabricPath core ports.

This example covers VSAN 100 and VSAN 200.

The following is a description of the topology example:

• S1 and S2 are FabricPath spines in transit mode.

• L1 through L4 are FCF leafs.

• L5 and L6 are non-FCoE leafs.
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Figure 20: Sample Dynamic FCoE Configuration

This example shows the configuration on S1 and S2:
switch# show running-config
system qos
service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

This example shows the configuration on L5 and L6 non-FCoE leafs:
switch# show running-config
system qos
service-policy type qos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qos fcoe-default-nq-policy

vlan 100
mode fabric path

vlan 200
mode fabric path

This example shows the configuration on L1 - FCF leaf (VSAN 100)
switch# show running-config
feature fcoe
vlan 100

mode fabric path
fcoe vsan 100

vlan 200
mode fabric path

vsan database
vsan 100

fabricpath switch-id 301
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fcoe fka-adv-period 20

This example shows the configuration on the L4 FCF leaf (VSAN 100, VSAN 200):
switch# show running-config
feature fcoe
vlan 100

mode fabric path
fcoe vsan 100

vlan 200
mode fabric path
fcoe vsan 200

vsan database
vsan 100
vsan 200

fabricpath switch-id 304

fcoe fka-adv-period 20

This example shows the configuration on the L2 FCF leaf (VSAN 100):
switch# show running-config
feature fcoe

vlan 100
mode fabric path
fcoe vsan 100

vlan 200
mode fabric path

vsan database
vsan 100

fabricpath switch-id 302

fcoe fka-adv-period 20

switch# show vpc
vPC domain id : 1
vPC+ switch id : 123

:
vPC Peer-link status
-----------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------
1 Po93 up 1,10,20,30,101,201,500
interface port-channel93

fabricpath isis metric 16777215

This example shows the configuration on the L3 FCF leaf (VSAN 200):
switch# show running-config
feature fcoe

vlan 100
mode fabric path

vlan 200
mode fabric path
fcoe vsan 200
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vsan database
vsan 200

fabricpath switch-id 303

fcoe fka-adv-period 20

switch# show vpc
vPC domain id : 1
vPC+ switch id : 123

:
-----------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------
1 Po93 up 1,10,20,30,101,201,500
interface port-channel93
fabricpath isis metric 16777215
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