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About this Document

This document provides installation instructions for Cisco ICM 4.6(2) Service Release 3. It also contains a list of ICM 4.6(2) issues resolved by this service release. Please review all sections in this document pertaining to installation before installing the product. Failure to install this service release as described may result in inconsistent ICM behavior.

This document contains these sections:

· About Cisco ICM and ICM Service Releases
ICM 4.6(2) SR3 Compatibility and Support Specifications
ICM Service Release Installation Planning
Installing ICM 4.6(2) SR3

Known Caveats in this Service Release
Resolved Caveats in this Service Release
Obtaining Documentation

Obtaining Technical Assistance
About Cisco ICM and ICM Service Releases

Cisco ICM software is a component of Cisco IPCC Enterprise, and Cisco ICM Enterprise. ICM Service Releases deliver code updates that resolve issues in ICM software. They are made available as part of the ICM software maintenance strategy.

Service Releases for particular ICM versions are cumulative; they include code updates present in earlier service releases for their respective version. Thus, in addition to new updates it introduces, ICM 4.6(2) Service Release 3 also contains the code updates from ICM 4.6(2) service releases 1 and 2. 

For more information on the ICM software maintenance strategy, see the Cisco ICM/IPCC Enterprise Maintenance Support Strategy, available at: http://www.cisco.com/kobayashi/sw-center/telephony/icm/icm46-planner.shtml.

ICM 4.6(2) SR3 Compatibility and Support Specifications

This section provides information to help you understand on which ICM servers ICM 4.6(2) SR3 can and should be installed. It contains these subsections:

· ICM Version Support
ICM Component Support
· International 
ICM Version Support

ICM 4.6(2) SR3 can be installed on systems running Cisco ICM version 4.6(2). It can be installed on systems with no previous ICM Service Release installed, or on systems with SR1 or SR2 installed.  
IPCC Enterprise Customers executing a large number of transfers may see a memory leak apparent in the IPCC Enterprise JTAPI GW process, which causes the active side to fail over once it reaches 100 meg of memory utilization.   Please reference, via the embedded link to the “Software Bug Toolkit”, known caveat CSCsa31434 for CCM version support of this issue.
Systems with no previous ICM Service Release installed, that do have HotFixes up to and including HF231 can safely install ICM 4.6(2) SR3 over these HotFixes 

HotFixes may not be installed over any Service Release.  Replacement of a HotFix > 231 should be done with an Engineering Special (ES), as defined in the maintenance strategy document.   If you have HotFix(es) 232 or greater, you must remove these hotfixes prior to the installation of ICM 4.6(2) SR3. Follow these steps:

1) Get the associated Engineering Special(s) via the “Software Bug Toolkit” (see instructions below).

2) Remove HotFixes 232 and higher from the system.  

3) Install SR3 as described in this document.
4) Install the Engineering Special(s) which corresponds with the HotFix(es) removed.
Before removing a HotFix numbered 232 or greater, reference the BugTracker bugs corresponding to your HotFix(es) to obtain the corresponding Engineering Special (ES), to be applied on top of 4.6(2)SR3.   A link to where the corresponding ES appears in the release notes associated with each individual DDTS bug it resolves. 

To view a particular DDTS release note:

1) Log onto Cisco.com.

2) Go to http://www.cisco.com/kobayashi/support/tac/tools_trouble.shtml .

3) Click the link associated with the “Software Bug Toolkit”.  

4) Enter the DDTS# (defect ID) and click search.

Engineering Specials are a one-for-one replacement for HotFixes, even though several bugs may be resolved in each.

The following is a table indicating HotFixes available, but not included in this Service Release, at the time of release.  Note that additional HotFixes may have been developed and posted subsequent to the initial release of 4.6(2)SR3 and may not be listed here.

	HotFix Number
	DDTS# (BugID)

	232
	CSCsa20563

	233
	CSCsa23402

	234
	CSCsa24855

	235
	CSCsa17612

	236
	CSCma29982


ICM 4.6(2) SR3 has been tested and verified to be compatible with the interoperability criteria for ICM version 4.6(2). Additional ICM 4.6(2) interoperability support information is available from these sources:

· ICM 4.6(2) support information for other Cisco products is listed in the Cisco IP Contact Center Compatibility Guide, available at: http://www.cisco.com/en/US/partner/products/sw/custcosw/ps1844/products_implementation_design_guides_list.html
· ICM 4.6(2) ACD support information is listed in the ACD Supported Switch Matrix, available at: http://www.cisco.com/univercd/cc/td/doc/product/icm/icmentpr/acddoc/index.htm
· ICM 4.6(2)  third-party platform support information is listed in the Cisco Enterprise Contact Routing Bill of Materials, available at: http://www.cisco.com/univercd/cc/td/doc/product/icm/icmentpr/icm46doc/index.htm
ICM Component Support

An ICM 4.6(2) service release installs files that resolve caveats on different ICM 4.6(2) components. The installation program automatically detects the components installed on a machine and installs only those files specific to those components.
This section lists the ICM components on which this service release can be installed, and those on which it cannot.

Supported ICM Components

ICM 4.6(2) SR3 is compatible with and should be installed on these ICM components:

· ICM Admin Workstations (AWs)

· ICM CallRouters

· ICM Loggers

· ICM Peripheral Gateways (PGs)

Note: ICM 4.6(2) SR3 must be installed on all of the components listed above. Installing this patch on only some of these components in an ICM system will result in inconsistent behavior in the ICM software.

ICM Components Unaffected by the Service Release

The ICM 4.6(2) SR3 Service Release does not need to be installed on these ICM components.  There are no updates contained in this Service Release for the following components, therefore it is unnecessary to run the SR Installer on them.

· Cisco Computer Telephony Integration Object Server (CTIOS)

· Cisco Media Blender (CMB)

· Cisco Monitor Only AW (MAW)

International Support

ICM 4.6(2) service releases add the following international support to ICM 4.6(2). Note that, because ICM service releases are cumulative, each includes the features introduced by its predecessors.

	Service Release 3
	No new localization added.

	Service Release 2
	No new localization added.

	Service Release 1
	Updated Chinese and Japanese Script Editor


Note:
Users who want DD/MM/YYYY date formats in reports and who are installing on W2K platforms which are not one of U.K. English or French should perform these steps:
    *  Add UK English (en-gb) to the language list
    *  Move UK English to the top of the language list. 

ICM Service Release Installation Planning

This section provides information to help you understand when to install an ICM service release and the tasks it involves. It contains these subsections:

· When to Install an ICM Service Release
· Installation Order for ICM Components
· ICM Service Release Installation Checklist
When to Install an ICM Service Release

Installing an ICM service release requires temporarily stopping all ICM services and processes on your ICM components (Loggers, CallRouters, etc.). Therefore, to limit impact to a live ICM system, you should schedule and install ICM service releases during a maintenance period when your ICM system is out of production. 

Installation Order for ICM Components

ICM service releases do not need to be installed on ICM components in a specific order. However, to avoid a temporary situation of mismatched components, you should install service releases on the set of components comprising the Central Controller (CallRouter and Logger), Distributor, and Admin Workstation at the same time. Peripheral Gateways should be patched as soon as possible, but can be patched after the Central Controller and Admin Workstation have been restarted.

Note that installation does require a specific order as it pertains to patching alternate sides of a duplexed ICM. Consult the How to Deploy ICM Service Releases on a Duplexed ICM section of this document for more information.

ICM Service Release Installation Checklist

Deploying an ICM Service Release requires the following general tasks:

· Schedule a maintenance period for installation: Because ICM service release installation requires bringing down an ICM system, schedule service release installation for a maintenance period when your ICM system is out of production.

· Determine which ICM components require service release installation: Consult the ICM 4.6(2) SR3 Compatibility and Support Specifications section of this document to determine on which ICM components this service release should be installed.

· Inventory ICM nodes targeted for service release installation: Take an inventory of all ICM nodes on which this service release will be installed. If you are installing this service release on a duplexed ICM system, consult the How to Deploy ICM Service Releases on a Duplexed ICM section of this document for the correct order in which the installation must be applied to each side.

· Install the service release on ICM nodes: Install the service release on each Logger, CallRouter, Admin Workstation, and Peripheral Gateway in your ICM system. Consult the How to Install ICM 4.6(2) SR3 section of this document for step-by-step instructions on installing this service release.

· Install additional features: Optionally, install any additional features from the service release that are not part of the standard installation. Consult the How to Install ICM 4.6(2) SR3 Additional Updates section of this document for information on installing optional features in this service release.

· Test and troubleshoot the installation: After installation, test your ICM system to ensure that it is working properly. Ensure that sides of duplexed systems are synchronized. Consult the Known Caveats in this Service Release section of this document for information on troubleshooting any known issues with this service release.

Installing ICM 4.6(2) SR3

This section provides instructions on how to install ICM 4.6(2) SR3 and how to troubleshoot the installation. It contains these subsections:

· How to Deploy ICM Service Releases on a Duplexed ICM
· How to Install ICM 4.6(2) SR3

How to Install ICM 4.6(2) SR3 Additional Updates
How to Deploy ICM Service Releases on a Duplexed ICM

If you are installing this service release on a duplexed ICM system, you must install ICM service releases on one side at a time, following the order described below:

1. Install the service release on all Side A nodes, following the steps described in How to Install ICM 4.6(2) SR3. Caution: DO NOT restart ICM services on Side A nodes at the completion of installation.

2. Stop all ICM services on all Side B nodes.

3. Restart ICM services on all Side A nodes. Ensure that the newly patched system is running with no errors in Simplex mode.

4. Once you have confirmed that Side A is working correctly, install the Service Release on Side B nodes following the steps described in How to Install ICM 4.6(2) Service Release 3. 

5. Restart ICM services on all Side B nodes. Ensure that both sides of the duplexed system synchronize.  Use ICMDBA->Data->Synchronize to sync loggers before bringing the second system online.  Restart ICM services on all Side B nodes.
How to Install ICM 4.6(2) SR3

Follow these steps on each ICM component on which you install this service release:

6. Log into the ICM node under an account with administrator privileges to the local machine.  

7. Using the ICM Service Control utility, stop all ICM services running on the node.

8. If the node is a:

· Distributor Admin Workstation or Logger, close any open ICM applications that may be running (Setup, Configuration Manager, ICMDBA, Check Routes, Script Editor, Translation Route Wizard, etc.).

· CallManager PG, close Internet Explorer.

9. Additionally, if the node is an Admin Workstation running WebView: 

Note: Do not run WebView Historical Reports until the installation is complete

i. Stop IIS (by stopping the IIS Admin Service)

ii. Stop the Jaguar service

iii. Clear the Internet Explorer browser cache (by deleting all temporary internet files) 

This step involves the following:

* From Internet Explorer, select Tools --> Internet Options

* At General tab, click Delete Files

* Check Delete all offline content

* Click OK

* Click OK

iv. Close all Internet Explorer applications including WebView Reporting.

v. Delete the following directories:

· Program Files\New Atlanta\ServletExec ISAPI\Servlets\pagecompile\_webview

· <icm_root_directory>\web\webview\reporting\_<ICM instance name> for each instance directory.

10. Start the service release installation by running ICM4.6(2)_SR3.exe.
After it starts, the ICM Service Release installer will disappear from the screen for several minutes, while the JVM is loading, then display a gray screen that will last 90 seconds or more before it displays text. During this time, the system displays no other visual indicators that the installer is running. This is normal behavior and does not signify a “hung” installer.

If you do suspect that the installation has become hung, use Windows TaskManager to check its status and if necessary end the process. Do not launch a new instance of the installer before ending the previous one. Doing so could result in a faulty installation. If you mistakenly launch multiple concurrent instances of the Service Release installer, close all instances and then start the process again.
If you see the following warning messages during the installation, double check to make sure you are installing ICM 4.6(2) SR3 on an ICM 4.6(2) FCS release, ICM 4.6(2) SR1, or ICM 4.6(2) SR2 system:

“Install Problem – This patch is not designed to install on top the currently installed patches or product version”
11. Select the language for any localized files included in the installation. 

12. If prompted during the installation, click Yes to allow the installer to replace files as necessary.

13. When prompted, click Finish to complete the installation.

14. After installation is complete, using the ICM Service Control utility, restart all ICM services on the node.

If the node is part of a duplexed ICM system, do not perform this step. Instead, restart ICM services in the order indicated in the How to Deploy ICM Service Releases on a Duplexed ICM section of this document. 

15. For any machine running WebView:

Start World Wide Web Publishing Service, which automatically starts IIS service,

Start Jaguar service

16. If the node is an ICM Distributor, Logger, or Admin Workstation, start ICMDBA and open tools and applications that you closed, as desired.  In duplexed system, synchronize the running logger to the offline logger by Using ICMDBA->Data->Synchronize before bringing it up.

17. For CallManager PG Node, start Internet Explorer sessions.

How to Install ICM 4.6(2) SR3 Additional Updates

This section explains how to install additional updates in ICM 4.6(2) SR3 that are not part of the regular ICM 4.6(2) SR3 installation.

How to Install WebView Help

After installing SR3 on an ICM node running WebView, follow these steps to install the updated Help files:

18. On the WebView server, open a command prompt.

19. Enter: <drive1>:\jdk1.3.1\bin\jar.exe -xvf <drive2>:\<icm_root_directory>\web\reporting\help\html\webviewhelp.jar 

where <drive1> is the drive on which the JDK is installed and <drive2> is the drive on which ICM is installed.

For example: 

c:\jdk1.3.1\bin\jar.exe -xvf c:\icm\web\reporting\help\html\webviewhelp.jar

How to Resolve CSCma23632 at DEFINITY ACD Sites

ICM 4.6(2) includes an issue (CSCma23632) that can cause Definity PIMs to intermittently report agents as available after call work, thereby causing the Network IVR to send another call. CSCma23632 only affects sites that:

A. Include Definity PGs 

B. Include Network IVR and Contact Center (Site) IVRs 

C. Queue calls.  Calls are first queued in the network and then transferred to site IVRs as agents become available

ICM 4.6(2) service releases 1 and above include a fix to CSCma23632 that you can enable if over-utilization of site IVRs takes place.  If your site is affected by CSCma23632, and if you have not previously applied the fix, you can do so by following these steps:

1. Install ICM4.6(2) SR3 as described in Section How to Install ICM 4.6(2) SR3.

2. After restarting ICM services on your Definity PG, locate this key in the PG’s ICM registry tree: PGxA\OPC\OPIData\AgentAvailableStateUpdateDelayInMilliSeconds 

3. Set the desired data value for this key (in milliseconds). The recommended setting is 1000 ms
How to Resolve CSCma26699 at DEFINITY ACD Sites

The issue in particular is with G3r class ACDs, i.e., the older Lucent vintage. Due to the processor speed of the G3r, the effect of playing DTMF digits is exacerbated by the lack of processing power. Loud DTMF tones are observed on agent headsets particularly when agent transfers using softphone.

ICM 4.6(2) service release 2 included a fix to CSCma26699; you can make tone_ duration and pause_duration values configurable as suggested by Avaya. If customer is using older Lucent vintage and are experiencing loud tones they can reduce the loud tones to some extent by adjusting the tone and pause values from the registry settings. However these settings do not fully resolve the issue as these loud tones need to be corrected from the Avaya side.

Setting the Tone Values

Step 1:  Create the ToneDurationValue key in the Registry path: HKEY_LOCAL_MACHINE\Software\GeoTel\ICR\(Cust-Instance) \(PGx)\PG\PIMS\pim1\ATTData\Dynamic. Then enter the ToneDurationValue ->(default is 35) in decimal format:  Valid Range is 6(Min) to 35(Max).

· If values are added less than Min value then default value is set to 6.

· If values are added more than the Max value, then default value is set to 35.

Step 2:  Create the PauseDurationValue key in the Registry path: HKEY_LOCAL_MACHINE\Software\GeoTel\ICR\(Cust-Instance) \ (PGx)\PG\PIMS\pim1\ATTData\Dynamic. Then enter the PauseDurationValue ->(default is 10) in decimal format:  Valid Range is 4(Min) to 10(Max).

· If values are added less than Min value then default value is set to 4

· If Values are added more than Max value then default value is set to 10.

Note:  If registry values are not added then default value for ToneDuration and PauseDuration is set to 35 and 10, respectively.

Customized Registry Settings

ACW feature:

Agent is doing bookkeeping, data entry, or other work related to the previous call, and is not available to receive another ACD call.

How ACW feature changes the behavior? 

While an agent is in Auto-In mode, after the call he goes to READY state. This does not give him enough time to complete the after call activities.  While in auto-in mode, if agent needs some time to finish his after call activities, ACW feature needs to be enabled.

Feature to be set at ACD

Step 1:  On the ACD enter the following command:

>change  vdn 2001 

Output displays as:

VECTOR DIRECTORY NUMBER

Extension: 2001

Name: vdn 2001

Vector Number: 1

Attendant Vectoring? n

Allow VDN Override? n

COR: 1

TN: 1

Measured: internal

Acceptable Service Level (sec): ____

Service Objective (sec): 20

VDN of Origin Annc. Extension:

1st Skill:

2nd Skill:

3rd Skill:

>change  vdn 2001 page 2 of 2

VECTOR DIRECTORY NUMBER

Audix Name:

Messaging Server Name:

Return Destination:

Step 2: At the prompt, enter the value for the VDN Timed ACW Interval; for example, enter 10 seconds
BSR Application:

BSR Available Agent Strategy: 1st-found

Observe on Agent Answer?: n

What to Set on ICM Side 

The ICM Peripheral Monitor table must be used to configure VDNs that have Timed ACW values. A Peripheral Monitor table VDN entry is only used to indicate any Timed ACW value as configured on the switch. This Peripheral Monitor VDN entry does not replace a Peripheral Target for VDN monitoring.

Note:  VDN monitoring is essential when Timed ACW is used. VDNs must also be configured as Peripheral Targets in order to be monitored for reporting.

VDN Timed ACW Settings 

VDNs that have a Timed ACW value on the DEFINITY ECS should be added as a Peripheral Monitor table entry with a Type of VDN. The Peripheral Monitor Param Field should indicate the Timed ACW value.

For VDNs that do not have the VDN override set, specify the Timed ACW value in the Peripheral Monitor table parameter string using the following format:

acw=N

Note that the acw keyword must be in lower-case. Replace the N with the number of Timed ACW seconds. For example, a VDN with a Timed ACW of 30 seconds that does not have VDN override set would specify a Timed ACW value in the Peripheral Monitor table as:

acw=30

For VDNs that do have VDN override set, specify the Timed ACW value in the Peripheral Monitor table parameter string using the following format:

ACW=NNNN

Note that the ACW keyword must be in upper-case. Replace N with the number of Timed ACW seconds. For example, a VDN with a Timed ACW of 180 seconds which does not have VDN override set would specify a Timed ACW value in the Peripheral Monitor table as:

ACW=180

Be sure to analyze the VDNs through which calls flow and ensure that all VDNs with Timed ACW values are specified in the Peripheral Monitor table.

Uninstalling ICM 4.6(2) SR3

As desired, you can uninstall ICM 4.6(2) SR3 from any ICM node on which it is installed. When uninstalling ICM 4.6(2) SR3 note that:

· Because removing an ICM service release requires stopping ICM services, it should be done during a maintenance period when your ICM system is out of production.

· To function properly ICM 4.6(2) SR3 must be installed on all the ICM components it supports. Therefore, if you remove it from one node in a system and do not plan to reinstall it, you should remove it from all other nodes as well. 
To uninstall ICM 4.6(2) SR3, perform the following steps on each ICM node on which it is installed:

1. Log into the ICM node under an account that has administrator privileges to the machine.

2. Using the ICM Service Control utility, stop all ICM services running on the node.

3. For ICM WebView, close ICM WebView Reporting, stop Jaguar Service and IIS Service, and clean up IE browser cache and precompiled WebView pages.

4. For the ICM Distributor, Logger, or Admin Workstation Node, close any open Check Routes Tool or Script Editor. Close the Translation Route Wizard if running; close any open ICM Configuration tools; and stop ICMDBA.

5. For CallManager PG Node, stop Internet Explorer sessions.

6. Select Start > Settings > Control Panel > Add Remove Programs.
7. Select Cisco Service Release 4.6(2)_SR3.

8. Click Change/Remove.
9. If the node is an Admin Workstation running WebView, restart IIS (by restarting the World Wide Web Publishing service) and restart the Jaguar service.

10. Restart all ICM services on the node.

11. If the node is an ICM Distributor, Logger, or Admin Workstation, start ICMDBA and open tools and applications that you closed, as desired.

12. For CallManager PG Node, start Internet Explorer sessions.

Note: If, as part of installing additional ICM 4.6(2) SR3 features, you applied the CSCma23632 fix to a Definity PG, after uninstalling ICM 4.6(2) SR3 you should also delete the following key from that node’s ICM registry: PGxA\OPC\OPIData\AgentAvailableStateUpdateDelayInMillSeconds.

For more information on CSCma23632 consult the How to Resolve CSCma23632 at DEFINITY ACD Sites section of this document. 

Running Setup.exe from the ICM CD in a Service Release Environment

The following information pertains to ICM versions 4.6(2) and above:

Subsequent to an initial installation of ICM on a node, you may need to rerun Setup.exe from the ICM CD. Typically, this occurs when you want to add additional ICM components (loggers, routers, etc.), something which can only be accomplished by running the CD version of Setup.

Potential issues can arise when the CD version of Setup.exe is run on ICM nodes on which Service Releases and/or Engineering Specials have been applied; The CD version of Setup may overwrite files that were modified by the SR or ES installation. In ICM versions prior to 6.0, Setup.exe does not provide notification or warning of this potential risk.

How to Run Setup.exe from the ICM CD in a Service Release Environment

To avoid potential issues, Cisco recommends that you revert an ICM node to base-release level prior to running Setup.exe from the ICM CD. This should also be done if you have previously run Setup.exe from the CD in your Service Release-patched environment and are experiencing inconsistent behavior. To do this:

1. Uninstall all ICM Service Releases and/or Engineering Specials from the node, following the uninstallation instructions provided in these Release Notes. 

Note: Patches must be removed in the reverse-order they were installed. For example, on a node on which the following have been installed: SR1, SR1_ES10, SR1_ES20, SR2, SR2_ES10, SR2_ES20, you would remove patches in this order:

SR2_ES20 ( SR2_ES10 ( SR2 ( SR1_ES20 ( SR1_ES10 ( SR1

The uninstall program will prevent you from removing patches in an incorrect order.

2. Run Setup.exe from the ICM CD, adding components and/or making other configuration changes, as desired. 

3. After adding components and prior to exiting Setup, click the Upgrade All button to upgrade all ICM instances on the node.
4. Reinstall ICM Service Releases and/or Engineering Specials, following the installation instructions provided in their Release Notes.

Known Caveats in this Service Release

This section provides a list of significant known defects in ICM 4.6(2) SR3. 

	Identifier
	Severity
	Component
	Headline

	CSCsa31434
	2
	pg.eapim.jtapigw
	Memory leak in JTAPI GW process when doing transfers

	CSCsa20894
	2
	db.logger.synch
	Updateaw.exe Unexpectedly Exits

	CSCsa24855
	2
	inetscripted
	Internet Script Editor Updates Failing

	CSCsa19552
	2
	pg.symp
	Peripheral ONLINE messages not in sync with pim and opc

	CSCsa23247
	2
	pg.opc
	OPC Assert - DrWatson reports - on function: Agent::SetNetworkTargetID

	CSCsa26829
	2
	pg.opc
	OPC exits when invalid ECC var size is detected for a call

	CSCsa17612
	3
	pg.symp.noseipim
	ANI not seen for direct call to extension on CTI

	CSCsa20563
	3
	pg.dms100
	DMS100 PIM does not failover correctly with CCSG installed

	CSCma28618
	3
	web.scripteditor
	Webview script monitoring application reports call count incorrectly

	CSCsa25995
	3
	router
	No Way To Turn Off Delayed Script Response Functionality

	CSCma29982
	3
	pg.dms100
	DMS100  PIM is failing while handling Release Message.

	CSCma29971
	3
	scripteditor
	Enabled Scripts utility shows Call Count of 0 for scripts with calls

	CSCsa19199
	2
	router
	Router restarts and writes DR. Watson.

	CSCsa23402
	3
	pg.dms100
	X25 link failure on the DMS

	CSCsa24603
	3
	reporting.webview.ICM
	agteam28 - Direction field shows incorrect data


Note: You can view more information on and track individual ICM defects using the Cisco Bug Toolkit located at: http://www.cisco.com/support/bugtools/Bug_root.html
Resolved Caveats in this Service Release

This section provides a list of significant ICM defects resolved by this service release. It contains these subsections:

· Resolved Caveats in ICM 4.6(2) SR3
· Resolved Caveats in ICM 4.6(2) SR2
· Resolved Caveats in ICM 4.6(2) SR1
Note: You can view more information on and track individual ICM defects using the Cisco Bug Toolkit located at: http://www.cisco.com/support/bugtools/Bug_root.html
Resolved Caveats in ICM 4.6(2) SR3

This section lists caveats specifically resolved by ICM 4.6(2) SR3. Caveats resolved in earlier service releases (and automatically rolled into this release) are described in later sections. 

(NOTE: Click on the Identifier in the following list to obtain bug details)
Index of New Resolved Caveats

Caveats in this section are ordered by ICM component and then severity.

	Identifier
	Sev
	Component
	Headline

	CSCma27514
	3
	aw.config.list
	DN List with very large config is slow and uses a lot of memory

	CSCma28341
	3
	aw-bulk.config
	Misleading note on select /deselect sorting options in bulk tools

	CSCma28298
	2
	db.distributor.realtime.feed
	ICM 4.6.2: Distributor AWs lose realtime feed

	CSCma27626
	3
	db.icmdba
	ICMDBA space used summary shows 0 rows of Termination_Call_Detail

	CSCma26957
	3
	inetscripted
	Internet Script Editor exit in SSL_READ call

	CSCma27466
	4
	inetscripted
	Internet Script Editor Logs Many of Add Label Event Viewer Errors

	CSCma29302
	2
	mds.synchronizer
	TOS response = ENABLED after NM stop

	CSCma28672
	3
	netgwy.inap
	TFC messages cause memory leak

	CSCma28984
	3
	netgwy.inap
	Bad port on PCI card causes entire Gateway to fail

	CSCma28666
	2
	netgwy.ss7.itu
	Incorrect ITU SS7 Congestion Control

	CSCma29531
	2
	nic.btv2
	BTV2INAPNIC crash when label returned from Router exceeds 20 digits

	CSCma29197
	2
	nic.gk
	Under heavy load GKTMP NIC can drop calls.

	CSCma28430
	5
	nic.ss7innic
	Ericsson SSP do not properly handle User Abandon while at VRU

	CSCma28232
	2
	pg.aspect
	Aspect PIM assertion -ASPEVPIM!<nosymbols>

	CSCma27022
	3
	pg.aspect
	Unable Parse.Variable E.Message Element for Message Type 410

	CSCma28398
	2
	pg.definity
	Trunk Group Information not updated correctly in post routed calls

	CSCma29625
	2
	pg.definity
	Agent Extensions are not properly monitored.

	CSCma26223
	3
	pg.definity
	CTIOS Agent goes to talking state when blind transfer to Definity

	CSCma28610
	3
	pg.definity
	Agent State transition from wrap does not report lin f/going to idle

	CSCma29233
	3
	pg.definity
	Announced Xfers Offsite show as Call Disposition 28 Instead of CD29

	CSCma30011
	3
	pg.definity
	Agent makes 2 outside calls then conf together CTISVR show 5-p opc-3

	CSCsa19001
	3
	pg.definity
	Incorrect argument to EMS wrapper function

	CSCsa20999
	3
	pg.definity
	ECSPIM exits when an incorrect label is specified for postroute.

	CSCma27976
	4
	pg.definity
	CMS related initialization is done in PIM for  Non-CMS mode.

	CSCma29298
	3
	pg.dms100
	DMS PIM crash when ICM monitors DMS100 Instrument Secondary DN

	CSCma29790
	3
	pg.dms100
	Duplicate entries in Peripheral Monitor causes PIM to not activate

	CSCma29845
	3
	pg.dms100
	DMS100 PIM/CTISVR - CONF problem with Line Handle

	CSCed23751
	2
	pg.eapim
	EAPIM crash on call cleared in JTAPICall::RemoveAllIdleLines

	CSCma22314
	3
	pg.eapim
	IPCC no answer treatment should not forward non-routed calls.

	CSCma29603
	3
	pg.eapim
	Not Ready Reason Code not captured if entered prior to transfer

	CSCee30460
	2
	pg.eapim.jtapigw
	The uncaught exception is java.lang.OutOfMemoryError

	CSCma26938
	3
	pg.eapim.jtapigw
	MSJVM not supported after 093004 for Call Mgr PG

	CSCsa20189
	3
	pg.eapim.jtapigw
	Transfer results not reflected properly for reverse transfers

	CSCma28489
	4
	pg.eapim.jtapigw
	Call Routing failing due to race condition of events in JTapi

	CSCma29631
	3
	pg.mer
	Agent state is being reported as AS_TALKING, for a call on HOLD

	CSCma25852
	2
	pg.opc
	ICM Call Data not transferred when agent consults another peripheral

	CSCsa23247
	2
	pg.opc
	OPC Assert - DrWatson reports - on function: Agent::SetNetworkTargetID

	CSCma29417
	3
	pg.opc
	DMS OPC crash when ICM monitors DMS100 Instrument Secondary DN

	CSCma29527
	3
	pg.opc
	NICCallID is lost when New_transaction_Event is processed

	CSCma28647
	3
	pg.spectrumpim
	Incorrect Line Type for Outbound Calls in Spectrum PIM

	CSCma28057
	2
	pg.symp.noseipim
	Consult call prematurely cleared when original caller hangs up

	CSCma26749
	3
	pg.symp.noseipim
	Half hour call count greater than TCD call count for Agent out

	CSCma27917
	3
	pg.symp.noseipim
	Peripheral Call type wrong in TCD for direct agent call on Symposium

	CSCma28782
	3
	pg.symp.noseipim
	Incorrect Work_Ready duration when Agent goes Break after the Call

	CSCma29218
	3
	pg.symp.noseipim
	Agent state shows Reserved for Consult call prematurely cleared

	CSCma29219
	3
	pg.symp.noseipim
	Consult call hanging around the PIM while abandoned

	CSCma29220
	3
	pg.symp.noseipim
	Consulation Call cleared pre-maturely for conference scenario

	CSCsa19023
	3
	pg.symp.noseipim
	TCD WorkTime does not match AGSHH WorkReadyTimeToHalf for Symp PIM / OPC

	CSCma25895
	3
	reporting
	Timestamp on data and report progressively increases

	CSCma26882
	3
	reporting.webview.ICM
	Large fonts on OS or low screen resolution crops graphical reports

	CSCma29891
	3
	reporting.webview.ICM
	WebView stops working after long period of high activity

	CSCma20366
	1
	router
	Router Crash when handling CallEvent Report

	CSCma28144
	2
	router
	Dual Routers outages caused by requery with dynamic labels

	CSCma28416
	2
	router
	Router will not start with registry flag WaitForLogger off

	CSCma29511
	2
	router
	Router state transfer fails due to unregistered object error.

	CSCma29799
	2
	router
	Invalid object errors during router state transfer.

	CSCma29802
	2
	router
	Router state size is continually increasing.

	CSCma27999
	3
	router
	Script Editor Queue Node In Queue Meter Differs on Different AWs

	CSCma28310
	3
	router
	Long Strings in Peripheral Variables Cause Router Exit

	CSCma28826
	3
	router
	Admin Script stops executing when Dbworker process restarts

	CSCma29420
	3
	router
	Router doesnt cleanup pending calls when dbw process restarts.

	CSCsa21226
	1
	scripteditor
	Custom function and wildcard variable crash ScriptEditor

	CSCma29552
	2
	scripteditor
	Changing the description of a script causes router crash.

	CSCma26515
	3
	scripteditor
	Going into Security Tab of Script Properties Causes Unexpected Exit

	CSCma27475
	3
	scripteditor
	ISE password change doesnt work.

	CSCma28020
	3
	scripteditor
	Can not immediately select or see DialedNumber in Object Type

	CSCma29991
	3
	scripteditor
	Not able to delete last Admin Script

	CSCma27101
	5
	scripteditor
	Right Click on Script Does not Show Monitor Options

	CSCma28650
	3
	setup.webview.ICM
	WebView is using the Classic JVM instead of the HotSpot JVM

	CSCma27458
	3
	web.scripteditor
	When Modifying Nodes in Web Script Editor, Changes Are Not Saved


Detailed list of New Resolved Caveats in 4.6(2)  SR3

Caveats are ordered by defect number

Defect Number: CSCed23751

Component: pg.eapim

Severity: 2

Headline: EAPIM crash on call cleared in JTAPICall::RemoveAllIdleLines

Symptom:  EAGT PIM may crash during load on a call cleared event. 

Condition:  IPCC - ICM 5.0 with CM 3.3 Internal load testing. 

Workaround:  None

Defect Number: CSCee30460

Component: pg.eapim.jtapigw

Severity: 2

Headline: The uncaught exception is java.lang.OutOfMemoryError

Symptom:  IPCC PG Fails due to an uncaught exception "" java.lang.OutOfMemoryError"". 

Condition:  When PGA JGW1 process stops and restarts in the midst of call center traffic. 

Workaround:  None.

Defect Number: CSCma20366

Component: router

Severity: 1

Headline: Router Crash when handling CallEvent Report

Symptom:  The router process restarts intermittently. 

Condition:  Running a series of calls that handle Call_Event_Reports may cause the router restart. 

Workaround:  None Apply Hotfix #222 for ICM release 4.6.2 for resolution "

Defect Number: CSCma22314

Component: pg.eapim

Severity: 3

Headline: IPCC no answer treatment should not forward non-routed calls.

Symptom:  Non-routed inbound call gets redirected to a IPCC routing script as a part of no answer treatment. 

Condition:  IPCC - ICM 4.6.1 and above. Forward on no answer DN and timer is configured in the agent desk settings. Agent is in the available state. 

Workaround:  Configure a RNA script, and reserve a call variable for RONA directives. In the initial routing script, set the RNA call variable to uniquely identify this script. Add a second DN, Call Type, and RONA script. In the RNA script, have a series of IF nodes that redirect the call to the original script. Also, have the RNA script reset the RNA call variable to indicate it was a RONA. Have the original script up the priority of the call if it was a RONA call. Further Problem Description: In most call centers, if an agent is available, they should be there and be ready to answer the call. If they are not, you want the No Answer treatment to kick in and at least take them out of the routing equation until they really are ready. 

Defect Number: CSCma25852

Component: pg.opc

Severity: 2

Headline: ICM Call Data not transferred when agent consults another peripheral

Symptom:  Agent modified call variables are missing from call that has been consult transferred to another peripheral. 

Condition:  When a call is transferred to a routing script that results in the call being sent to another peripheral monitored by ICM. This could be an IP IVR or another site. 

Workaround:  If the consult transfer calls are initiated via the agent application (i.e. not the hard phone), using the ICM Dialed Number Plan entry to post route the call will retain the call variables."

Defect Number: CSCma25895

Component: reporting

Severity: 3

Headline: Timestamp on data and report progressively increases

Symptom: The time stamps for data in WebView reports is ahead of the timestamp on the report banner. 

Condition: With refresh enabled for Webview reports, over time (1-2 minutes) the timestamp for report data exceeds the report banner timestamp. All ICM components are time synchronized using Windows Time Service, and all components have been verified as time synchronized. 

Workaround None

Defect Number: CSCma26223

Component: pg.definity

Severity: 3

Headline: CTIOS Agent goes to talking state when blind transfer to Definity

Symptom:  CTIOS Agent goes to TALKING state when blind transferred to Definity 

Condition:  ICM 5.0 SR3 with Definity The problematic scenario is as follows. 1. Agent transfer a customer call to VDN 5204 (Definity) 2. The agent goes to WRAPUP mode 3. Then, goes to TALKING state 4. The agent has to logout to get out of the TALKING state 

Workaround:  None.

Defect Number: CSCma26515

Component: scripteditor

Severity: 3

Headline: Going into Security Tab of Script Properties Causes Unexpected Exit

Symptom:  When clicking on the ""Security"" tab of a the properties dialog of a script, Script Editor unexpectedly exits. 

Condition:  This can only occur on ICM systems with ICM partitioning enabled. On those systems, if a script has any references to an Enterprise Skill Group or Enterprise Service and the user clicks on the ""Security"" tab of the properties dialog of a script, then Script Editor will unexpectedly exit. 

Workaround:  If you want to be able to look at your access permissions for individual items in the script, then there is no workaround. However, if you just want to modify certain security permissions on that script, then you can do that by doing the following: 1. Opening the script in browse or monitor mode. 2. Right click on any empty space in the script and click on the ""Security"" menu option. 3. You can now edit the security permissions from this screen."

Defect Number: CSCma26749

Component: pg.symp.noseipim

Severity: 3

Headline: Half hour call count greater than TCD call count for Agent out

Symptom:  The number of calls reported for Agent_Skill_Group_Half_Hour is greater than the same data pulled from the Termination Call Detail tables. 

Condition:  ICM 4.6.2 Agent makes outbound calls during the wrap-up time 

Workaround:  Use Termination Call Detail records instead of the Half Hour records for Agent Out call counts.

Defect Number: CSCma26882

Component: reporting.webview.ICM

Severity: 3

Headline: Large fonts on OS or low screen resolution crops graphical reports

Symptom:  Graphical reports get clipped in the browser. 

Condition:  Large font size on the client (browser) OS and/or very low screen resolution on the client (browser) machine. 

Workaround:  None

Defect Number: CSCma26938

Component: pg.eapim.jtapigw

Severity: 3

Headline: MSJVM not supported after 093004 for Call Mgr PG

Symptom:  ICM Call Manager PG has dependency on 3rd party component (MSJVM) being end-of-lifed. 

Condition:  As of Sept 30, 2004 there will be no support from Microsoft for the Microsoft JVM. http://www.microsoft.com/mscorp/java/ This will leave IPCC Enterprise versions 4.6.2 and 5.0 using an unsupported component (MSJVM) for which the original vendor (Microsoft) has ceased support. Any newly discovered critical bugs or security vulnerabilities in the MSJVM would not be subject to fix by Microsoft. 

Workaround:  On April 8, 2004 Microsoft announced that support would be extended to December 31, 2007. The issue is resolved by ""porting"" the functionality to the Sun JVM."

Defect Number: CSCma26957

Component: inetscripted

Severity: 3

Headline: Internet Script Editor exit in SSL_READ call

Symptom:  Script Editor being closed by Windows. 

Condition:  This happens in this scenario: -Open ISE, place in monitor mode -Bring another application into focus -after a period of time, bring ISE into focus -Windows closes ISE Have tried the following: -reboot the local machine with ISE -reinstall ISE 

Workaround:  None. Solution: None.

Defect Number: CSCma27022

Component: pg.aspect

Severity: 3

Headline: Unable Parse.Variable E.Message Element for Message Type 410

Symptom:  Controlled exception occurs because of invalid state transition of PIM from ACTIVE to ACTIVE. 

Condition:  ICM version 4.6(2) When the message received over Application Bridge is invalid and if PIM is not able to handle that message, it terminates the connection with the ACD and sends out a ""Out Of Service"" notification to OPC. If PIM accepts a new client connection from the ACD before OPC sends Idle request to PIM, invalid state transition from ACTIVE to ACTIVE state occurs. 

Workaround:  none"

Defect Number: CSCma27101

Component: scripteditor

Severity: 5

Headline: Right Click on Script Does not Show Monitor Options

Symptom:  Right clicking in an ICM Script shows the ""Monitor Options"" item as disabled. 

Condition:  This will occur on Limited AWs only. 

Workaround:  Use the ""Script->Monitor Options"" menu pull down for setting monitor options. "

Defect Number: CSCma27458

Component: web.scripteditor

Severity: 3

Headline: "When Modifying Nodes in Web Script Editor, Changes Are Not Saved"

Symptom:  Changes to nodes in Web Script Editor are sometimes not saved. 

Condition:  This can happen when the ""Retain Script Version"" field in the ""System Information"" tool in ICM Configuration Manager is set to something other than ""All."" In those cases, if you change a script 1 more time than the retention is set at, the change will not get saved. For example, if the ""Retain Script Version"" field is set to 2 and you are in the process of editing the same script several times, then the 3rd time you edit the script, the changes will not get saved. 

Workaround:  Steps 1. Set the ""Retain Script Version"" field in the ""System Information"" tool in ICM Configuration Manager is set to ""All"" 2. Restart the Cisco ICM Distributor service. This workaround should stop the issue from occurring assuming that there are not multiple people editing the same script on different machines. 

Defect Number: CSCma27466

Component: inetscripted

Severity: 4

Headline: Internet Script Editor Logs Many of Add Label Event Viewer Errors

Symptom:  When Internet Script Editor is started the Windows Event Viewer logs are populated with many error events. Most the errors look like the following: ""Add, Label, Network target NNNN referenced by label NNNN not found."" 

Condition:  This can occur on Cisco ICM 4.6.2 and Cisco ICM 5.0.0 on systems that have many labels that are associated with peripheral targets, announcements, or scheduled targets. 

Workaround:  None. Further Problem Description: These errors do not truly indicate a problem with the Internet Script Editor and do not affect the functionality of Internet Script Editor"

Defect Number: CSCma27475

Component: scripteditor

Severity: 3

Headline: ISE password change doesnt work.

Symptom "Internet Script Editor allows a user to change their password, even though the user should not be able to do so. In fact, the user password change doesn't take effect, but the user is not informed of this via ISE. 

workaround: change password in config manager."

Defect Number: CSCma27514

Component: aw.config.list

Severity: 3

Headline: DN List with very large config is slow and uses a lot of memory

Symptom:  Dialed Number List tool takes a long time (6 minutes) to save changes if configuration tables are very large. 

Condition:  These symptoms have been seen with the following table sizes. Dialed Number : 62,000 Dialed Number Map : 62,000 Dialed Number Label : 937,000 

Workaround:  For 4.6.2 sytems, make sure that all the latest 4.6.2 hotfixes are installed, as some should help the performance of DN List tool for configuration sizes less than that listed above. If that does not help, or for all other cases you should make multiple changes before pressing save. This will limit the number of times you need to wait for the long save operation."

Defect Number: CSCma27626

Component: db.icmdba

Severity: 3

Headline: ICMDBA space used summary shows 0 rows of Termination_Call_Detail

Symptom:  ICMDBA Space Used Summary utility run on HDS shows zero rows of data, taking up 0.03MB of space for Termination_Call_Detail, which is incorrect. It should show the proper number of rows and the proper data size. 

Condition:  ICM 4.6.2. 

Workaround:  Query HDS directly with isql/w."

Defect Number: CSCma27917

Component: pg.symp.noseipim

Severity: 3

Headline: Peripheral Call type wrong in TCD for direct agent call on Symposium

Symptom:  Peripheral Call type wrong in TCD for direct agent call on Symposium, Termination_call_detail returns PeripheralCallType=1 (ACD_In). 

Condition:  Call to Symposium agent Instrument ICM 4.6.2 Router HF187 Symposium-PG HF45 and HF97 

Workaround:  None"

Defect Number: CSCma27976

Component: pg.definity

Severity: 4

Headline: CMS related initialization is done in PIM for Non-CMS mode.

Symptom:  While the PIM is initializing (starting up), CMS related initializations are done in definity PIM even for a non-CMS PG. Currently, there is no check in the code to make sure that the CMS initialization is done only when the setup is CMS enabled. 

Condition:  ICM 4.6.2 

Workaround:  None "

Defect Number: CSCma27999

Component: router

Severity: 3

Headline: Script Editor Queue Node In Queue Meter Differs on Different AWs

Symptom:  Script Editor instances on Distributor AWs connected to central controller A show different ""in queue"" call stats for a Queue Node in a script then the Script Editor instances on Distributor AWs connected to side B. 

Condition:  This can happen if a router state transfer occurs while calls are in queue. In this case one side of the router will have different queue metering than another. So, if you have some Distributor AWs connected to central controller A and some to side B, then Script Editor will show different data for the ""in queue"" stats for some Queue Nodes depending on which side it is connected too. 

Workaround:  Stop both routers, then restart both routers. Further Problem Description: This problem only affects what the user sees when monitoring queue nodes in Script Editor and has no effect on the routing functionality of either router. Both routers will continue to route calls correctly and synchronously. Even though the inqueue metering may be incorrect in Script Editor, both routers will still be routing based on the same, real number of calls that are in queue. "

Defect Number: CSCma28020

Component: scripteditor

Severity: 3

Headline: Can not immediately select or see DialedNumber in Object Type

Symptom:  First issue is global user variable with type Dialed Number is not available in script editor. Using Set, If, Label (Dynamic) nodes or custom functions, you can not immediately select select or see DialedNumber in Object Type. Over a period of time (hours or days) the Dialed Number object may become available. Second issue is the number of Dialed Numbers selectable (under Objects) is not complete (only approximately 2% can be seen or selected). 

Condition:  None. 

Workaround:  For the first issue, workaround is to select a Dialed Number node first, double click to open it and then click the cancel button and delete the node if not needed, and then go back to the Set, If or Label nodes, you'll see the Dialed Number in Object Type.

Defect Number: CSCma28057

Component: pg.symp.noseipim

Severity: 2

Headline: Consult call prematurely cleared when original caller hangs up

Symptom:  Pre-mature termination of Consult call. 

Condition:  ICM 4.6.2 with hf 45, hf97 CTIOS 4.7 SCCS 4.2 SU09 ICCMSDK 4.2 Meridian ACD 25.40 1) Agent1 answer's the call and initiates Consult call to Agent2 (DN) 3) Agent2 receives the call 3) Caller hang up the call Observation at Hard phone(meridian) : Consult Call still is there between Agent1 and Agent2 Observation at Agent Desktop: Consult call is cleared. 

Workaround:  None 

Defect Number: CSCma28144

Component: router

Severity: 2

Headline: Dual Routers outages caused by requery with dynamic labels

Symptom:  ICM services on both duplexed NAM Routers bounce. 

Condition:  ICM 4.6.2 NAM Routers. drwtsn32.logs thrown for both routers, each with a different call stack. This was caused by indirectly by CSCma14971, causing event reports to be associated with the wrong call. 

Workaround:  None

Defect Number: CSCma28232

Component: pg.aspect

Severity: 2

Headline: Aspect PIM assertion -ASPEVPIM!<nosymbols>

Symptom:  Aspect Event Link PIM cycles and produces drwtsn log. 

Condition:  ICM 4.6(2) HF#70. PG connected to Aspect ACD release 8.4, SP 1, CM 3. Call Scenario: Agent1 is on Inbound Call Agent2 is on Outbound Call Agent1 makes a Consult Call to Agent2 and Consult Call is offered to Agent2 Agent2 disconnects Outbound Call Agent2 answers the Consult Call When Agent2 disconnects Outbound Call, if Agent State Event (Wrapup) comes before the Call Disconnect Event from the Aspect ACD. 

Workaround:  None. 

Defect Number: CSCma28298

Component: db.distributor.realtime.feed

Severity: 2

Headline: ICM 4.6.2: Distributor AWs lose realtime feed

Symptom:  No real-time data on AW's and no config changes possible. 

Condition:  ICM 4.6.2 Following error message repeated in rtc process window on all distributor AWs (NAM and CICM). Unable to get realtime feed. 11:29:00 dis-rtc Trace: Update Image with ScriptId 5040 Failed! 11:29:00 dis-rtc Embedded SQL failed, SqlCode 0, Operation sqlexec on Table Image. 11:29:00 dis-rtc Trace: DBLib error:Attempt to initiate a new SQL Server operation with results pending. 

Workaround:  Cycle RTC Process. 

Defect Number: CSCma28310

Component: router

Severity: 3

Headline: Long Strings in Peripheral Variables Cause Router Exit

Symptom:  Long Strings in Peripheral Variables cause Router restart. 

Conditions: This problem exist in all ICM versions. When the size of Peripheral variable is too large then while generating RCD record router restarts. 

Workaround : None 

Defect Number: CSCma28341

Component: aw-bulk.config

Severity: 3

Headline: Misleading note on select /deselect sorting options in bulk tools

Symptom:  In the sort dialog for all Bulk inser/edit tools, the instruction on sort check boxes is misleading. 

Condition:  Normal 

Workaround:  NA 

Defect Number: CSCma28398

Component: pg.definity

Severity: 2

Headline: Trunk Group Information not updated correctly in post routed calls

Symptom:  Trunk Group information not populating properly in post routed call scenarios. This leads to the incorrect encoding of trunk data by the Definity PIM. 

Condition:  ICM 4.6.2 With Definity PG. 

Workaround:  None 

Defect Number: CSCma28416

Component: router

Severity: 2

Headline: Router will not start with registry flag WaitForLogger off

Symptom:  Router fails during initialization. 

Condition:  This will happen if the registry flag Configis set to 0. 

Workaround:  Set this flag to 1.

Defect Number: CSCma28430

Component: nic.ss7innic

Severity: 5

Headline: Ericsson SSP do not properly handle User Abandon while at VRU

Symptom - Ericsson INAP implementation does not properly handle caller Abandon/Disconnect while at VRU. ICM/SS7InNic expects to receive a TCAP Abort in this situation, but Ericsson does not provide Abort, nor does it propage Call Control Release to VRU. This leaves both INAP and VRU interfaces ""hanging."" 

Conditions - Send call to VRU, hangup phone before or after VRU answers call. 

Workaround - An SS7InNic based workaround has been provided. 

Defect Number: CSCma28489

Component: pg.eapim.jtapigw

Severity: 4

Headline: Call Routing failing due to race condition of events in JTapi

Symptom:  Call Routing fails whan ICM sends a call to an agent whose phone is busy, where Call Forward on Busy is set to go back to the ICM Route Point, generating a second Route request. Second route request for the same call fails if the call cleared comes after the second route request. 

Condition:  IPCC Using the Call Forward on Busy Call Manager line configuration to forward ICM calls back to an ICM script. This does not affect all calls, and occurs under the race condition where the call cleared from the first route request comes after the second route request is received and before the second route is completed. 

Workaround:  None 

Defect Number: CSCma28610

Component: pg.definity

Severity: 3

Headline: Agent State transition from wrap does not report lin f/going to idle

Symptom:  Agent moves to wrap-up state after clearing the call, on a line. When Agent makes call or receives call on different line, when in wrap-up state, the WorkTime for the previous call is incorrect (more than the actual value) in Termination Call Detail (TCD). 

Condition:  Agent in wrap-up state makes a call or receives a call. ICM 4.6.2 with PG 4.6.2 

Workaround:  None 

Defect Number: CSCma28647

Component: pg.spectrumpim

Severity: 3

Headline: Incorrect Line Type for Outbound Calls in Spectrum PIM

Symptom:  PIM is not setting Line Type to indicate Outbound Calls (Agent_Skill_Group_Half_Hour.AgentOutCallsToHalf and Skill_Group_Half_Hour.AgentOutCallsToHalf). All outbound calls are counted as Internal Out (Agent_Skill_Group_Half_Hour.InternalCallsToHalf and Skill_Group_Half_Hour.InternalCallsToHalf). 

Condition:  ICM 4.6.2 Spectrum PIM 

Workaround:  None

Defect Number: CSCma28650

Component: setup.webview.ICM

Severity: 3

Headline: WebView is using the Classic JVM instead of the HotSpot JVM

Symptom:  WebView pages don't display quickly in the client browser. 

Condition:  The file C:FilesAtlantaISAPIData.pref uses Windows line breaks instead of Unix line breaks. You can test this by opening the file in Notepad. If the file displays as one long line, then it is in Unix format. If it is several separate lines, then it is in Windows format. 

Workaround:  -Delete the file C:FilesAtlantaISAPIData.pref. -Restart the IISAdmin and W3SVC services. -Using the ServletExec Administration page, http://localhost/servlet/admin -Click on Settings under the Virtual Machine heading -Select Sun HotSpot Server as the Selected Java VM -We suggest a Minimum Heap Size of 32768 (32 MB) -We suggest a Maximum Heap Size of 262144 (256 MB), however a different value may be appropriate given your specific hardware -Click on Options the Virtual Machine heading -Add -Xmixed if it isn't already present -Restar the IISAdmin and W3SVC services for these changes to take effect.

Defect Number: CSCma28666

Component: netgwy.ss7.itu

Severity: 2

Headline: Incorrect ITU SS7 Congestion Control

Defect Number: CSCma28672

Component: netgwy.inap

Severity: 3

Headline: TFC messages cause memory leak

Symptom - TFC is received by Gateway causing bogus RSCT message to be sent to network. If enough TFC are received, erroneous congestion condition is triggered causing Mtp2 Link level congestion.

 Conditions - Send TFC to Gateway (500 or more to trigger erroneous congestion condition). 

Workaround - None

Defect Number: CSCma28782

Component: pg.symp.noseipim

Severity: 3

Headline: Incorrect Work_Ready duration when Agent goes Break after the Call

Symptom:  When Agent goes for Break after the call, WorkReadyTimeToHalf in AgentSkillGroupHalfHour is not updating correctly. 

Condition:  ICM 4.6.2 SCCS 4.0/4.2 

Workaround:  NONE 

Defect Number: CSCma28826

Component: router

Severity: 3

Headline: Admin Script stops executing when Dbworker process restarts

Symptom:  Admin Script stops executing. 

Condition:  Admin Script stops executing when there is a pending request to the database Database and the DbWorker process restarts. When this condition occurs, the Admin Script is not rescheduled. 

Workaround:  None 

Defect Number: CSCma28984

Component: netgwy.inap

Severity: 3

Headline: Bad port on PCI card causes entire Gateway to fail

Symptom - Gateway fails to start Conditions - PCI card has one or more failed ports. 

Workaround - None. 

Defect Number: CSCma29197

Component: nic.gk

Severity: 2

Headline: Under heavy load GKTMP NIC can drop calls.

Symptom:  GKTMP NIC drops connect requests from the ICM Call Router. 

Condition:  GKTMP NIC is connected to multiple Cisco Gatekeepers and is processing many requests per second. 

Workaround:  None.

Defect Number: CSCma29218

Component: pg.symp.noseipim

Severity: 3

Headline: Agent state shows Reserved for Consult call prematurely cleared

Symptom:  Consulted agent remains in 'Reserved' state for a consult call receieved through CDN, when customer and consulting agent drop the call before it is answered by consulted agent. 

Condition:  ICM 4.5.1 SCCS 4.2 SU09 ICCMSDK 4.2 Meridian ACD 25.40 Additional Information: Agent1 takes an external call from customer. Agent1 initiates a consult xfer to a CDN. While ringing on Agent2, external caller hangs up. when Agent1 Clear's the unanswered consult call, Agent2 remains in RESERVED state. 

Workaround:  None 

Defect Number: CSCma29219

Component: pg.symp.noseipim

Severity: 3

Headline: Consult call hanging around the PIM while abandoned

Symptom:  Outbound consult call is not cleared when customer drops the call and agent clears the consult call. 

Condition:  ICM 4.5.1 SCCS 4.2 SU09 ICCMSDK 4.2 Meridian ACD 25.40 Additional Information: Agent1 takes an external call. Agent1 initiates a consult xfer (outbound) to Agent2. While ringing on Agent2, external caller hangs up. Agent2 Clears the consult call. Consult call is not cleared at PIM. 

Workaround:  None

Defect Number: CSCma29220

Component: pg.symp.noseipim

Severity: 3

Headline: Consulation Call cleared pre-maturely for conference scenario

Symptom:  Ringing consult call is cleared when customer hangs up the call. 

Condition:  ICM 4.5.1 SCCS 4.2 SU09 ICCMSDK 4.2 Meridian ACD 25.40 Additional Details: Agent1 takes an external call Agent1 initiates a consult conference to Agent2. While ringing on Agent2, external caller hangs up. ICM clears both legs of the call, but the leg from Agent1 to Agent2 is really still active on the PBX. 

Workaround:  None

Defect Number: CSCma29233

Component: pg.definity

Severity: 3

Headline: Announced Xfers Offsite show as Call Disposition 28 Instead of CD29

Symptom:  Agent answers an incoming call, and initiates a consult call to off- switch destination and transfers the call. For this consult transfer, the ""Call Disposition"" field in the ""Termination Call Detail"" record is set to DBCD_BLIND_TRANSFER(28). For a consult transfer, the ""Call Disposition"" field should be set DBCD_ANNOUNCED_TRANSFER(29). 

Condition:  ICM version 4.6.2 with PG Definity. 

Workaround:  None.

Defect Number: CSCma29298

Component: pg.dms100

Severity: 3

Headline: DMS PIM crash when ICM monitors DMS100 Instrument Secondary DN

Defect Number: CSCma29302

Component: mds.synchronizer

Severity: 2

Headline: TOS response = ENABLED after NM stop

Symptom:  Operator initiated action to shut down node ""A"" of the CallRouter can, under certain conditions, cause the corresponding ""B"" side CallRouter to go out of service. 

Condition:  Run NMStop or use ICM Service Control to stop CallRouter A. Side B sends a Test Other Side (TOS) message. Side A responds to the TOS with status = ENABLED, which it should not. The result is that the side B goes down too, only to subsequently re-initialize. Both sides of the central controller thus go down, when only side A should. This is an intermittent issue. 

Workaround:  None 

Defect Number: CSCma29417

Component: pg.opc

Severity: 3

Headline: DMS OPC crash when ICM monitors DMS100 Instrument Secondary DN

Symptom:  When a Secondary DN is configured in the Peripheral Monitor table, the DN Association succeeds, but there is a subsequent error message generated: ""ACD DN Invalid"". In addition, monitoring a secondary DN in ICM provided additional events from that line but also caused the OPC and PIM to crash with a DrWatson every time the phone was taken off- hook. 

Condition:  PG's running version 4.5 SP 0 hotfixes 38, 99, 106, 124, 207. 

Workaround:  None

Defect Number: CSCma29420

Component: router

Severity: 3

Headline: Router doesnt cleanup pending calls when dbw process restarts.

Symptom:  Router doesn't cleanup calls when the dbworker process restarts. 

Condition:  When router is waiting for dblookup response and dbworker process restarts, no destination is returned for the call, and the call instance remains in memory. 

Workaround:  None 

Defect Number: CSCma29511

Component: router

Severity: 2

Headline: Router state transfer fails due to unregistered object error.

Symptom:  In Router state transfer the receiving side fails with unregistered object error. 

Condition:  This can occur on an ICM system with Type 8 VRU configured. If one side router restarts when there are calls at VRU then state transfer fails at this side. 

Workaround: None

Defect Number: CSCma29527

Component: pg.opc

Severity: 3

Headline: NICCallID is lost when New_transaction_Event is processed

Symptom:  Network Transfer fails from event feed VRU when New Transaction event is processed prior to Route Request. The following trace message may appear in the logs, but this trace message is a symptom of other issues as well. It is not a uniquely identifying signature for this issue. hh:mm:ss ra-rtr No peripheral targets for translation route <trans route name> have a valid label for dialed number <dialed number> (ID <xxxx>) from routing client <routing client name> (ID <xxxx>). 

Condition:  VRU uses the Event Feed interface to ICM. System uses a carrier network that that supports the network transfer feature of ICM. Call flow attempts a Network Transfer taking the call back from the VRU after a new transaction event using the event feed interface. 

Workaround:  Change the VRU application scripting to remove the new transaction event. This work around will have an impact on reporting. "

Defect Number: CSCma29531

Component: nic.btv2

Severity: 2

Headline: BTV2INAPNIC crash when label returned from Router exceeds 20 digits

Symptom:  BTV2INAPNIC crashes when label returned from Router exceeds 20 digits 

Condition:  ICM 4.6.2 (5.0) 

Workaround:  None 

Defect Number: CSCma29552

Component: scripteditor

Severity: 2

Headline: Changing the description of a script causes router crash.

Symptom:  Changing a script description will restart the router process. 

Condition:  The router failure is linked to making changes within Script Editor via Script Explorer>Properties and while there is a call waiting. 

Workaround:  Do not modify a script description while there is a call waiting. "

Defect Number: CSCma29603

Component: pg.eapim

Severity: 3

Headline: Not Ready Reason Code not captured if entered prior to transfer

Symptom:  NOT READY reason codes not being recorded in the following call scenarios: 1. Select Not Ready during initial talk time prior to transfer READY RESERVE TALK -> SELECT NOT READY & CODE INITIATE TALK (HANDOVER) TRANSFER NOT READY / No code recorded and 2. Select Not Ready during initial talk time prior to call retrieval READY RESERVE TALK -> SELECT NOT READY & CODE INITIATE TALK (HANDOVER) RETRIEVE TALK NOT READY / No code recorded Note: For the second scenario if the reason code is selected in the second leg of the call after it has been received for a transfer then the reason code is recorded correctly. 

Condition:  IPCC Agent desk settings does not have wrap up enabled, and agent requests a pending not ready state with reason code prior to transfer or retrieving a held call. 

Workaround:  Enable wrap up as optional or required in the agent desk settings, and give agents the option to enter the not ready reason code while in the wrap up state. 

Defect Number: CSCma29625

Component: pg.definity

Severity: 2

Headline: Agent Extensions are not properly monitored.

Symptom:  Agent Extensions added to the ACD after they are configured in ICM peripheral monitor, are not monitored correctly 

Condition:  ECSPIM 4.6.2 HF 210 

Workaround:  Configure the extensions in ACD first. If they are already configured in ICM, remove them from peripheral monitor and add them again.

Defect Number: CSCma29631

Component: pg.mer

Severity: 3

Headline: "Agent state is being reported as AS_TALKING, for a call on HOLD"

Symptom:  When agent puts a call on hold, agent's state is being reported as AS_TALKING instead of AS_HOLD 

Condition:  ICM 4.6.2 

Workaround:  None. 

Defect Number: CSCma29790

Component: pg.dms100

Severity: 3

Headline: Duplicate entries in Peripheral Monitor causes PIM to not activate

Symptom:  PIM will not stay active. 

Condition:  This problem is found in ICM with DMSPIM, Release 4.6.2, Build 08799. Duplicate entries of ACD DNs in the Peripheral Monitor Table cause the PIM to cycle continuously. 

Workaround:  Avoid duplicate ACD DN entries in the Peripheral Monitor Table. 

Defect Number: CSCma29799

Component: router

Severity: 2

Headline: Invalid object errors during router state transfer.

Symptom:  Invalid object errors during router state transfer. 

Condition:  ICM 4.6.2 and later versions.When there is memory leak in NAM router due to failure of requery calls and if the labels referenced in the router meomory are deleted using config icm, the router shows these errors during state transfer. 

Workaround:  None 

Defect Number: CSCma29802

Component: router

Severity: 2

Headline: Router state size is continually increasing.

Symptom:  Router state size keeps increasing. 

Condition:  ICM 4.6.2 and later versions. This happens in NAM-CICM environment if the requery calls fail. 

Workaround:  None 

Defect Number: CSCma29845

Component: pg.dms100

Severity: 3

Headline: DMS100 PIM/CTISVR - CONF problem with Line Handle

Symptom:  The CSTA_CONFERENCED event will report four parties in a three party conference call. There are two references for the added party to conference call. 

Condition:  ICM v4.6.2 with DMS100 PG at HF 175. Nortel DMS100 ACD at SCAI 11, 

Workaround:  None 

Defect Number: CSCma29891

Component: reporting.webview.ICM

Severity: 3

Headline: WebView stops working after long period of high activity

Symptom:  After running WebView for a long period of time (weeks or months), WebView users are no longer able to use WebView (e.g. they can't login, run reports, etc.). 

Condition:  WebView has been running continuously for a long period of time (weeks or months) with high activity (many reports being run a day). The following error occurs in the Jaguar.log file: *** openreport for n_icmdw cm__odbc_error: SQLError: 18456, SQLState: 28000, [Microsoft][ODBC SQL Server Driver][SQL Server]Login failed for user '#domain##machineName#'.. Error - ! ODBC connection failed (code -1) - trying direct connection to database *** Destructor for n_icmdw 

Workaround:  Restart the Jaguar NT service. 

Defect Number: CSCma29991

Component: scripteditor

Severity: 3

Headline: Not able to delete last Admin Script

Symptom:  Customer is attempting to delete old configuration that is no longer in use within the ICM environment. When they attempt to delete an Admin script or routing script that is the only version of the script left within the configuration they are unable to do so. Error shown on screen when attempted is ""Cannot delete script: router is busy""; even on our lab when no other activity is present. 

Condition:  The script is the last version within config, not scheduled and has no references. The issue is due to the fact that the remaining script, being the only script with that name is automatically identified as the active version. We are not able to delete an active version of a script even though it is not scheduled or referenced. 

Workaround:  None

Defect Number: CSCma30011

Component: pg.definity

Severity: 3

Headline: Agent makes 2 outside calls then conf together CTISVR show 5-p opc-3

Symptom:  When agent makes two outbound calls and conferences them, conference call shows 5 parties in the call. The end user cannot add additional parties to the call at that point as they run into the 5 party limit. 

Condition:  ICM 4.6.2 HF211 Definity R11 1) Agent1 makes an outbound call - Call1 2) Keeps Call1 on hold. 3) Agent1 makes another outbound call - Call2 4) Agent1 conferences both the calls- Call1 and Call2 At this point CTISVR events show that there are 5 parties in conference when it should be 3 as opc indicates. 

Workaround:  none 

Defect Number: CSCsa19001

Component: pg.definity

Severity: 3

Headline: Incorrect argument to EMS wrapper function

Symptom:  Error in PIM logs with the following text. 4/28/04 08:50:17:003 Error GEOXXXPG1B B Diagnostic pim1 Incorrect arguments to EMS wrapper function (EMSTrace, EMSFail). Message id was 0x21010003. Format string was ""AgentRecord::ProcessEASRecord: agent=%s is %s WorkSkill=%d WorkMode=%s"" 67562635 2 

Condition:  Customer is running ICM V4.6.2 SR2 RTA V5.0.5 standard. CMS V11 

Workaround:  NONE

Defect Number: CSCsa19023

Component: pg.symp.noseipim

Severity: 3

Headline: TCD WorkTime does not match AGSHH WorkReadyTimeToHalf for Symp PIM / OPC

Symptom:  For Symposium data, if an agent manually goes into NotReady mode, while in Break mode, the TCD WorkTime will not match AGSHH WorkReadyTimeToHalf. 

Condition:  ICM 4.6.2 w/ Symposium PIM 

Workaround:  None Further Problem Description: Example scenario... Agent goes to Break NotReady after a call 1. Agent answered an Inbound call and talks for 9 seconds 2. Inbound call is cleared 3. Agent remains in Break time for 23 seconds out of configured 30 seconds 4. Agent presses 'Not Ready' key and remains in NotReady for 46 seconds 5. Agent logs off Termination Call Detail record shows TalkTime as 9 seconds, WorkTime as 23 seconds (Delay for Idle state is not applicable here). AgentSkillGroupHalfHour record shows WorkReadyTimeToHalf as 69 seconds (BreakTime 23 NotReadyTime 46). When Agent goes to NotReady before the completion of the break period for a call, Call is considered as terminated and his Work time in TCD is calculated only for the period he is in Break time. WorkTime in TCD and WorkReadyTime in AGSHH are not matching for this Break NotReady scenario."

Defect Number: CSCsa20189

Component: pg.eapim.jtapigw

Severity: 3

Headline: Transfer results not reflected properly for reverse transfers

Symptom:  Arbitrary transfer results are not reflected properly. For agents, the problem can occur when they take a call, do a consult, alternate the calls, and then complete the transfer. For outbound, this condition was seen in a Xfer to IVR Campaign, successsfully transferred calls should have CallDisposition 29 (Announced Transfer) for Initial Customer calls but instead less than 1% of the calls had CD of 23 (voice energy) 

Condition:  Problem was introduced in 6.0 5.0 SR7 with switch to Sun JVM. 

Workaround:  The work around for agents is to remember to alternate the consult calls so that the customer is on hold before completing the transfer. "

Defect Number: CSCsa20999

Component: pg.definity

Severity: 3

Headline: ECSPIM exits when an incorrect label is specified for postroute.

Symptom:  PIM restarts with the following errors seen in the PIM logs: 21:35:00 pg3A-pim1 PostRouting: Possible invalid Collect digits timeout 0 specified. [Label=16001] 21:35:00 pg3A-pim1 PostRouting: Invalid number of digits [2147483647] specified for collection. [Label=16001] When above happens, Dr. Watson logs would also be generated and the PIM restarts. 

Condition:  ICM 4.1.5 HF 234 and 249 

Workaround:  None

Defect Number: CSCsa21226

Component: scripteditor

Severity: 1

Headline: Custom function and wildcard variable crash ScriptEditor

Symptom:  Script Editor crashes when customer function and wildcard variables are used in the formula(eg. userfun1 && SkillGroup.*.Avail). 

Condition:  The custom function or the wildcard variable independently doesn't crash the Script Editor. It only happens if both are used in the formula. 

Workaround:  Instead of using the wildcard variable, use the individual object in the formula. 

Defect Number: CSCsa23247

Component: pg.opc

Severity: 2

Headline: OPC Assert - DrWatson reports - on function: Agent::SetNetworkTargetID

Symptom:  PG OPC process recycles unexpectedly. 

Condition:  The process recycle occurs during a login request under normal operating conditions. The issue is with the device that the login is taking place on. This device is not configured in the ICM DB. CTI Server on PG was also impacted causing all agents to be logged out. Once the redundant PG came online all agents were then able to login successfully. 

Workaround:  PG's auto failed to redundant side. Configure all phones in JTAPI device association in the Device Target table of ICM DB.

Resolved Caveats in ICM 4.6(2) SR2

This section lists caveats specifically resolved by ICM 4.6(2) SR2. Caveats resolved in earlier service releases (and automatically rolled into this release) are described in later sections. 

(NOTE: Click on the Identifier in the following list to obtain bug details)
Index of New Resolved Caveats

Caveats in this section are ordered by ICM component and then severity.

	Identifier
	Severity
	Component
	Headline

	CSCma26365
	3
	aw
	CALTYP24 report crashes webview but not monitor ICM

	CSCma23071
	2
	aw.config.explorer
	Agents not being able to log into the agent desktop

	CSCma25918
	5
	aw.config.explorer
	Typo in Label node for some of Explorer Tools

	CSCma26048
	2
	aw.config.list
	Dialed Number List - fails to save if 20,000+ DN_Map records exist

	CSCma24821
	3
	aw.config.list
	Underscore in value field changes to [_] in user list tool

	CSCma26501
	4
	aw.config.list
	Dialed Number List - updates ot Call Type Map tab not saved

	CSCma26287
	1
	cg.ctiserver
	Cti server crashes intermittently

	CSCma18234
	2
	cg.ctiserver
	State change causes agent logout after CTI server is cycled

	CSCma25097
	1
	db.icmdba
	ICMDBA Not Setting SQL7 Memory Properly

	CSCma28193
	1
	db.logger
	Duplicate Route_Call_Variable Rows Crash Loggers

	CSCma25466
	3
	documentation
	WebView on-line help - OverflowOut -updated due to CSCma22914

	CSCma26607
	3
	documentation
	ICM Schema Help DDTS Cases Resolved in ICM 4.6.2 SR2

	CSCma25415
	3
	documentation
	Webview on-line help calltyp21, 22 balancing algorithm is wrong

	CSCma27457
	3
	documentation
	logged on datetime missing from help in agent log out reports

	CSCma25535
	3
	inetscripted
	ISE Client Unexpectedly Exits when Reloading Configuration

	CSCma24855
	3
	inetscripted
	Internet Script Editor Logs Many Dialed Number Event Viewer Errors

	CSCma27466
	4
	inetscripted
	Internet Script Editor Logs Many of Add Label Event Viewer Errors

	CSCma22276
	4
	netgwy.inap
	High load can cause Mtp2 rx loop causing Link align failure

	CSCma24443
	3
	netwrkcic
	INCRP NIC tears down session due to inactivity

	CSCma27344
	2
	nic.cwc
	Caller Abandon at VRU results in DialogFail (instead of EventReport)

	CSCma27682
	2
	nic.cwc
	CLI Presentation Restricted Indicator is not set by NIC

	CSCma28165
	2
	pg.aspect
	Pim is treating the agent extension as a 16-bit signed integer

	CSCma24590
	2
	pg.aspect
	Call Control & Stats lost when 3rd party of conference drops

	CSCma26583
	3
	pg.aspect
	ASPEVPIM message floods the log causing errors to be overwritten

	CSCma25750
	3
	pg.aspect
	All Idle Reason codes set to 1000 on Aspect Event Link PG

	CSCma24696
	2
	pg.aspevt
	OPC sometimes not seeing CALL_CONNECT events from Aspect EL PIM

	CSCma26121
	3
	pg.aspevt
	PIM doesnt update OPC on Idle Reason Request retry

	CSCma26118
	3
	pg.aspevt
	Use of default IDLE Reason Code

	CSCma26120
	3
	pg.aspevt
	Dynamic regedit key &#145;TPRetryIRROnFailure&#146; is not functional

	CSCma26119
	3
	pg.aspevt
	Message incompatibility when -ve response comes from Switch for IRR

	CSCma26117
	3
	pg.aspevt
	PIM sends IRR to Switch even when is not configured in PG

	CSCma26116
	3
	pg.aspevt
	Idle Reason Code is not being sent from PIM to OPC

	CSCma25213
	2
	pg.definity
	ECSPIM Assertion

	CSCma27675
	2
	pg.definity
	Dynamic Reskill Msg Shows Zero Integer for Field 6 in RTA

	CSCma26598
	2
	pg.definity
	Bad handling of logout request leading to a Dr WAtson assertion

	CSCma26699
	2
	pg.definity
	Avaya ACD very loud side tones on agents headsets

	CSCma24055
	2
	pg.definity
	Pim periodic assertion

	CSCma25790
	3
	pg.definity
	CTI Server passing incorrect trunk number to NICE system.

	CSCma24255
	3
	pg.definity
	ECS PIM crashes with DrWatson entry

	CSCma26570
	3
	pg.definity
	ACW time not calculated after HF 221 and HF249 loaded

	CSCma27062
	3
	pg.definity
	ECSPIM handled a normal transfer as a reversed transfer

	CSCma27655
	3
	pg.definity
	OPC stopped - failed to respond to Node Mgr Are you OK message

	CSCma26874
	3
	pg.definity
	CallingDev is changing in the established event

	CSCma26690
	3
	pg.definity
	Agent state is changing from NOT_READY to WORK_READY after agent dro

	CSCma23627
	3
	pg.definity
	Unknown Trunk Errors present for non-existent trunk

	CSCma25585
	3
	pg.definity
	Agents change of state is not consistent with previous release

	CSCma26080
	2
	pg.dms100
	missing event during conference on a CTI server

	CSCma24943
	2
	pg.dms100
	Enabling tracing for CompuCALL process results in no addtl output

	CSCma26823
	2
	pg.eapim
	RONA pegged for outside blind xfer in to agent

	CSCma27123
	2
	pg.eapim
	PIM doesnt clear PreCall if agent initiates a call from hardphone

	CSCec42866
	2
	pg.eapim
	More then one agent goes into Not_Ready after one call hits RONA

	CSCma27862
	2
	pg.eapim
	No way to clear agent stuck in available state w/o process restart

	CSCma27851
	2
	pg.eapim
	Overlapping log in requests can cause agent stuck in available state

	CSCma26745
	2
	pg.eapim
	CTIOS desktop stuck in hold after agent sends call to another agent

	CSCma26111
	2
	pg.eapim
	Agent Stuck in State after call transfer

	CSCma26540
	3
	pg.eapim
	Redirected connected calls should not be counted as abandoned

	CSCma28282
	3
	pg.eapim
	HandledCallTalkTime assigned to wrong skill on outside consult calls

	CSCma26981
	3
	pg.eapim
	Protect call manager from overlapping CTI requests

	CSCma25715
	3
	pg.eapim.jtapicli
	jtapi fails multiple times during startup

	CSCma27444
	2
	pg.eapim.jtapiclnt
	Call Established event rejected causing DtAborts

	CSCma27762
	3
	pg.eapim.jtapiclnt
	Auto Answer failure because of missing source connection id

	CSCeb58940
	2
	pg.eapim.jtapigw
	CTIOS Loses Call Control For Call Xfered From Unity Pilot Point

	CSCma27423
	2
	pg.eapim.jtapigw
	Consultative Transfer fails to complete

	CSCec21820
	2
	pg.eapim.jtapigw
	Jtapi Connection missing after Consult Conference

	CSCma27281
	2
	pg.eapim.jtapigw
	CTI RP observed by both the IPCC PG Side A and B

	CSCec14316
	2
	pg.eapim.jtapigw
	Delivered event  missing when JTAPI leaves source connection NULL

	CSCma27754
	3
	pg.eapim.jtapigw
	Only 1 RTP_STARTED event for calls

	CSCma25527
	2
	pg.mis
	Route Requests are timing out in the MIS process

	CSCma27061
	3
	pg.mis
	MIS fails with Dr. Watson numerous times during the day..

	CSCma27433
	2
	pg.opc
	ServiceLevel reporting on Call Types has dropped to single digits.

	CSCma24888
	2
	pg.opc
	Adding new agent in AgentExplorer w/dup ext terminates PG

	CSCma26630
	2
	pg.opc
	Opc asserts on network transfer operation

	CSCma26914
	2
	pg.opc
	PG stops sending half hour records

	CSCma27726
	2
	pg.opc
	PG OPC Exit with DrWatson in RemoveReferenceToDeadCall

	CSCma27506
	2
	pg.opc
	HoldTime for a few calls not in ServiceHalfHour after OPC restart

	CSCma26429
	3
	pg.opc
	AnswerWaitTime includes calls that have not been answered/handled

	CSCma26755
	3
	pg.opc
	All_Trunks_Busy written to real time but not to hisorical records

	CSCma24600
	3
	pg.opc
	UUI not reflected in the Terminaiton Call Detail

	CSCma24432
	3
	pg.opc
	Reason Code is reset to NONE on RealTime Report

	CSCma26706
	3
	pg.opc
	RedirectNoAnswer Race Condition results in abandon CD 4

	CSCma26428
	3
	pg.opc
	TCDs with CD 27 are not counted in the Call Type reports

	CSCma26707
	3
	pg.opc
	Some conferences report TCD records with 8 hrs talk time and CD 27.

	CSCma25303
	3
	pg.opc
	IPCC:INSTRUMENTPORTNUMBER,agent peripheralnumber invalid often

	CSCma24913
	3
	pg.opc
	Exit_opc required for OPC to load change in Supervisor Script DN

	CSCma26730
	3
	pg.spectrumpim
	Spectrum V8 cannot use more than 6 logout reason codes

	CSCma25369
	3
	pg.symp.noseipim
	Customer wants de_register msg sent every time pim goes idle

	CSCma27465
	3
	pg.symp.noseipim
	ICM 4.6.2 SR1 puts down improper Symposium dll files.

	CSCma25955
	3
	pg.symp.noseipim
	RONA calls not counted in RedirectNOAnsCallsToHalf

	CSCma26980
	3
	reporting
	Agent log out reports needs to include logon datetime column

	CSCma24887
	3
	reporting
	EntSkg08 sorts by EnterpriseName, but not by DateTime

	CSCma24879
	3
	reporting.data.accuracy
	agtper23, 24 - Reports inaccurate for Total Logged In, Avail Time

	CSCma25793
	3
	reporting.templates.ipcc
	ipcc_agteam25 and agteam_26 reports do not display % to be 100

	CSCma27533
	3
	reporting.templates.ipcc
	ipcc_agtskg24: Supv Assist Calls summaries using wrong data

	CSCma27551
	3
	reporting.templates.ipcc
	ipcc_caltyp24 summaries are missing

	CSCma27493
	3
	reporting.templates.ipcc
	ipcc_agtper27_hh_all_fields: Reserve Time column uses wrong data

	CSCma27970
	3
	reporting.templates.ipcc
	peragt28 should not display all skill groups if agent not talking

	CSCma27288
	3
	reporting.templates.ipcc
	ipcc perskg24 - Agent time spent shows 1008 % utilization

	CSCma22901
	3
	reporting.templates.ipcc
	calltype20,21,22 reports wont balance

	CSCma27532
	3
	reporting.templates.ipcc
	ipcc_agtskg23: Supv Assist Calls summaries using wrong data

	CSCma27290
	3
	reporting.templates.ipcc
	peragt25,26 - no summary at the bottom of the report.

	CSCma27502
	3
	reporting.templates.ipcc
	ipcc_peragt24_hh_perf_sum: BusyOther % column missing Agent Summary

	CSCma27495
	3
	reporting.templates.ipcc
	ipcc_agtper27_hh_all_fields: TalkAutoOut Time uses wrong calculation

	CSCma27621
	3
	reporting.templates.ipcc
	trkgrp11 - missing group definition

	CSCma27500
	3
	reporting.templates.ipcc
	ipcc_peragt23_hh_perf_sum: BusyOther % column missing Agent Summary

	CSCma27643
	3
	reporting.templates.ipcc
	IPCC_Agtskg20 and IPCC_Agtskg28 reports showing diff agent states

	CSCma27565
	3
	reporting.templates.ipcc
	Periheral agent reports have Agent and  Report summary wrong

	CSCma27276
	3
	reporting.templates.ipcc
	Subtotalled service level values not calculated correctly

	CSCma27494
	3
	reporting.templates.ipcc
	ipcc_agtper27_hh_all_fields: Redirect Time column uses wrong data

	CSCma28087
	3
	reporting.templates.ipcc
	Reports do not reflect agents when sub-skillgroups created/deleted

	CSCma25322
	4
	reporting.templates.ipcc
	Agent Team/Agent Phone Ext. sort order incorrect

	CSCma25166
	3
	reporting.templates.legacy
	Agtper03 - Logout Date/Time sort order incorrect

	CSCma25167
	3
	reporting.templates.legacy
	Peragt03,Agtskg03 - Logout Date/Time sort order incorrect

	CSCma25165
	3
	reporting.templates.legacy
	Agteam03 - Logout Date/Time sort order incorrect

	CSCma27718
	2
	reporting.webview.ICM
	Bar Graph Failed with ActiveX on NT server

	CSCma26479
	2
	reporting.webview.ICM
	Installing 4.6.2 SR1 breaks WebView.   Unable to retrieve items list

	CSCma27607
	3
	reporting.webview.ICM
	Ipcc_agtper23_hh_perf_sum:  ASA summary calculation incorrect

	CSCma25795
	3
	reporting.webview.ICM
	Empty Agents Real Time reports

	CSCma26466
	3
	reporting.webview.ICM
	Agtper25 and 26 reports show incorrect logon duration

	CSCma27604
	3
	reporting.webview.ICM
	Ipcc_agtper24_day_perf_sum:  ASA summary calculation incorrect

	CSCma26928
	3
	reporting.webview.ICM
	Webview Report data not in chronological order

	CSCma26929
	3
	reporting.webview.ICM
	Webview Report dates not in UK format

	CSCma26701
	3
	reporting.webview.ICM
	Back up DB connection using MS SQL driver doesnt work correctly.

	CSCma26307
	1
	router
	CICM Router crash

	CSCma27331
	1
	router
	Router assertion on a getvalidscheduletarget function call

	CSCma26444
	1
	router
	AdminScriptScheduleMap has code that might crash both side routers

	CSCma23844
	1
	router
	AW Update causing dual Router assert

	CSCma26372
	1
	router
	NAM RTR process cycle on ISN RONA network transfer

	CSCma25887
	1
	router
	Router Unexpectedly Exits During Call Type Manager Config Changes

	CSCma26903
	1
	router
	Dual router failure after config change

	CSCma26902
	1
	router
	Dual router failure after Script Update

	CSCma27032
	2
	router
	Dual Router crash during script update of admin script w/ wait node

	CSCma26997
	2
	router
	Router crash when Routerequest tracing and DBlookup in Admin Scripts

	CSCma25889
	2
	router
	Admin script is running twice in the same day

	CSCma27092
	2
	router
	A late response from a CICM may confuse the NAM.

	CSCma26563
	2
	router
	Call Abandoned In Wait Node Not Counted In Call Type Half Hour

	CSCma27091
	2
	router
	Router should protect against timeouts in unusual states

	CSCma21947
	2
	router
	CICR Router failure after deleting Scheduled Targets

	CSCma26965
	2
	router
	Admin script with wait nodes do not work.

	CSCma22494
	3
	router
	Calls Abandoned in Q should not be counted as an error.

	CSCma26538
	3
	router
	Call_Type CallsOffered unbalanced when Release script node used

	CSCma23104
	3
	router
	HandleTime should not include AnswerWaitTime in Call_Type_Half_Hour

	CSCma26216
	3
	router
	CustomerProvidedDigits Option Fails

	CSCma26672
	3
	router
	TCDs with CD 10 not counted in call type reports

	CSCma24620
	3
	router
	Call Type Change Reporting Issue.

	CSCma26579
	3
	router
	RouterErrorCode 274 counted as an error for call that was successful

	CSCma23775
	3
	router
	Call Type ServiceLevel value not re-initialized when no calls routed

	CSCma28015
	3
	router
	Router Out Of Sync Error Does Not Show Up as An Alarm/Raised Event

	CSCma27688
	3
	router
	Calls Routed with Dynamic Label Not Incremented In Call Type HH

	CSCma21893
	3
	router
	Invalid Router Error Code in RouteCallDetail records

	CSCma13113
	3
	router
	Call abandon should be pegged when abandon before being queued

	CSCma27689
	3
	router
	No Way to Turn Off Short Call Counting in Router

	CSCma14198
	6
	router
	ipcc_caltyp21 - Call Error incremented for default routed call

	CSCma27904
	6
	router
	Routers do not Automatically Restart When Out Of Sync

	CSCma24623
	1
	router.library
	Deleting script with calls queued can crash router

	CSCma26819
	2
	scripteditor
	CLID routing script nodes get errors after 4.6.2 upgrade

	CSCma19690
	3
	scripteditor
	Using * in scripts returning a error badly formed muliplication

	CSCma22383
	2
	web.scripteditor
	Web Editor is not accepting region change in CLID node

	CSCma22824
	2
	web.scripteditor
	Buttons disabled after deleting an entry in the CLID nodes

	CSCma25480
	3
	web.scripteditor
	Failure to see script with Queue to Skill Group Node in WV


Detailed list of New Resolved Sev1 and Sev2 Caveats in 4.6(2)  SR2

Caveats are ordered by defect number

Defect Number: CSCeb58940

Component: pg.eapim.jtapigw

Severity: 2

Headline: CTIOS Loses Call Control For Call Xfered From Unity Pilot Point

Symptom:  CTIOS Loses Call Control For Call Xfered From Unity Pilot Point and agent controls grayed out. 

Condition:  Call is transferred by Unity voice port to IPCC agent on another cluster. CM 3.2(3) JTAPI 1.3-1.34 

Workaround:  Restart the agent application. 

Defect Number: CSCec14316

Component: pg.eapim.jtapigw

Severity: 2

Headline: Delivered event missing when JTAPI leaves source connection NULL

Symptom:  Under load, IPCC agents transition to Not Ready state when receiving calls. 

Condition:  IPCC Enterprise 4.6.2 SR1, GoldenBridge 1.2 or IPCC Enterprise 5.0 SR 3, GoldenBridge 2.0. 

Workaround:  None. 

Defect Number: CSCec21820

Component: pg.eapim.jtapigw

Severity: 2

Headline: Jtapi Connection missing after Consult Conference

Symptom:  An IPCC agent cannot answer a call causing the call to RONA and the agent to be placed in not ready mode. 

Condition:  When the agent tries to answer the call, jtapi sets the calling connection to null during the reception of the CalCTIConnEstablishedEv message. 

Workaround:  None.

Defect Number: CSCec42866

Component: pg.eapim

Severity: 2

Headline: More then one agent goes into Not_Ready after one call hits RONA

Symptom:  Agent goes into NOT_READY state after a call goes through the Ring-No-Answer state. 

Condition:  IPCC Call arrives at agent but call does not appear on the desktop. Agent does not answer the call from the hard phone, and it Ring No Answers to the next agent. 

Workaround:  None 

Defect Number: CSCma18234

Component: cg.ctiserver

Severity: 2

Headline: State change causes agent logout after CTI server is cycled

Symptom:  Agent is logged out if application sends a SET_CLIENT_STATUS_REQ message after the agent is logged in, regardless of the status. 

Condition:  IPCC; ICM 4.6.2; CM 3.1.x Client desk top logs in (in this case CAD) CTI Server is cycled Client desk top sends a log in request Client desk top sends a SET_CLIENT_STATUS_REQ with status of 1 Agent is logged out again. 

Workaround:  None 

Defect Number: CSCma21947

Component: router

Severity: 2

Headline: CICR Router failure after deleting Scheduled Targets

Symptom:  Router restarted by node manager while running schedule target calls. And schedule target is deleted while call is active 

Condition:  Running in a NAM environment. 

Workaround:  Do not delete schedule targets while calls are still active. 

Defect Number: CSCma22383

Component: web.scripteditor

Severity: 2

Headline: Web Editor is not accepting region change in CLID node

Symptom:  WebView Script Editor not able to change region in CLID node 

Condition:  ICM 4.6.1 up to HF120 

Workaround:  None 

Defect Number: CSCma22824

Component: web.scripteditor

Severity: 2

Headline: Buttons disabled after deleting an entry in the CLID nodes

Symptom:  The CLI node buttons are disabled. 

Condition:  When you are removing an existing one. 

Workaround:  None 

Defect Number: CSCma23071

Component: aw.config.explorer

Severity: 2

Headline: Agents not being able to log into the agent desktop

Symptom:  Agents not being able to log into the agent desktop. 

Condition:  Created a new Agent via Agent Explorer.. Obtained a test extension.. I can see that agent within the Agent table in the DB... the password that I had created appears to be encrypted but the odd thing about the encryption is that it is only 2 digits.. while my password was 8 characters long and other encrypted passwords are significantly longer.. I made several changes to my agent account and am able to see the db updating .. I also deleted my agent account and created a new one and that seemed to work properly according to what I saw in the db. I then attempted to log into CTI TEST on the customer's Peripheral Gateway and was not able to log in using any variation of the password and blank or " " that I had set up for my Agent account. Based on the above.. I believe this issue is specific to the Agent Explorer tool or simply with the creation of the agent account. Customer is running ICM 4.6.1 hf 104.. 

Workaround:  Create a user with a blank password.

Defect Number: CSCma23844

Component: router

Severity: 1

Headline: AW Update causing dual Router assert

Symptom:  Update is made from AW. AW is accepted at the Router and propagated out to all connected PG's. When the "all configuration operations complete" message appears in the logs both Router.exe processes assert. Exact update made at the AW level is not known. Dumpcfg has been performed but does not clearly show change that was made. Please reference a previous DDTS CSCma22966. This old DDTS was opened for a previous outage. 

Condition:  Normal operation. 

Workaround:  None at this time. 

Defect Number: CSCma24055

Component: pg.definity

Severity: 2

Headline: Pim periodic assertion

Symptom:  Definity PIM is asserting with a fault pointing to agentcallstimer/agentstatetimer/findActiveAgent. 

Condition:  ICM 4.6.2 Build 8893 HF 84 

Workaround:  None 

Defect Number: CSCma24590

Component: pg.aspect

Severity: 2

Headline: Call Control & Stats lost when 3rd party of conference drops

Symptom:  When Consulted Agent leaves a conference call first, Conference Controller is left in a NOT_READY state, while the Conference Controller should be in TALKING state, as the Customer is still on the line. 

Condition:  Agent1 is on an Inbound call from Customer. Agent1 initiates a consult Call to an Agent Group through loop back call. Agent2 in that Agent Group answers the call. Agent1 conferences the call. Customer, Agent1 (Conference Controller) and Agent2 (Consulted Party) are in Conference. Agent2 leaves the Conference first. 

Workaround:  None. 

Defect Number: CSCma24623

Component: router.library

Severity: 1

Headline: Deleting script with calls queued can crash router

Symptom:  The router crashes when a script is deleted from an AW. This can be a manual deletion, or an automatic one, based on the number of script versions being retained. 

Condition:  This can happen if the version of the script being deleted still had calls queued. 

Workaround:  Don't delete old scripts too quickly. Allow for time for calls in progress to complete. 

Defect Number: CSCma24696

Component: pg.aspevt

Severity: 2

Headline: OPC sometimes not seeing CALL_CONNECT events from Aspect EL PIM

Symptom:  For some call scenarios, OPC is not seeing an CSTA_ESTABLISHED event from the Aspect Event Link PIM. When this problem occurs, the PIM does find the call already in clean up in "ProcessCallConnectedEvent" and so doesn't process the CALL_CONNECTED_EVENT further and doesn't send the corresponding CSTA_ESTABLISHED event and Updated Agent State (TALKING) to OPC. OPC does not send any Update on that agent to the router and hence ICM does not know that the Agent is on a call. As such, ICM will show the agent logged into the phone related to the missed event as available. Since ICM sees this agent as available it can route one of the next calls to the agent, but actually the agent is on a call and so that call will be queued until the agent becomes available. 

Condition:  ICM 4.1.5 with Aspect Event Link Pim HF 56, when the callID is being reused. 

Workaround:  None. 

Defect Number: CSCma24888

Component: pg.opc

Severity: 2

Headline: Adding new agent in AgentExplorer w/dup ext terminates PG

Symptom:  From Agent Explorer a new agent 0259 is added. From the advanced tab, configuration parameter /id 0260 is added. This caused the OPC to report an NT event and restart itself. 5/15/2003 10:03:13 AM GeoTel ICR Warning Peripheral Controller 32898 N/A PNI-CVAVPG01 Attempting to ADD already configured Agent 0260 on Peripheral 5003 

Condition:  ICM 4.6.2 HF 93 CCM 3.2.2c spF IPIVR 3.0.2 

Workaround:  None. 

Defect Number: CSCma24943

Component: pg.dms100

Severity: 2

Headline: Enabling tracing for CompuCALL process results in no addtl output

Symptom:  The CCS process asserts on entering "ltm" command on the procmon session. Also no tracing can be enabled in the CCS process window. 

Condition:  ICM 4.6(2) base install with no Hot Fixes applied. 

Workaround:  None.

Defect Number: CSCma25097

Component: db.icmdba

Severity: 1

Headline: ICMDBA Not Setting SQL7 Memory Properly

Symptom:  Excessive demand paging in NT 

Condition:  Normal condition 

Workaround:  Use SQL 7 Enterprise Manager or sp_configure to set recommended memory option 

Defect Number: CSCma25213

Component: pg.definity

Severity: 2

Headline: ECSPIM Assertion

Symptom:  Ecspim assertion 

Condition:  ICM 4.6.2 Some agents have multiple AgentIDs. An agent may login with one id, logout and then log into the same extension with another AgentID. 

Workaround:  none 

Defect Number: CSCma25527

Component: pg.mis

Severity: 2

Headline: Route Requests are timing out in the MIS process

Symptom:  Customer is using MIS process from ICM version 4.6.2. The VRU delivers the call to MIS which in turn tries to link the vrucallid and cticallid. This linkage is not successful due to the cticallid is 0. The VRU than does a route request DN 0 which requests information from CTI. Since the callids are not linked together the route request times out after 10 seconds of no response. 

Condition:  ICM version 4.6.2 

Workaround:  None. 

Defect Number: CSCma25887

Component: router

Severity: 1

Headline: Router Unexpectedly Exits During Call Type Manager Config Changes

Symptom:  There are two symptoms: 1. Both routers unexpectedly exit. 2. Call Type Manager, or any other item in Script Editor that uses dialed numbers, does not show all of the dialed numbers. 

Condition:  This can occur on Cisco ICM 4.6 and higher on systems with thousands of dialed numbers that have default labels. For Symptom 1 On a system that has thousands of dialed numbers with default labels, opening Call Type Manager, the Call Type Associations dialog, or the properties of a Dialed Number node in regular Script Editor may cause the routers to unexpectedly exit. For Symptom 2 On a system that has thousands of dialed numbers with default labels, those dialed numbers that have default labels associated with them might not show. 

Workaround:  Neither of these symptoms occur when Internet Script Editor is used. So, you can use Internet Script Editor instead of regular Script Editor. The following are workarounds that apply to regular Script Editor. For Symptom 1 On AW change the following registry HKEY_LOCAL_MACHINEyto 4 Effects of changing the registry as instructed are as follows: Any errors or warnings that occur in ICM Script Editor will no longer show up in the Event table of the ICM Logger database. For Symptom 2 1. Click the "reload" button in Script Editor. 2. Open the properties page of any label node in a pre-existing or new script. This will force Script Editor to load all of the labels needed by dialed numbers. 3. Click "cancel" to close the node. 4. You should now see all of the dialed numbers in any dialed number related item in Script Editor (like Call Type Manager or the Dialed Number node). Note: If an automatic reload occurs at any point while using Script Editor, you will need to repeat steps 1 - 4 to continue to be able to see all of the dialed numbers any item that uses dialed numbers. 

Defect Number: CSCma25889

Component: router

Severity: 2

Headline: Admin script is running twice in the same day

Symptom:  Admin script is running twice. 

Condition:  This happens when an existing admin script is rescheduled to run after midnight. The rescheduled admin script executes twice when it runs first time after midnight. 

Workaround:  None. 

Defect Number: CSCma26048

Component: aw.config.list

Severity: 2

Headline: Dialed Number List - fails to save if 20,000+ DN_Map records exist

Symptom:  Dialed Number List tool gives an error that no messages have been received from AW for 120 seconds when trying to save a change made on the Dialed Number Mapping tab (called the Call Type Mapping tab in 4.6.2). 

Condition:  A large number of Dialed_Number and Dialed_Number_Map entries exist. 

Workaround:  Add Dialed_Numbers using the Dialed Number Bulk Insert tool. Create the Dialed_Number_Map entries using the Call Type Manager screen on the Script Editor. 

Defect Number: CSCma26080

Component: pg.dms100

Severity: 2

Headline: missing event during conference on a CTI server

Symptom:  In the following call scenario using CTI Client applications, Agent A - Answers an in-bound call. Agent A - Consults to an ACD Group X. Agnet B - Belongs to ACD Group X answers the call. Agent B - Conferences, All three parties will be in conference. Agent A - Drops from the conference. Once the Agent-A drops from the conference, the CALL_CONNECTION_CLEARED event is not sent to the Agent-A's CTI application. 

Condition:  ICM v4.6 SP2, DMS100 PG, CTI Server, 3rd pty Application connecting to CTI server. CompuCALL at SCAI11. 

Workaround:  None 

Defect Number: CSCma26111

Component: pg.eapim

Severity: 2

Headline: Agent Stuck in State after call transfer

Symptom:  Agent stuck in state after call transfer to a CTI Routepoint. Forced logout after 2 calls are not answered at the phone. Logs show agent logout, then agent goes available. No login message between the two states. The state that the agent is stuck in varies. One agent may get stuck in a talking state. The next agent may get stuck in Available. 

Condition:  IPCC 4.6.2 HF 136 CTI 4.7 HF 9 Call Manager 3.2.2 C SP H No pattern to problem. Intermittent. Various agents. Occurs at least once a day. 

Workaround:  None.

Defect Number: CSCma26287

Component: cg.ctiserver

Severity: 1

Headline: Cti server crashes intermittently

Symptom:  Cti Server restart intermittently 

Condition:  CCM 3.2(2c) SP H ICM 4.6.2,0,0,08799 HF's RGRA 28,29,49,52,55,60,69,136,137,140 RGRB 28,49,52,55,60,69,136,137,140 PG1A 21,27,54,57,68,72,79,85,88, 146 PG1B 21,27,54,57,68,72,79,85,88, 146 CRA 3.0.3(a) SP B Unity 3.1.5 CAD 4.4.1(12) SQL 7.0 SP 3 

Workround:  None.

Defect Number: CSCma26307

Component: router

Severity: 1

Headline: CICM Router crash

Symptom:  Duplexed CICM Router crash. 

Condition:  This happens when agent team supervisors configured for teams on PGs that don't support rev 1.12. 

Workaround:  None.

Defect Number: CSCma26372

Component: router

Severity: 1

Headline: NAM RTR process cycle on ISN RONA network transfer

Symptom:  During call transfer, NAM routers restart 

Condition:  1) Calling to DN Call is queuing because no agents available. 2) Agent comes available and receives call. 3) Agent didn't answer and RONA triggers and transfers call to another agent. 4) Agent 1 receives and answers Additional Information: ICM HotFixes installed up to 145 & ISN hotfixes installed up to 3. 

Workaround:  NONE 

Defect Number: CSCma26444

Component: router

Severity: 1

Headline: AdminScriptScheduleMap has code that might crash both side routers

Symptom:  Both routers get the following error: 14:00:00 ra-rtr Fail: Unable to convert system time. Last API Error [87]: The parameter is incorrect. rtr processes on both sides assert and create identical drwtsn32.log logs. 

Condition:  Normal. 

Workaround:  None. 

Defect Number: CSCma26479

Component: reporting.webview.ICM

Severity: 2

Headline: Installing 4.6.2 SR1 breaks WebView. Unable to retrieve items list

Symptom:  After applying ICM 4.6.2 Service Release 1 on an AW Distributor with WebView, you are not able to retrieve the item list for templates. Blue text appears in the WebView window stating that there are no items available, even though items are configured in ICM for that category. WebView worked correctly before applying SR1. 

Condition:  ICM 4.6.2 Installed with Service Release 1 on an AW Distributor with WebView. 

Workaround:  Add the following value to the PATH environment variable: [sybase shared root]where [sybase shared root] is probably C:\Program FilesYou must restart the Jaguar service for this change to take effect in WebView. 

Defect Number: CSCma26563

Component: router

Severity: 2

Headline: Call Abandoned In Wait Node Not Counted In Call Type Half Hour

Symptom:  Call Type Half Hour Data does not seem to account for all of the calls offered. 

Condition:  This can happen if a caller abandons while the call is at the wait node. When this occurs, the RouterCallsAbandQToHalf field in the Call Type Half Hour report does not get incremented even though it should. 

Workaround:  None. 

Defect Number: CSCma26598

Component: pg.definity

Severity: 2

Headline: Bad handling of logout request leading to a Dr Watson assertion

Symptom:  PIM assertion with DRWAtson pointing to a Windows function STRTOL or an ICM function FindActiveAgent 

Condition:  Running ICM 4.5.1 HF77 

Workaround:  None 

Defect Number: CSCma26630

Component: pg.opc

Severity: 2

Headline: Opc asserts on network transfer operation

Symptom:  OPC is asserting during a network take back and transfer when the consult call has already been cleared. Null pointer exception is the root cause. 

Condition:  Observed in ICM 4.6.2. 

Workaround:  None. 

Defect Number: CSCma26699

Component: pg.definity

Severity: 2

Headline: Avaya ACD very loud side tones on agents headsets

Symptom:  Very loud DTMF tones on agent headsets when using Avaya and CTI Softphone. 

Condition:  ICM 4.6.2 

Workaround:  None 

Defect Number: CSCma26745

Component: pg.eapim

Severity: 2

Headline: CTIOS desktop stuck in hold after agent sends call to another agent

Symptom:  Intermittently, when an agent transfers a call to another agent, the CTIOS desktop of the agent initiating the transfer will get stuck in a HOLD state. The agent must close the CTIOS Desktop in order to get control of the desktop again. 

Condition:  ICM 4.6(2) HF 132 5.0, 5.0 SR 1,2 & 3. CallManager 3.3(2) ES 28.1 

Workaround:  Close and re-open the CTIOS Desktop Note: Resolution of this defect will require CM jtapi fix CSCec36220

Defect Number: CSCma26819

Component: scripteditor

Severity: 2

Headline: CLID routing script nodes get errors after 4.6.2 upgrade

Symptom:  CLID nodes in Routing Scripts which use a master script variable receive a CLID error when encountered in the routing script, resulting in default call routing. 

Condition:  Problem occurs after upgrading to ICM Version 4.6.2. 

Workaround:  Every CLID node in every script that has touches the master script has one backslash ( in the formula (which was the format prior to Version 4.6) now needs a double backslash (\) in Version 4.6 and later ICM releases. The CLID node formulas can be manually edited to change the single backslash to a double backslash using the script editor for all CLID nodes which use a master script variable. A detailed procedure is documented in the ICM Upgrade Guide. Apply Hotfix #185 for ICM release 4.6.2 for resolution Apply Hotfix #186 for ICM release 4.6.2 for resolution 

Defect Number: CSCma26823

Component: pg.eapim

Severity: 2

Headline: RONA pegged for outside blind xfer in to agent

Symptom:  If an unmonitored device transfers a call to an agent from another unmonitored device the call will incorrectly increment the agents skill group RedirectNoAnswer call counts. 

Condition:  When a call is transferred in from a non-monitored controller. For example, if an operator who is not a call center agent transfers in calls with out waiting to be connected to an agent. 

Workaround:  None 

Defect Number: CSCma26902

Component: router

Severity: 1

Headline: Dual router failure after Script Update

Symptom:  The routers restarted the (VRU) script is edited and saved during execution while it is in a wait state for a response from the VRU. 

Condition:  ICM 4.6.2 and later versions. 

Workaround:  Increase the Retain Script Version value in the System Information. Apply Hotfix #167 for ICM release 4.6.2 for resolution 

Defect Number: CSCma26903

Component: router

Severity: 1

Headline: Dual router failure after config change

Symptom:  Routers failed while processing a "malformed Termination_Call_Detail" record from a PG. 

Condition:  ICM 4.6.2. 

Workaround:  none 

Defect Number: CSCma26914

Component: pg.opc

Severity: 2

Headline: PG stops sending half hour records

Symptom:  Half hour data is missing from the central database. The Router stops receiving half hour data from the PG. Could be any of the half hour records sent by the PG. 

Condition:  ICM 4.6.2 Apparently occurs when the PG - Router link experiences a network outage just prior to or during the half hour update. 

Workaround:  Cycle the services on the active PG. This should restore missing half hour records and new records should be sent accordingly. Apply Hotfix #203 for ICM release 4.6.2 for resolution 

Defect Number: CSCma26965

Component: router

Severity: 2

Headline: Admin script with wait nodes do not work.

Symptom:  The routers restarts when the Scheduled Admin Script has a Wait node in it. 

Condition:  ICM 4.6.2 hf 152 and later versions and 5.0 prior to SR 4. 

Workaround:  Remove wait node from Admin Script. Apply Hotfix #167 for ICM release 4.6.2 for resolution 

Defect Number: CSCma26997

Component: router

Severity: 2

Headline: Router crash when Routerequest tracing and DBlookup in Admin Scripts

Symptom:  Router processes on both sides assert and create identical drwtsn32.log logs. 

Condition:  Admin Script scheduled which contains a DBlookup node and RouteRequests tracing is turned on. 

Workaround:  Turn off RouteRequests tracing on the router using rtrtrace. 

Defect Number: CSCma27032

Component: router

Severity: 2

Headline: Dual Router crash during script update of admin script w/ wait node

Symptom:  Router crash after updating ICM admin script that contains a wait node. 

Condition:  ICM 4.6.2 Wait node referenced in the admin script. Retain Script Version is set to 1 Update this script at the exact time while the Admin Script is executing the wait node, and router will crash. 

Workaround:  1. Set the "Retain Script Version", in System Information configuration tool, to an adequately large value to prevent deletion of active scripts. 2. Remove wait nodes from your admin script. Further Problem Description: Router crashes because the Active Admin Script was deleted while wait node was executed. This can only occur when script retention value is set low enough to cause an admin script to be deleted when updates occur. 

Defect Number: CSCma27091

Component: router

Severity: 2

Headline: Router should protect against timeouts in unusual states

Symptom:  A memory handling exception occurred while handing a timeout message on a call while the ICM was in a re-query state. The exception impacted the execution of the ICM resulting in a failure. 

Condition:  The exact call scenario that leads to the exception is unknown. 

Workaround:  None. Further Problem Description: This hot fix ensures proper execution of the ICM where we recognize the situation where the memory exception occurs and prevent it. When the ICM is handling the timing messages, we check status of data associated with the call. If it is missing, we clear the call and proceed no further. Apply Hotfix #167 for ICM release 4.6.2 for resolution 

Defect Number: CSCma27092

Component: router

Severity: 2

Headline: A late response from a CICM may confuse the NAM.

Symptom:  Router may encounter an invalid environment variable and crash, or at the least, the request may not get processed by the Router. 

Condition:  NAM environment. CIC responds back between 400 and 1000 seconds. 

Workaround:  None 

Defect Number: CSCma27123

Component: pg.eapim

Severity: 2

Headline: PIM doesnt clear PreCall if agent initiates a call from hardphone

Symptom:  Agent intiated calls from hard phone while in the ready state can result in calls being reported as 2 aborts instead of 1. 

Condition:  If after the router has sent a pre-call but before the call arrives at the agent phone the agent picks up the hard phone and initiates a call the pre-call is never cleared. Also, if after a pre-call is received and the agent is reserved they pick up the phone the pre-call isn't cleared either. The call will be either lost or redirected (depending upon the call manager) but all subsequent pre-calls will get rejected by the PIM until the pre-call gets cleared. 

Workaround:  The agent should avoid using the hard phone and should always go NOT_READY before initiating calls. Apply Hotfix #176 for ICM release 4.6.2 for resolution 

Defect Number: CSCma27281

Component: pg.eapim.jtapigw

Severity: 2

Headline: CTI RP observed by both the IPCC PG Side A and B

Symptom:  CTI Route Point is registered with both the IPCC PG Sides. 

Condition:  CTI Manager looses connectivity with other Call managers in the cluster. 

Workaround:  None

Defect Number: CSCma27331

Component: router

Severity: 1

Headline: Router assertion on a getvalidscheduletarget function call

Symptom:  Router asserted while executing the script which contains Schedule Select Node with no targets. 

Condition:  ICM 4.6(2) and 4.6(2)SR1 

Workaround:  Deactivate the scripts with empty ScheduleSelect Node. 

Defect Number: CSCma27344

Component: nic.cwc

Severity: 2

Headline: Caller Abandon at VRU results in DialogFail (instead of EventReport)

Symptom:  Calls abandoned at VRU result in RCD table indicating dialog failed. 

Condition:  Caller abandons call at VRU. 

Workaround:  None. 

Defect Number: CSCma27423

Component: pg.eapim.jtapigw

Severity: 2

Headline: Consultative Transfer fails to complete

Symptom:  AgentA unable to complete consultative transfer to AgentB with softphone 

Condition:  -> Caller routed to AgentA - extension 2226 -> AgentA performs consultative transfer to Route Point/DN 7817 (agent hears ring tone) -> Call is translation routed to IVR/Route Point 8044 -> Route Select to 8044 -> Call received at CTI Port 7915 -> Call is transferred from IVR to AgentB extension 2277 -> AgentA and AgentB connected. AgentA unable to complete 2nd leg of consult and must disconnect call. 

Workaround:  None

Defect Number: CSCma27433

Component: pg.opc

Severity: 2

Headline: ServiceLevel reporting on Call Types has dropped to single digits.

Symptom:  Service Level in the Call Type reports dropped dramatically. 

Condition:  Software version - ICM 4.6.2 Problem occurs after a network interruption between the PG and the Router. 

Workaround:  None 

Defect Number: CSCma27444

Component: pg.eapim.jtapiclnt

Severity: 2

Headline: Call Established event rejected causing DtAborts

Symptom:  Agent going NOT READY when agent is talking. Pre route indicator abort pushing agent to NOT READY while agent is talking. Call is marked as CD 1 even though it was handled by agent. 

Condition:  CallManager 3.1 or 3.2 JTAPI Client 1.2 or 1.3 Agent getting call routed back (a transferred call from agent to IP IVR to agent) and PIM ignoring call established event as following: 17:39:44 pg5A-pim1 Trace: EstablishedEvent: CallID=67421162 ConnDevID=33225/0 AnsDevID=33225/0 CallingDev=33450/0 CalledDev=33225/0 LastRedDev=/0 LocalConn=3 Cause=-1OrgTrk=-1 OrgTrkGrp=-1 TermTrk=-1 TrmTrkGrp=-1 DevTgDevStr=33225 17:39:44 pg5A-pim1 Trace: RecvEstablished couldn't assign CID: 67421162 to idle line. DevTgDevStr: 33225 

Workaround:  None.

Defect Number: CSCma27506

Component: pg.opc

Severity: 2

Headline: HoldTime for a few calls not in ServiceHalfHour after OPC restart

Symptom:  Hold time in the Termination Call Detail record is sometimes not accumulated in the associated Service Half Hour table. 

Condition:  When ACW is calculated from Service HH by formula (HandleTime - HoldTime - TalkTime = WorkTime) the data is skewed since the hold time in the HH table is zero rather than the true hold time from the TCD tables. 

Workaround:  Calculate wrap up time from TCD directly Further Problem Description: This problem was determined to be an initialization problem. As such, this defect only applies to the first transfers done after an OPC restart. Apply Hotfix #189 for ICM release 4.6.2 for resolution 

Defect Number: CSCma27675

Component: pg.definity

Severity: 2

Headline: Dynamic Reskill Msg Shows Zero Integer for Field 6 in RTA

Symptom:  When receiving a reskill message PIM is receiving a zero integer in field 6. This is observed in all RTA releases after 4.6.1. Upon receiving this, PIM logs the agent out of all the skillgroups they are assigned to as we do with a true logout (where we do receive a zero integer) and then the agent is unable to answer calls in the other skillgroups from their CTI application. For true logouts, we should receive a zero and log the agent out of all skillsets. For reskilling, we do not support nonzero values at this time. 

Condition:  ICM 4.6.2 SR1 CTI 4.7 SR1 CMS Version 11 RTA 4.8.0, 4.8.1, 5.0.0, 5.0.1, 5.0.2, 5.0.3, 5.0.4 

Workaround:  None 

Defect Number: CSCma27682

Component: nic.cwc

Severity: 2

Headline: CLI Presentation Restricted Indicator is not set by NIC

Symptom:  Calls with Presentation Restricted Indicator != PRESENTATION_ALLOWED don't have CLID Masking applied, and CLI is set to NULL. 

Condition:  Presentation Restricted Indicator != PRESENTATION_ALLOWED 

Workaround:  None. 

Defect Number: CSCma27718

Component: reporting.webview.ICM

Severity: 2

Headline: Bar Graph Failed with ActiveX on NT server

Symptom:  Received error when using IE5 and higher on a NT server during the webview report selection set to BAR GRAPH. "The test root has not been enabled as a trusted root." "Your Security settings prohibit running ActiveX controls on this page. As a result, the page may not display correctly." 

Condition:  Windows NT server as client and current logged in user does not have administrative privileges. 

Workaround:  Access webview report on W2K server or workstation 

Defect Number: CSCma27726

Component: pg.opc

Severity: 2

Headline: PG OPC Exit with DrWatson in RemoveReferenceToDeadCall

Symptom:  OPC crash with unknown reason. Exit code 0xc0000005 

Condition:  Windows 2000.2.4sr5 SQL7 SP4(1.0.2) 7.00 - 7.00.1094 CCM Version 3.1(4b) with spC no ES versions installed JTAPI GW version is 1.2(1.39) ICM 4.6.2 with HF 162 installed 

Workaround:  None.

Defect Number: CSCma27851

Component: pg.eapim

Severity: 2

Headline: Overlapping log in requests can cause agent stuck in available state

Symptom:  Agent stuck in available state and can not change state or log out. No extension is assigned to agent. Agent will become the Longest Available agent, but Router will not be able to send it any calls because there is no associated device. Route Call Detail records will be generated with RouterErrorCode of 495. 

Condition:  IPCC - ICM 4.6.2 Agent attempts to log into 2 different extensions in rapid succession. The first log in request fails while the second log in request is successful. 

Workaround:  Restart the JTAPI GW process to log out the agent. This will cause all agents to be logged out. In a duplex CTI OS environment, agents should be logged back in automatically within a minute or less. Apply Hotfix #201 for ICM release 4.6.2 for resolution

Defect Number: CSCma27862

Component: pg.eapim

Severity: 2

Headline: No way to clear agent stuck in available state w/o process restart

Symptom:  If an agent is accidentally logged in with no extension assigned as a result of another error condition, that agent can not be logged out with restarting the PIM process. 

Condition:  IPCC - ICM 4.6.2 

Workaround:  None.

Defect Number: CSCma28165

Component: pg.aspect

Severity: 2

Headline: Pim is treating the agent extension as a 16-bit signed integer

Symptom:  Aspect Contact Server PIM is unable to parse the AgentID coming from CMI Server and terminates the Application Bridge connection. 

Condition:  When extension configured is > 32767 with Aspect Contact Server PIM. 

Workaround:  Extensions configured should be < 32767. Further Problem Description: Aspect Contact Server PIM parses the inbound Long Type data coming from CMI Server as Short Type and so if the extension configured is > 32767, it treats this as Negative number.

Defect Number: CSCma28193

Component: db.logger

Severity: 1

Headline: Duplicate Route_Call_Variable Rows Crash Loggers

Symptom:  Both loggers crash due to the following: 14:54:39 la-rcv Trace: The buffer table Route_Call_VariableTmp2 contains a duplicate record. 14:54:39 la-rcv Fail: Duplicate records are not supported in table t_Route_Call_Variable 

Condition:  If there are ever duplicate Route_Call_Variable records presented to the logger. 

Workaround:  Avoid duplicate records, or manually delete the duplicate records from the temp table. Code change made in Recovery to handle the duplicated Route Call Variable records to avoid Logger crashing. Apply Hotfix #207 for ICM release 4.6.2 for resolution 

Resolved Caveats in ICM 4.6(2) SR1

This section contains a list of significant defects resolved in ICM 4.6(2) SR1. These fixes are automatically rolled into each subsequent ICM 4.6.(2) service release. 

 (NOTE: Click on the Identifier in the following list to obtain bug details)
Index of Resolved Caveats in ICM 4.6(2) SR1. 

Caveats in this section are ordered by ICM component and then severity.




	Identifier
	Sev
	Component
	Headline

	CSCma18128
	3
	agent-reporting
	NotReady time Greater than TotalLoginTime in Agent Half Hour Table

	CSCma22506
	1
	aw
	Replicator asserts, cannot stay up

	CSCma24086
	2
	aw
	UpdateAW Process is Failing.

	CSCma22512
	4
	aw
	Odd shaped script boxes and non connected lines

	CSCma18474
	2
	aw.config
	List tools performance issue with large numbers of records

	CSCma20637
	2
	aw.config
	Deleted Objects tool - poor performance during select and delete

	CSCma18683
	3
	aw.config
	4.6.2 - PG Explorer - Symposium Peripheral Monitors unusable

	CSCma18726
	3
	aw.config
	Integrity Check does not work at all

	CSCma18402
	3
	aw.config
	Explorer tools slow in handling 10^3 level records

	CSCma20719
	3
	aw.config.explorer
	Explorers unable to select multiple records at once for deletion

	CSCma23301
	3
	aw.config.explorer
	checkbox for primary skill for a service

	CSCma16479
	3
	aw.config.explorer
	Verification of Integer fields like PeripheralNumber is incorrect.

	CSCma16672
	3
	aw.config.explorer
	responsiveness to typing in Explorer tools edit field is slow

	CSCma17209
	3
	aw.config.explorer
	Region explorer displays region without proper order

	CSCma20961
	2
	aw.config.list
	Dialed Number Name / Descriptions Lost

	CSCma24351
	3
	aw.config.list
	Unable to ADD Users if many users in list are on inaccessible domain

	CSCma17893
	3
	aw.config.list
	Chinese Install gives problem with config user list

	CSCma18303
	3
	aw.config.list
	User list retrieve too slow

	CSCma20736
	3
	aw.config.list
	Member tab sorted by ID, not EnterpriseName in Several List tools

	CSCma22095
	3
	aw.config.list
	Problem with filtering Label type for Routing Client ATTNIC

	CSCma21973
	3
	aw.config.regions
	Region Editor prefix business rule restrictions need to relax.

	CSCma21509
	3
	aw.synchronize
	Init AW can cause contention problems on the logger

	CSCma20333
	3
	aw.trans.route.wiz
	Translation Route Wizard does not work on a Client only AW in 4.6.2

	CSCma18288
	2
	aw-bulk.config
	Vru_Port_Map table interface reports error dialogs

	CSCma23315
	3
	aw-bulk.config
	Skill Group Bulk Import Error

	CSCma16949
	3
	aw-bulk.config
	Issues with saving Imported data in Bulk Configuration Tool

	CSCma23841
	2
	ba.campaignmgr
	Camp. Mgr crashes due to internal queue overflow

	CSCma20658
	2
	ba.campaignmgr
	Campaign Manager exits when a dialer with 90+ ports connects

	CSCma22855
	3
	ba.dialer
	Campaign Query Rule Report displays a negative value in Available

	CSCma21142
	3
	ba.dialer.g3
	BA does not detect fax machines when using analog Dialogic boards

	CSCma20783
	6
	ba.dialer.g3
	Blended Agent Dialer needs to support a lineside E1

	CSCma21107
	1
	cg.ctiserver
	CTI Server is crashing after 4.6.2 upgrade

	CSCma23366
	2
	cg.ctiserver
	CTI Server fails with error in AddSocketToDescriptor

	CSCma22186
	3
	cg.ctiserver
	can not login when agent login id changed after PG failover

	CSCma22497
	3
	cg.ctiserver
	CTI Server in retransmit mode on agent_team_config_update

	CSCma22712
	3
	cg.ctiserver
	CTI Server stuck on retransmits to a single client for too long

	CSCma17422
	2
	db.distributor.rtf.client
	AWDB Error. Message Line 1: Incorrect syntax near :., Id 170

	CSCma20716
	2
	db.HDS.migration
	DB Migration Uses Wrong RecoveryKey

	CSCma24637
	2
	db.HDS.replication
	Unable To Switch HDS Preferred Side

	CSCma21135
	4
	db.icmdba
	ICMDBA Logger data/log properties values differ per side on static

	CSCma19746
	1
	db.logger
	Configuration updates can fail during very large 1/2 data transfers

	CSCma21997
	2
	db.logger
	LGR process exited unexpectedly

	CSCma21505
	2
	db.logger
	Logger crashes with reserved DB-LIB connections are exhausted error

	CSCma21504
	3
	db.logger
	Logger can deadlock with itself when computing the checksum

	CSCma21743
	3
	db.logger
	Registry key to enabledisable storing ECC Variables.

	CSCma23984
	1
	db.logger.synch
	SQL 7.0 Upgrade - Logger bouncing - config checksum error

	CSCma22914
	3
	documentation
	Calls redirected on no answer treatment counted as Abandon Ring

	CSCma24810
	2
	inetscripted
	Cannot Start ISE Client when Multiple Clients are Already Running

	CSCma17835
	2
	inetscripted
	Configuration Updates Not Reflected in ISE for Web Only Users

	CSCma22323
	2
	inetscripted
	Unexpected Exit Occurs Even Though Editor is Not Actively Being Used

	CSCma17613
	3
	inetscripted
	Internet Script Editor Unexpectedly Exits During Config Sync

	CSCma17950
	3
	inetscripted
	ICM Configuration Updates Cause a Full Reload

	CSCma18146
	3
	inetscripted
	Internet Script Editor Pauses Indefinitely After Clicking Reload

	CSCma23426
	3
	inetscripted
	iseman Server Constantly Increases Memory Usage

	CSCma17432
	3
	inetscripted
	ISE - Multiple SE running script version not updating

	CSCma16667
	3
	inetscripted
	Users Cannot Open Scripts They Should Be Able to Open

	CSCma16452
	3
	international
	jpn scrptedtr - English hardcoded in Call Type Manager

	CSCma17048
	3
	international
	jpn webvw - English remains in historical report wizard

	CSCma17169
	3
	international
	English Text are turncated in Configuration Manager

	CSCma18381
	5
	international
	jpn ScrptEdtr - Mistranslation in validation dialog

	CSCma24460
	3
	netgwy.ss7.itu
	Combined Linkset in Mtp3 Route Configuration causes Gateway crash

	CSCma23850
	6
	netgwy.ss7.itu
	Mtp3 Routes, Sccp RPC/GT max objects too small for large installs

	CSCma19726
	2
	nic.crsp
	CRSPNIC process fails if disconnect received prior to answer message

	CSCma24656
	2
	nic.crsp
	CRSP NIC backward compatibility issue in handling CallProgressReport

	CSCma22861
	4
	nic.crsp
	CRSP NIC displays error for each unconfigured ECC variable

	CSCma23555
	6
	nic.ntl
	Ntl NIC does not allow per-call NoAnswer timeout

	CSCma15676
	3
	nic.rcengine
	TCD Table showing Extra digits for Call Key Sequence Number

	CSCma25402
	3
	nic.ss7innic
	After upgrading to windows ss7 nic * and . are shown as b and c

	CSCma23440
	2
	pg
	Dual ICM Router crash due to bad message from peripheral

	CSCma19022
	2
	pg.alcatel
	Making a call via CTI results in odd behavior

	CSCma24024
	3
	pg.alcatel
	/cd PV not populating correlator data in call variable

	CSCma17450
	2
	pg.aspect
	Unable to send DTMF message on Aspect

	CSCma19756
	2
	pg.aspevt
	RTB Data Connection not receiving any data

	CSCma19317
	3
	pg.aspevt
	Aspect PIM needs to supprt mppng clls to srvcs (CCT mod & PIM code)

	CSCma21380
	3
	pg.aspevt
	PIM incorrectly reports agent state updates to OPC during conference

	CSCma17406
	1
	pg.definity
	Active association limit

	CSCma16324
	2
	pg.definity
	After warm transfer agent state goes to work ready - should be avail

	CSCma18163
	2
	pg.definity
	No screen pops when agents use a 3-digit agent ID softphone login

	CSCma20380
	2
	pg.definity
	Incorrect call details presented to agents

	CSCma22387
	2
	pg.definity
	G3 CTI Agent with Voicemail experiences problem CallFlow

	CSCma19729
	2
	pg.definity
	PIM allows CMS to connect to both sides of the PG at the same time

	CSCma22659
	2
	pg.definity
	G3PIM: incorrect SRC device in delivered/alert after blind x-fer, Q

	CSCma23430
	2
	pg.definity
	Inaccurate reporting of services in queue

	CSCma24957
	3
	pg.definity
	Need way to disable transitioning quickly message in ECSPIM

	CSCma13145
	3
	pg.definity
	ecspim asserting randomly

	CSCma14443
	3
	pg.definity
	No screen pops aftr upgrdng frm 415HF129 to 4.1.5 HF153

	CSCma18134
	3
	pg.definity
	During outside Consult call, lost of call control on engaged/busy to

	CSCma20064
	3
	pg.definity
	Outbound Call over ISDN Trunks gets terminated and recreated

	CSCma21771
	3
	pg.definity
	Missing agent state change refresh on real time monitoring

	CSCma21907
	3
	pg.definity
	ECSPIM populates CallingDevice field incorrectly

	CSCma22068
	3
	pg.definity
	ECSPIM asserts with DrWatson error    RemoveConfigAgent

	CSCma22485
	3
	pg.definity
	AgentSmartStateTimer sends reversed messages to OPC

	CSCma23650
	3
	pg.definity
	Opctest show periph off line when PIM is Active

	CSCma24025
	3
	pg.definity
	For outbound call wrong PeripheralCallType in TCD.

	CSCma25408
	3
	pg.definity
	CTIOS function buttons grey out forcing the agent to use hard phone

	CSCma12575
	3
	pg.definity
	ASAI Abort message should cleanup all related messages

	CSCma23947
	1
	pg.eapim
	4.6 PG not 100% backward compatible to ICM 5.0 Central Controller

	CSCma17552
	2
	pg.eapim
	IPCC PIM exit when transfer to agents phone after log out

	CSCma17771
	2
	pg.eapim
	eagtpim exits on transfer to 10+ digit DN

	CSCma19612
	2
	pg.eapim
	NO RTP START Event for few devices

	CSCma20864
	2
	pg.eapim
	Simultaneous agent disconnect and phone restart problem

	CSCma22764
	2
	pg.eapim
	Agent does not recover after PG is stopped & restarted

	CSCma18819
	3
	pg.eapim
	Sometimes IPCC agent can not answer call from Unity Voice Mail.

	CSCma20374
	3
	pg.eapim
	Agent set not ready, PIM Log: Unable to find configured linePtr

	CSCma25345
	3
	pg.eapim
	Arbitrary transfer on hard phone results in agent stuck on hold

	CSCma17624
	3
	pg.eapim
	Provide easier recovery for agent stuck on hold.

	CSCma19733
	3
	pg.eapim
	Failed post routed call not properly cleaned up

	CSCma22155
	4
	pg.eapim
	Invalid trace message for Pending Reason on Agent State Change

	CSCma20396
	6
	pg.eapim
	Add support for duplicate extensions at different sites

	CSCma18965
	6
	pg.eapim
	Make agent not available when PIM receives device target aborts

	CSCma17327
	2
	pg.eapim.jtapigw
	DN not in service after removing and re-adding from CM Dir User

	CSCma22330
	2
	pg.eapim.jtapigw
	JTAPI GW deadlock on agent disconnect plus call held

	CSCma23596
	2
	pg.eapim.jtapigw
	Supervisor Barge In incurs 2 second delay that disrupts agent/cust

	CSCma21395
	2
	pg.eapim.jtapigw
	IPCC agent cannot answer consult call w/ agents on multiple CMs

	CSCma21661
	2
	pg.eapim.jtapigw
	Transfer and conference calls are failing during load test.

	CSCma24456
	3
	pg.eapim.jtapigw
	Agent AutoAnswer sometimes fail for internal consult transfer call.

	CSCma25228
	3
	pg.eapim.jtapigw
	Missing Alerting Event in Out-of-Provider Transfer

	CSCma19289
	3
	pg.eapim.jtapigw
	Agent gets stuck on hold - race condition

	CSCma23416
	3
	pg.eapim.jtapigw
	D572162 : Jtapi Gateway restarts after a procmon command is ran

	CSCma23639
	3
	pg.eapim.jtapigw
	Two-Step Transfer call to the VRU results in MetaCode: META_UNKNOWN

	CSCma17634
	3
	pg.eapim.jtapigw
	Problem with arbitrary conference from the hard phone

	CSCma22244
	3
	pg.eapim.jtapigw
	CTI Route Point not in service after removing & re-adding to PG User

	CSCdy57190
	3
	pg.eapim.jtapigw
	Post routing interrupted while failed subscriber phones migrate

	CSCma18011
	2
	pg.mer
	CTI Unable to Login Agts using Agt IDs that Use a Leading Zero

	CSCma16767
	3
	pg.mer
	Meiserver can get into While loop and consume CPU up to 99%.

	CSCma16770
	3
	pg.mer
	MEISERVER process failed to log the EMS trace into logfiles.

	CSCma24888
	2
	pg.opc
	Adding new agent in AgentExplorer w/dup ext terminates PG

	CSCma21397
	2
	pg.opc
	Skillgroup calls que now incorrect

	CSCma17328
	2
	pg.opc
	OPC has the wrong value for LongestRouterCallQNow with no calls in Q

	CSCma17535
	2
	pg.opc
	OPC assertion on state transfer

	CSCma17945
	2
	pg.opc
	OPC asserts with a DrWatson error

	CSCma21176
	2
	pg.opc
	OPC asserts on ClearConferencedCallList

	CSCma23096
	2
	pg.opc
	OPC logs out 5 agents per second during PG failover

	CSCma17602
	3
	pg.opc
	OPC is resetting ANI previously set by Blended Agent Dialer

	CSCma18973
	3
	pg.opc
	Realtime Trunk Data inconsistencies

	CSCma23632
	3
	pg.opc
	G3 PIM does not support concurrent local and network queuing.

	CSCma24375
	3
	pg.opc
	Calls are blocked in a clear pending status on a transfer

	CSCma19547
	3
	pg.spectrumpim
	Call Variable information disappearing

	CSCma18709
	3
	pg.symp
	agents showing extremely long available times

	CSCma19345
	3
	pg.symp
	Symposium PIM: agent state changes unreliable

	CSCma22854
	2
	pg.symp.noseipim
	No Recovery Mechanism if SCCS HDX Link Drops

	CSCma24718
	2
	pg.symp.noseipim
	Softphone Controls Greyed Out For Xferd Calls to 2nd Desktop

	CSCma24745
	2
	pg.symp.noseipim
	reporting on meridian been changed for abandoned call rel 25

	CSCma16569
	2
	pg.symp.noseipim
	Late RTD Msg Causes Agt to be Assigned to Default Skillgroup

	CSCma21181
	4
	pg.symp.noseipim
	New DLLs Needed for Symposium Server 4.2

	CSCma17356
	3
	pg.vru
	ICM Blind Transfer: Route End with Status Code Unspecified Failure

	CSCma24131
	3
	pg.vru
	VRUPIM asserting in ICM V4.6.2 Bad Label type

	CSCma16842
	3
	pg.vru
	VRUPim not handling DialogueFailureConf for some timing conditions

	CSCma19531
	2
	phonehome
	ICM4.6.2 - W2K - DTP - RASHangUp Failed(1) - Error [668

	CSCma22459
	2
	phonehome
	DTP (Listener phone home) not working properly with Win2K OS

	CSCma24811
	2
	reporting.data.accuracy
	CTHH discrepancy caused by TCD records with CD 14 / PCT 4

	CSCma24812
	2
	reporting.data.accuracy
	CTHH discrepancy caused by TCD records with CD 26 / PCT 2

	CSCma19181
	2
	reporting.monitoricm
	certain IPCC templates are not working

	CSCma17321
	3
	reporting.thirdparty
	Use of thresholds in WebView reports leads to high cpu utilization.

	CSCma23266
	2
	reporting.webview.ICM
	WebView ODBC connection not persistent

	CSCma21659
	3
	reporting.webview.ICM
	Jaguar Scalability issue when there are too many (5000) items

	CSCma19461
	3
	reporting.webview.ICM
	Webview report link returns Invalid User: DOMAIN_user error

	CSCma19470
	3
	reporting.webview.ICM
	Get java.lang.NullPointerException in both WebView panes

	CSCma21156
	3
	reporting.webview.ICM
	Real Time report cannot be updated automatically.

	CSCma21160
	3
	reporting.webview.ICM
	Real Time and Historical reports cannot be saved by Web View User.

	CSCma24415
	1
	router
	Call doesnt transfer to the second agent if call is queue after SST

	CSCma21967
	2
	router
	Network transfer fails when requery is enabled

	CSCma17563
	2
	router
	Route Select fails if selecting max or min value of negative numbers

	CSCma18891
	2
	router
	Requery doesnt work with translation routes and answer supervision

	CSCma19031
	2
	router
	VRUPim logs error: SkillTargetID does not match a configured service

	CSCma21296
	2
	router
	Router B crashes after state transfer

	CSCma21489
	2
	router
	Call Type SLCalls and SLAbandonCalls not incremented for SL calls.

	CSCma23971
	2
	router
	Admin Script Schedule doesnt work properly

	CSCma13784
	2
	router
	ipcc_callty20 S/L is always zero

	CSCma17426
	2
	router
	CICM Router crash on side A with DrWatson entry

	CSCma18283
	2
	router
	Router doesnt send release message to type 7 VRU

	CSCma19549
	2
	router
	Router stat sync times out after 4.0.3 to 4.6.2 upgrade

	CSCma24057
	2
	router
	Call Type RouterLongestCallQ Invalid, Can Cause Out of Sync Routers

	CSCma19169
	2
	router
	Route requests timing out at the NAM w/ large number of labels

	CSCma22538
	2
	router
	Router sends DialogFailure if Connect crosses with RunScriptResult

	CSCma17022
	2
	router
	Trans rte to vru to Queue to SG w/ rtr rqry enabled doesnt work

	CSCma17400
	2
	router
	Router exits following Network Xfer to Type3 VRU

	CSCma20549
	3
	router
	Transfer to VRU fails after  NetworkTransferEnabled Requery

	CSCma19538
	3
	router
	Abandon label written to Call_Termination_Detail records

	CSCma21813
	3
	router
	Agent not ready immediately after quick ready,not_ready,ready seqnce

	CSCma23131
	3
	router
	CTHH ServiceLevelCallsToHalf is not incremented when used with IPCC

	CSCma21431
	3
	router
	If a call in queue disconnects during run script, it may get routed.

	CSCma18392
	3
	router
	Router should send Release  to Type7 VRU for DialogFail and Release

	CSCma21478
	3
	router
	Disconnect / RunScriptResult Race Condition - Reprise

	CSCma20572
	1
	router.library
	MDS State Transfer doesnt support enough objects.

	CSCma17789
	2
	scripteditor
	Mouse Pointer Not Aligned with Nodes and Objects in Script Editor

	CSCma18164
	3
	scripteditor
	CLID Node - Region list sorted by ID in WebView not alphabetical

	CSCma18297
	3
	scripteditor
	Custom Function Dialog Does Not Sort Functions

	CSCma21019
	3
	scripteditor
	Script Editor call volume mismatch in monitor mode

	CSCma21655
	3
	scripteditor
	Script Monitor fails to display the data

	CSCma19816
	3
	scripteditor
	Target and Route  Select Properties Pages Very Slow To Display

	CSCma19878
	3
	scripteditor
	Not All Enterprise Services are Available in Route Select Node

	CSCma21921
	3
	scripteditor
	Selected Enterprise Skill Group in Queue Node Does Not Display

	CSCma20391
	3
	scripteditor
	Error Message Incorrectly States Someone Else Owns Script Lock

	CSCma21164
	4
	scripteditor
	Read only mode for script message misleading for users.

	CSCma21885
	4
	scripteditor
	Script Saved in Central Controller, but Script Not Shown as Saved

	CSCma18228
	2
	setup.aw
	Setup in W2K Active Directory environment can fail security init.

	CSCma23295
	2
	web.scripteditor
	Webview Script Monitor shows bad data in queue to scheduled target

	CSCma17614
	2
	web.scripteditor
	Green Statistic boxes not displaying in WebView Script Monitor

	CSCma23030
	2
	web.scripteditor
	Security Flaw with Web Script Editor When Using Partition System

	CSCma24681
	3
	web.scripteditor
	Problems Adding Periods with Sched Target Node in Web Script Editor

	CSCma17355
	3
	web.scripteditor
	Web Monitor script editor CLID node give slow response

	CSCma17958
	3
	web.scripteditor
	Web Script Edit - Node counters not refreshing properly

	CSCma21470
	3
	web.scripteditor
	Script stops processing calls after an update through wv scriptedito

	CSCma22248
	3
	web.scripteditor
	CED Node cannot be edited via WebView Script Monitor

	CSCma23175
	3
	web.scripteditor
	After HF65, call count in wv script editor not legible

	CSCma24506
	3
	web.scripteditor
	Region Drop Down list showing duplicates in WebView not in Script Ed

	CSCma25365
	3
	web.scripteditor
	Scheduled Target has extra Schedule Periods that cant be deleted.

	CSCma17573
	4
	web.scripteditor
	Unable to edit SchTarg with more than 27 periods via Script Monitor

	CSCma18314
	2
	web.visobj
	Route Select Node in WebView only displays 1 of the selections


Detailed list of Resolved Sev1 and Sev2 Caveats in ICM 4.6(2) SR1

Caveats are ordered by defect number

Defect Number: CSCma13784

Component: router

Severity: 2

Headline: ipcc_callty20 S/L is always zero

Symptom:  CallType: ServiceLevelTo5, ServiceLevelHalf, and ServiceLevelToday in Logger database tables (Call Type Half Hour and Call Type Real Time) do not contain valid data. 

Condition:  Problem appears in new CallType IPCC report templates in ICM release 4.6.2 

Workaround:  None 

Defect Number: CSCma16324

Component: pg.definity

Severity: 2

Headline: After warm transfer agent state goes to work ready - should be avail

Symptom:  (Agent is set to auto-in) Agent received an inbound acd ICM routed call (callid 399 - agentid 2143). Agent performed a test warm transfer at (callid 402( 1:39 PM Eastern time from agent 2143 (extension 2014) to agent 2142 (extension 2013). The customered observed that the auto-in light was still lit for agent 2143 following the transfer, but the softphone was showing that the agent was in AUX, due to the fact that the opc sent ctisvr the following message: 13:39:30 pg1A-opc Trace: CTI_AGENT_EVENT State=AS_NOT_READY AgentID=2143 Instrument=2014 Sig=2143@10.1.40.71 

Condition:  Based on result of the ctisvr showing the agent_state is not ready, this caused the softphone to get out of synch with the hardphone/switch. The softphone believes that the current state is not_ready, but the hardphone and switch shows the agent as availble. 

Workaround:  If the QueryWorkmodeOnConnect registry field is set to FALSE, it should prevent the consult calls query from being issued for the connecting (which in turn would prevent the workmode for the consult call from being set). The only caveat for this workaround is the following scenario: The destination agents phone is ringing, redirects (RONA) and then the agent completes the transfer. In that case, a query will still be issued by the PIM to determine the agent state as a result of the RONA'd call (the switch should set it to AUX). The transferring agents workmode may end up wrong (i.e. using the consult calls workmode as a result of the Query being issued for the destinations line being set IDLE as a result of the RONA). 

Defect Number: CSCma16569

Component: pg.symp.noseipim

Severity: 2

Headline: Late RTD Msg Causes Agt to be Assigned to Default Skillgroup

Symptom:  When an agent logs in and answers an ACD call immediately, sometimes the agent is put in the unconfigured skillgroup and the PG needs to be restarted before the agent can be assigned to the correct skillgroup. 

Condition:  ICM version 4.1.4 and beyond. Timing of the login and messages from the Symposium Server affects how agent skillgroup information is handled. 

Workaround:  None 

Defect Number: CSCma17022

Component: router

Severity: 2

Headline: Trans rte to vru to Queue to SG w/ rtr rqry enabled doesnt work

Symptom:  1. The VRU does not seem to be tracking billing info even though bill for VRU is set. or 2. When using a Translation Route to VRU to route to a type 8 VRU, the call gets dropped. 

Condition:  Customers using a NAM/CICM with Router Re-query functionality and use VRU billing or use a type 8 VRU are affected. These symptoms will occur if the call is sent to a VRU after a route requery request has happened. For example if a Translation Route to VRU node follows the failure connection of a (type 8) Queue to Skill Group Node with router re-query enabled, then if a router re-query occurs, the call will eventually get disconnected prematurely after the Translation Route to VRU node. 

Workaround:  none 

Defect Number: CSCma17327

Component: pg.eapim.jtapigw

Severity: 2

Headline: DN not in service after removing and re-adding from CM Dir User

Symptom:  CTI Route Point is not in service and no route request will be genereated when a call arrives the CTI Route Point. 

Condition:  If a functioning CTI Route Point is removed from PG User on the CallManager adminstration tool and is re-added back, the CTI Route Point will not go back in service and no route request will be genereated when a call arrives the CTI Route Point. 

Workaround:  Cycle Call Manager PG service. 

Defect Number: CSCma17328

Component: pg.opc

Severity: 2

Headline: OPC has the wrong value for LongestRouterCallQNow with no calls in Q

Symptom:  LongestRouterCallsInQ field in the Skill Group Real Time table displays an invalid value. 

Condition:  Appears to be an issue in ICM releases 4.6 and up. 

Workaround:  none 

Defect Number: CSCma17400

Component: router

Severity: 2

Headline: Router exits following Network Xfer to Type3 VRU

Symptom:  Router exits following Network blind transfer to Type 3 VRU 

Condition:  Network blind transfer is initiated in conjunction with a Type 3 VRU. 

Workaround:  none 

Defect Number: CSCma17406

Component: pg.definity

Severity: 1

Headline: Active association limit

Symptom:  The ECSPim shuts down when C_ABORT messages are received from the switch. 

Condition:  The active association limit on an ASAI link is exceeded. 

Workaround:  none

Defect Number: CSCma17422

Component: db.distributor.rtf.client

Severity: 2

Headline: "AWDB Error. Message Line 1: Incorrect syntax near :., Id 170"

Symptom:  The real time feed is unstable and ICM configuration management tool becomes unavailable. The RTC process log trace display the following message: dis-rtc Trace: DBLib error:General SQL Server error: Check messages from the SQL Server. 

Condition:  The buffer size defined in the RTC process for holding real time messages was not large enough causing the truncation of the sql statements while proceesing the insertion into the realtime tables. 

Workaround:  None. 

Defect Number: CSCma17426

Component: router

Severity: 2

Headline: CICM Router crash on side A with DrWatson entry

Symptom:  Router restarts unexpectedly. 

Condition:  Router Release 4.5 service pack 1 , Build 07960 

Workaround:  None 

Defect Number: CSCma17450

Component: pg.aspect

Severity: 2

Headline: Unable to send DTMF message on Aspect

Symptom:  CTI agent was unable to send DTMF signals. 

Condition:  Agent gets an incoming call and sends a DTMF signal (*8) => getting a Peripheral error #84. Customer can do it using Aspect hard phone or CTI agent. 

Workaround:  None. Hotfix #108 created for ICM Version 4.6.1

Defect Number: CSCma17535

Component: pg.opc

Severity: 2

Headline: OPC assertion on state transfer

Symptom:  OPC recycles when its partner comes in service. The unexpected behavior seems to be related to the number of agent skill group associations. The ACD at the customer site allows a limited number of skill group associations, however the customer's configuration is out-of-sync with the ACD configuration. 

Condition:  The issue happened at a customer site where ICM 4.1.5 is installed. 

Workaround:  Delete unused skill group associations. 

Defect Number: CSCma17552

Component: pg.eapim

Severity: 2

Headline: IPCC PIM exit when transfer to agents phone after log out

Symptom:  Call Manager PIM process exits. All agents are temporarily logged out. 

Condition:  This is a pretty rare situation. IPCC - ICM 4.6.1 hf99, Call Manager 3.1(3a) B and C are logged in agents C logs out abnormally (possibly a CTI disconnect) A calls B B consults C B transfers to C This only occurs if Agent C was logged in and is currently logged out. 

Workaround:  If using the best practice of always routing to available agents, even on transfers and conferences, then this problem would not occur. Direct transfers should not invoke a PIM crash, but there are other race conditions when vying with the Router for agent availability. Recovery: If the Agent desk top is CAD, all agents will need to re-log in manually. If the agent desk top is CTI OS, all agents should log back in automatically. 

Defect Number: CSCma17563

Component: router

Severity: 2

Headline: Route Select fails if selecting max or min value of negative numbers

Symptom:  Route select fails in a condition where it should succeed. 

Condition:  If the router is attempting to select the max (or min) value of multiple choices, and they are all negative numbers, it fails. 

Workaround:  The customer is implementing a temporary workaround by adding one hundred to the result of their formula, to ensure that each value is a positive number. This workaround may not work in all conditions. 

Defect Number: CSCma17614

Component: web.scripteditor

Severity: 2

Headline: Green Statistic boxes not displaying in WebView Script Monitor

Symptom:  When Monitoring Scripts in WebView, some of the green boxes for statistics are not showing up. It is not consistent on specific boxes. 

Condition:  ICM 4.6.1 

Workaround:  None 

Defect Number: CSCma17771

Component: pg.eapim

Severity: 2

Headline: eagtpim exits on transfer to 10+ digit DN

Symptom:  IPCC PIM exits. 

Condition:  IPCC, ICM 4.6.2, CM 3.1(3a) A is not an agent. B is an agent. C has an extension that is longer than 10 digits. It is probably off switch. A calls B B consults C B transfers to C 

Workaround:  Modify dialed number plan on Call Manager so 10 digit dialing is not required. 

Defect Number: CSCma17789

Component: scripteditor

Severity: 2

Headline: Mouse Pointer Not Aligned with Nodes and Objects in Script Editor

Symptom:  Mouse Pointer Not Aligned with Nodes and Objects in Script Editor 

Condition:  Must be a medium to large script to have the problem. 

Workaround:  None. 

Defect Number: CSCma17835

Component: inetscripted

Severity: 2

Headline: Configuration Updates Not Reflected in ISE for Web Only Users

Symptom:  Configuration changes made in the ICM Configuration Tool are not dynamically reflected in Internet Script Editor. 

Condition:  This will happen for ""Web Only"" users that are using Internet Script Editor. For example, if someone uses ICM Configuration to change the route for a skill group, a ""Web Only"" user using Internet Script Editor will not automatically see that change. 

Workaround:  None. The only way to get the latest changes without restarting Internet Script Editor is to click the ""Reload Configuration"" button to reload the configuration. 

Defect Number: CSCma17945

Component: pg.opc

Severity: 2

Headline: OPC asserts with a DrWatson error

Symptom:  OPC process on the PG exits. Occurs during some conference scenarios. 

Condition:  Symposium PG Occurs in certain conference scenarios where Symposium fails to send a new call ID. 

Workaround:  None 

Defect Number: CSCma18011

Component: pg.mer

Severity: 2

Headline: CTI Unable to Login Agts using Agt IDs that Use a Leading Zero

Symptom:  Customer is unable to log in CTI softphones utilizing an agent ID that starts with a leading zero. Softphone login window is populated with extension and agent id, then when clicking ""ok"", screen is greyed out and softphone functionality is locked up. 

Condition:  ICM Versions: ICM PIM type: MerPIMCT ICM PIM build: all ICM OPC build: pre 4.5 ICM Rtr build: pre 4.5 Meridian Link: all releases Meridian PBX: all releases 

Workaround:  With regards to the Meridian ADS block, agent IDs must be 4 digits in length. Customer can use agent IDs that begin with any number other than zero (1 thru 9). 

Defect Number: CSCma18163

Component: pg.definity

Severity: 2

Headline: No screen pops when agents use a 3-digit agent ID softphone login

Symptom:  No screen Pops for 4.6.2 

Condition:  Agents use a 3-digit agent ID when log into the softphone. 

Workaround:  Have the agents add a leading zero when logging into the softphone. 

Defect Number: CSCma18228

Component: setup.aw

Severity: 2

Headline: Setup in W2K Active Directory environment can fail security init.

Symptom:  Setup in a Windows 2000 Active Directory environment can fail when adding users or ICM administration groups. 

Condition:  This occurs in an Active Directory environment only. The failure is due to domain synchronization latency because a user that was just created by setup is not found when setup attempts to add it to a local group. 

Workaround:  Re-run setup - setup must be run again for each AW and in a NAM/CICM environment, for each customer instance. 

Defect Number: CSCma18283

Component: router

Severity: 2

Headline: Router doesnt send release message to type 7 VRU

Symptom:  Router is not sending the Release message to VRU, so the call stays in the VRU platform. Description: ICM 4.6.2 Router doesn&#146;t send release message to type 7 VRU 

Condition:  With Network VRU (type 7), and the Service Control Interface, the ICM router is supposed to send a RELEASE message when VRU interaction is finished and the router is ready to return a label to the network routing client. This is not happening. The VRU doesn't receive the RELEASE message so the call never leaves the VRU platform. 

Workaround:  none 

Defect Number: CSCma18288

Component: aw-bulk.config

Severity: 2

Headline: Vru_Port_Map table interface reports error dialogs

Symptom:  Vru_Port_Map Bulk tools pops up two error dialogs. The first has no context. The second reports an error about selecting peripherals from wrong interface controllers, which is not true. 

Condition:  Only in Insert mode. 

Workaround:  None. 

Defect Number: CSCma18314

Component: web.visobj

Severity: 2

Headline: Route Select Node in WebView only displays 1 of the selections

Symptom:  Within Webview, the route select node is only displaying one of the selections listed. 

Condition:  Within Webview, the route select node is only displaying one of the selections listed. 

Workaround:  none 

Defect Number: CSCma18474

Component: aw.config

Severity: 2

Headline: List tools performance issue with large numbers of records

Symptom:  Several ICM Configuration tools take significant time to perform a variety of operations including retrieving and saving data. The list tools in particular have shown problems with retrieving, adding new records, adding membership records, deleting membership records, and saving data. 

Condition:  Normal working conditions. 

Workaround:  Using the filter to load less data at a time will help relieve some problems, but not all. 

Defect Number: CSCma18891

Component: router

Severity: 2

Headline: Requery doesnt work with translation routes and answer supervision

Symptom:  When requery is enabled in a Route Select or Label node, a label for a target that is known to be available is not returned. When requery is disabled, the correct label is returned. The same label should be returned regardless of whether or not requery is enabled, since the same target is available in both cases. 

Condition:  ICM v4.6.2, through hotfix #8. 

Workaround:  None. 

Defect Number: CSCma19022

Component: pg.alcatel

Severity: 2

Headline: Making a call via CTI results in odd behavior

Symptom:  If a Third party Make Call is done, two calls appear in the CTI server interface. 

Condition:  ICM with Alcatel Peripheral and Alcatel Switch Release 4.2 . 

Workaround:  None. 

Defect Number: CSCma19031

Component: router

Severity: 2

Headline: VRUPim logs error: SkillTargetID does not match a configured service

Symptom:  When using a Service Array in a Translation Route to VRU node, the VRUpim is logging errors similar to the following tring: ""SkillTargetID 9088 (0x2380) does not match a configured Service."" 

Condition:  Software is 4.6.2 with HF 6 installed. This error does not occur when the same Service Array is put in a Route node instead of a Translation Route to VRU node. 

Workaround:  None. 

Defect Number: CSCma19169

Component: router

Severity: 2

Headline: Route requests timing out at the NAM w/ large number of labels

Symptom:  Route requests from BTV2INAPNIC were timing out at the NAM router. 

Condition:  ICM 4.5.0, call load around 75cps. More than 30000 labels in the table, label for the calls at the bottom of the list. 

Workaround:  Move the NVRU label to top of the list by editing existing one. 

Defect Number: CSCma19181

Component: reporting.monitoricm

Severity: 2

Headline: certain IPCC templates are not working

Symptom:  Error received when you attempt to open IPCC real-time templates: incorrect syntax near the keyword 'OPTION' 

Condition:  Customer attempts to open Monitor ICR Templates, specifically : agent/ by peripheral IPCC real time reports. Workaround: This problem is found only on SQL Server6.5 machines. There are two 

Workaround:  a) Upgrade to SQLServer7.0 b) Open ppb050.pbl file for respective folder using Custom Screen Builder(Infomaker) and delete string ""OPTION (MAXDOP 1)"" from query, and then save the template. For example, if peragt04 has this problem, follow the following steps: -Close Monitor application. -Open peragt04 datawindow in ppb050.pbl under %ICRROOT%inst% in infomaker. -In the SQL query for peragt04, delete ""OPTION (MAXDOP 1)"" . -Save datawindow and close infomaker. -Launch Monitor ICM. peragt04 should work now. 

Defect Number: CSCma19531

Component: phonehome

Severity: 2

Headline: ICM4.6.2 - W2K - DTP - RASHangUp Failed(1) - Error [668

Symptom:  The Logger DTP process fails to dial out on the RAS device. A continuous DTP Log entry is seen: 16:02:47 lb-dtp Trace: RASHangUp Failed(1) - Error [668 - The connection was terminated.] Since DTP is hung in this state, the Listener reports the following: ""SideA Logger has not phoned home to Listener in over 12 hours"" 

Condition:  ICM 4.6.2 on W2K When a call from a customer Logger (Phone Home) is disconnected from the Listener, by the Listener, the Logger DTP process will be put it into a state where it will attempt to hangup the call forever. Since the call can't be terminated on the DTP side, the Logger will stay in this state indefinitely. 

Workaround:  None

Defect Number: CSCma19549

Component: router

Severity: 2

Headline: Router stat sync times out after 4.0.3 to 4.6.2 upgrade

Symptom:  After upgrading from 4.0.3 to 4.6.2, the Router state synchronization fails. Side B is operating in simplex, and aborts when Side A is attempted to be brought online. 

Condition:  The failure in the state transfer process is noted on Router A, as follows... 13:26:23 rb-rtr Fail: Assertion failed: info->count <= instanceNumberMax. File: S:.CPP. Line 751 

Workaround:  The components that are not needed should be removed from the ICM Configuration to make the state size more managable. Description: The Router State size has grown significantly between versions 4.0 and 4.6.2. The number of objects in the State in this case are beyond the maximum limit of what the Router architecture allows. The Router's State Transfer mechanism enforces a maximum number of 1,048,575 objects of the same class type. The Object that reached the limit in this case was the SimpleHalfHour object that is used for storing realtime statistics for various components such as Service, Route, Peripheral, Trunk Group and Network Trunk Group. To use the architecture more effectively, the Router now creates new subclasses of type SimpleHalfHour for each component, each subclass would still have a limit 1,048,575 for the number of instances. For example: in 4.6.2, Services have 36 and Routes has 13 SimpleHalfHour Variables associated with them. with 25,000 services and 20,000 Routes: we have 1,160,000 SimpleHalfHour objects. Which is beyond the State Transfer limits. With the new approach, with the same number of Services and Routes, we'll have 900,000 ServiceSimpleHalfHour, and 260,000 RouteSimpleHalfHour. The formula to determine whether a customer configuration needs the hotfix below is: (Routes * 13) (Trunk Groups * 7) (Peripherals * 4) (Services * 36) (Network Trunk Groups * 7) > 1,048,000. 

Defect Number: CSCma19612

Component: pg.eapim

Severity: 2

Headline: No RTP START event for IPCC telsets with multiple lines

Symptom:  RTP Start and Stop events not forwarded up to CTI monitor clients. 

Condition:  IPCC - ICM 4.6.2 hf7 - CM 3.1(4) Phones configured with more than one line, and agent is logged into second line. 

Workaround:  Move agent line to the first line, or change the phone to only support one line. Further Porblem Description: When the feature to forward RTP events up through the CM PG, it was expected that it would only support one line per phone. Since then, it has become standard practice to add secondary lines for private / non-ACD calls. The RTP event feature in the PG was not updated to reflect this usage. 

Defect Number: CSCma19726

Component: nic.crsp

Severity: 2

Headline: CRSPNIC process fails if disconnect received prior to answer message

Symptom:  When routing calls from a Network VRU using CRSP NIC, the NIC process aborts and restarts if a disconnect message is received before the corresponding answer message. 

Condition:  Customer is running ICM 4.6.2, through hotfix 19. 

Workaround:  None

Defect Number: CSCma19729

Component: pg.definity

Severity: 2

Headline: PIM allows CMS to connect to both sides of the PG at the same time

Symptom:  The socket closure is delayed on the server side. Under duplex mode, the B side is keeping the TCP session alive to CMS, even though the A side is active at that time. 

Condition:  ICM 4.1.5 

Workaround:  None. 

Defect Number: CSCma19746

Component: db.logger

Severity: 1

Headline: Configuration updates can fail during very large 1/2 data transfers

Symptom:  configuration updates time out. 

Condition:  With very large configurations, particularly those with many routes, the historical half-hour transfer can take a very long time, and this can block configuration updates from going through. 

Workaround:  This period occurs immediately on the half-hour. Updates later in the half-hour are more likely not to be affected. Hotfix #28 for 4.6.2 alleviates much of this situation by greatly optimizing the half-hour data transfer."

Defect Number: CSCma19756

Component: pg.aspevt

Severity: 2

Headline: RTB Data Connection not receiving any data

Symptom:  Real-Time Bridge connection from the Aspect ACD to the ICM PG fails to receive realtime data. This is noted by the lack of data in the half hour reporting on ICM. 

Condition:  Cisco ICM release 4.0 service pack 2 (4.0.2), using an Aspect PG. 

Workaround:  None. 

Defect Number: CSCma20380

Component: pg.definity

Severity: 2

Headline: Incorrect call details presented to agents

Symptom:  Agent state changes from NOT_READY to ALERTING without going to RESERVED and READY. 

Condition:  Agent is NOT_READY state and enter READY command in CTI Desktop and receives a queued call. The call is delivered to the agent but the agent never goes to reserved. 

Workaround:  A hot fix will fix the problem. This hot fix will change the state of the agent in the command confirmation from the switch. This change is configurable by a new dynamic registry in the ECSPIM called ""G3ChangeWorkModeOnConf"". 

Defect Number: CSCma20572

Component: router.library

Severity: 1

Headline: MDS State Transfer doesnt support enough objects.

Symptom:  ICM Processes like the router, fail to restart 

Condition:  MDS State Transfer doesn't support more than 1,048,575 objects. 

Workaround:  None. 

Defect Number: CSCma20637

Component: aw.config

Severity: 2

Headline: Deleted Objects tool - poor performance during select and delete

Symptom:  Deleted Objects configuration tool takes has significant memory leaks and takes a long time to Select all. 

Condition:  If over 500 items are logically deleted from any table, then using the select all button can take several minutes. While attempting to use the select all or permanent delete button memory usage will grow significantly. 

Workaround:  Don't use the select all button. Instead manually select 20 items at a time to delete. Close and ReOpen the tool after each attempt to permanently delete any objects. 

Defect Number: CSCma20658

Component: ba.campaignmgr

Severity: 2

Headline: Campaign Manager exits when a dialer with 90 ports connects

Symptom:  Blended Agent Campaign Manager exits unexectedly when a Dialer which has more than 90 ports configured connects to it. 

Condition:  Blended Agent on ICM 4.6.x 

Workaround:  Configure fewer than 90 ports on the Dialer. Create another dialer,if required. Resolution: Resolution requires two different *dependent* hotfixes in order to resolve this issue. One hotfix needs to be applied to the Logger node and the other to all Dialer nodes. 

Defect Number: CSCma20716

Component: db.HDS.migration

Severity: 2

Headline: DB Migration Uses Wrong RecoveryKey

Symptom:  DB Migration Uses Wrong RecoveryKey (column name) while deleting the migrated rows from v51_Termination_Call_Detail table (source table defined in the database)and end up in transaction log filling problem. 

Condition:  Database migration on an HDS uses wrong RecoveryKey and attempts to delete all the remaining rows in the v51_Termination_Call_Detail table. The only workaround is to rename the v51_Termination_Call_Detail table. Thie leaves the remaining rows in the v51_Terminaton_Call_Detail table unmigrated. 

Workaround:  Turn OFF the historical data for Termination_Call_Detail in the following Distributor HDS node registry until the migration is complete: DistributortoricalDataResolution: Modified the replication process to start the historical data replication thread after the large table migration is complete. Hotfix #115 is applied on top of hotfix #50. It allows replication to run concurrently with migration and it will not cause overflow when restart. 

Defect Number: CSCma20864

Component: pg.eapim

Severity: 2

Headline: Simultaneous agent disconnect and phone restart problem

Symptom: </B> Agents not able to log out or log in. All agent requests for agent and call control time out. <B>

Condition: </B> IPCC ICM 4.6.2 CM 3.1(4b) JTAPI 1.2(1.34) <B>

Workaround: </B> Fail the active side PG to let the inactive side take over. <B>Further Problem Description:</B> This problem can occur when an agent resets his phone and closes his agent desk top application at the same time. It only happens under rare conditions, and other side effects must occur as well. 

Defect Number: CSCma20961

Component: aw.config.list

Severity: 2

Headline: Dialed Number Name / Descriptions Lost

Symptom:  Software Version: 4.6.2 Problem Description: The problem is that the cusotmer has always added a description to the end of the name of our dialed numbers. This was done so that while looking for the specific dialed number within the configuraiton they would be easier to oganize and find the right one. Since they have recently upgraded to ICM 4.6.2 they are now reporting that they are loosing these descriptive names from their dialed number configurations when they attempt to view the dn information for each dialed numbers. 

Condition:  Steps to duplicate this process are: - Open Configuration Manager from ICM Adim Workstation. - Double click on ""Calls."" Then double click on ""Dialed Number."" Finally double click on ""Dialed Number List."" - Click on ""Retrieve"" to populate the number list. - Click on a phone number that has a description.. customer's example is.. as ""MCI.8666142592_INST_AOL_MP."" - Then click on either the ""Call Type Mapping"" tab or the ""Dialed Number Label"" tab then click back onto the ""Attributes"" tab. This will highlight the Dialed Number String. - If you then proceed to click on another phone number, the description (_INST_AOL_MP) disappears. - If you then go to close out of the ""Dialed Number List"" it will ask you if you want to save your changes. If you say no, the names do come back. However, if you accidentally save a change after looking at a number, you description is gone. 

Workaround:  The work around for this is to click the SAVE button from the attribute tab when creating a new dn and then moving on to the other tabs. 

Defect Number: CSCma21107

Component: cg.ctiserver

Severity: 1

Headline: CTI Server is crashing after 4.6.2 upgrade

Symptom:  Ctiserver is restarting / dr watsoning after 4.6.2 upgrade 

Condition:  Ctiserver is restarting / dr watsoning after 4.6.2 upgrade 

Workaround:  None 

Defect Number: CSCma21176

Component: pg.opc

Severity: 2

Headline: OPC asserts on ClearConferencedCallList

Symptom:  PG-OPC process may cycle upon processing two duplicate conferenced events that may corrupt the conference list that OPC maintains during a conference. 

Condition:  Reported in 4.6.2. Two conferenced events with different primary and seconday connection IDs for the same calls were seen. The issue seems to occur rarely. 

Workaround:  None 

Defect Number: CSCma21296

Component: router

Severity: 2

Headline: Router B crashes after state transfer

Symptom:  Router restarts unexpectedly. 

Condition:  Calls were running for a certain calltype. The calltype was deleted before the CallTypeServiceLevelTimer timed out. or Calls were running through a script which has a Divert Label node and a script that was running the calls was deleted. 

Workaround:  None

Defect Number: CSCma21395

Component: pg.eapim.jtapigw

Severity: 2

Headline: IPCC agent cannot answer consult call w/ agents on multiple CMs

Symptom:  Agent not able to answer call from agent application on an agent to agent consult call because the call does not appear in the destination agents desk top. 

Condition:  IPCC with agents distributed across multiple subscribers in the cluster. 

Workaround:  Answer call from the hard phone. 

Defect Number: CSCma21397

Component: pg.opc

Severity: 2

Headline: Skillgroup calls que now incorrect

Symptom:  CallsQueuedNow column in the Skill_Group_Real_Time table invalid. Number continues to increase and never decreases. 

Condition:  G3 Avaya Peripheral Gateway 

Workaround:  Do an exit_opc to clear incorrect statistic. 

Defect Number: CSCma21489

Component: router

Severity: 2

Headline: Call Type SLCalls and SLAbandonCalls not incremented for SL calls.

Symptom:  Since upgrading to 4.6.2, the Call Type service level (SL) data is not pegging properly. In the Call_Type_Half_Hour and Call_Type_Real_Time tables, the ServiceLevelCallsHalf(To5/Today) and ServiceLevelAbandHalf (To5/Today) values remain 0, while the ServiceLevelCallsOfferedHalf (To5/Today) values are incrementing with each call. 

Condition:  logger.exe - 06/11/02 06:48p - v4.6.2, Build 08799 router.exe - 09/18/02 10:34p - v4.6.2.1, Build 08826 ecspim.exe - 07/24/02 04:52p - v4.6.2.1, Build 08807 opc.exe - 07/24/02 04:43p - v4.6.2.1, Build 08807 vrupim.exe - 07/24/02 05:21p - v4.6.2.1, Build 08807 edlib.dll - 06/11/02 05:56p - v4.6.2, Build 08799 scripted.exe - 07/24/02 08:36p - v4.6.2.1, Build 08807 Additional Information: Initially when the problem was reported, the Call Type had no definition for AbandonCallWaitTime, ServiceLevelThreshold and ServiceLevelType. Two tests were done to adjust those settings in an attempt to correct the problem. Test 1: AbandonCallWaitTime was set to 5 seconds, ServiceLevelThreshold was set to 10 seconds, and the ServiceLevelType was set to 1. Test 2: AbandonCallWaitTime was set to 0 seconds, ServiceLevelThreshold was set to 20 seconds, and the ServiceLevelType was kept at 1. Neither test had any affect on the problem. 

Workaround:  None. 

Defect Number: CSCma21505

Component: db.logger

Severity: 2

Headline: Logger crashes with reserved DB-LIB connections are exhausted error

Symptom:  The logger can crash with the following error: 13:06:51 la-lgr Fail: The reserved DB-LIB connections are exhausted. at File: x:.cpp. Line 1682. 

Condition:  usually in response to multiple router or logger restarts. 

Workaround:  recovers on retry. Resolution: Modified function to pass dbproc in the argument list rather than initiating new one. 

Defect Number: CSCma21661

Component: pg.eapim.jtapigw

Severity: 2

Headline: Transfer and conference calls are failing during load test.

Symptom:  Transfer and Conferences failures under load, exception message in JTAPI G/W log. 

Condition:  IPCC 4.6.2 and 5.0 with Call Manager 3.2.2c sp E or F Failures occurred under constant 2 CPS load 

Workaround:  None 

Defect Number: CSCma21967

Component: router

Severity: 2

Headline: Network transfer fails when requery is enabled

Symptom:  Network transfer fails when requery is enabled. 

Condition:  NAM/ICM/IPCC using ISN as the routing client and Q/prompting platform (type 5 IVR) with requery enabled. 

Workaround:  Shut off requery. 

Defect Number: CSCma21997

Component: db.logger

Severity: 2

Headline: LGR process exited unexpectedly

Symptom:  The Logger process exits unexpectedly with the following error code: 111447 la-nm Process lgr on ICRwent down for unknown reason. Exit code 0x80000003. It will be automatically restarted. This problem related to the reserved dblib connections exhausted while trying to execute the sql function call. 

Condition:  None. 

Workaround:  None. 

Defect Number: CSCma22323

Component: inetscripted

Severity: 2

Headline: Unexpected Exit Occurs Even Though Editor is Not Actively Being Used

Symptom:  Internet Script Editor unexpectedly exits even if the user does not have any scripts open and the user is not actively using Internet Script Editor. 

Condition:  This will happen when another user makes modifications to a large script. When Internet Script Editor gets the new script information it unexpectedly exists. This problem will only occur with large scripts where the size of the data stored in the Script_Data table for that script is larger than 8 kilobytes. 

Workaround:  None. 

Defect Number: CSCma22330

Component: pg.eapim.jtapigw

Severity: 2

Headline: JTAPI GW deadlock on agent disconnect plus call held

Symptom:  Agents can not do any call control from the agent desk top application. Agents can not log in or log out. Post routed calls get the CTI Route Point busy treatment. 

Condition:  IPCC ICM 4.6.2 HF 38; CM 3.1(4b) In order for this to occur, the agent has to close their agent desk top application and put their call on hold at the same time. 

Workaround:  Cycle the Call Manager PG services on the ICM. 

Defect Number: CSCma22387

Component: pg.definity

Severity: 2

Headline: G3 CTI Agent with Voicemail experiences problem CallFlow

Symptom:  Station A calls station B. Station B has coverage feature ON. Call is forwareded to station C. After the call is forwarded to station C, call leaves station B. Although call has left station B events are received on the CTIDesktop. 

Condition:  When a call is made to station B PIM sends C_ALERTING event. When the call is forwared to C, another alerting event is sent. Call is redirected to station C with C_REDIRECT event from switch to PIM. Call leaves station B and gets redirected to station C but PIM is not sending any events to OPC. Hence events are received on behalf of station B. 

Workaround:  None 

Defect Number: CSCma22459

Component: phonehome

Severity: 2

Headline: DTP (Listener phone home) not working properly with Win2K OS

Symptom:  DTP fails to phone home on the primary or secondary number because the modem is not responding. Since DTP is not able to communicate with the central TAC, the Listener reports the following: ""SideA(B) Logger has not phoned home to Listener in over 12 hours"" 

Condition:  ICM 4.6.2 running on Windows 2000. When a call from a customer Logger (Phone Home) is unable to connect to the Listener using the primary number, the DTP process attempts to search the primary number string for additional numbers. In some rare circumstances, an invalid dialing string is returned from the search. Most modems drivers are able to handle invalid dialing strings, however, in some cases the driver is not robust enough to recover from this condition. When this occurs, the modem is not usable until it is either manually cycled or disabled/re-enabled via the Device Manager. 

Workaround:  In most cases, updating to the latest modem driver corrects the problem. NOTE: Windows 2000 requires Service Pack 3 to ensure stable RAS functionality. If updating the modem driver does not correct the problem, cycle the modem, or disable/re-enable the modem via Device Manager. Lastly, cycle the Logger system if the problem is not corrected by one of the previous steps. 

Defect Number: CSCma22506

Component: aw

Severity: 1

Headline: "Replicator asserts, cannot stay up"

Symptom:  Replicator process restarts unexpectedly. 

Condition:  Logger has missing HDS data. 

Workaround:  None.

Defect Number: CSCma22538

Component: router

Severity: 2

Headline: Router sends DialogFailure if Connect crosses with RunScriptResult

Symptom:  The VRU receives a DIALOGUE_FAILURE_EVENT while it is processing a CONNECT, and after it has sent a RUN_SCRIPT_RESULT. This can result in an erroneously dropped call. Conditions: This is a race 

Condition:  the VRU sends a RUN_SCRIPT_RESULT at the same time the Router sends a CONNECT. The two messages are crossing between the PG and the Router. From the PG's point of view, it sends a RUN_SCRIPT_RESULT and receives a CONNECT, followed by a DIALOGUE_FAILURE from the Router. From the Router's point of view, it sends a CONNECT, ends its routing script and dialog, then receives a RUN_SCRIPT_RESULT for a dialog it no longer knows about. 

Workaround:  None. Further Problem Description: This case is related to CSCma16842, in which the same messages cross between the PG and the VRU. 

Defect Number: CSCma22659

Component: pg.definity

Severity: 2

Headline: "G3PIM: incorrect SRC device in delivered/alert after blind x-fer, Q"

Symptom:  When a customer call is transferred to an agent using the CTIOS Desktop, the customer call appearance disappears. 

Condition:  This defect exists in ICM Blended Agent 4.6(1), and 4.6(2), using the ECSPIM with the CTIOS Desktop. 

Workaround:  One possible workaround is to use a GeoDCS based desktop which does not exhibit this issue. If an ECSPIM hotfix is installed to resolve this issue then Blended Agent Dialer hotfix 130 or higher for ICM 4.6(1) must also be installed. For ICM 4.6(2), Blended Agent Dialer hotfix 47 or higher must be installed. After the Blended Agent Dialer hotfix is installed the following DWORD registry value must be created: HKEY_LOCAL_MACHINEcustomer instance>= 1 If the above procedure is not followed, then the Blended Agent Dialer will no longer be able to transfer customer calls to agents after the ECSPIM hotfix is installed. 

Defect Number: CSCma22764

Component: pg.eapim

Severity: 2

Headline: Agent does not recover after PG is stopped & restarted

Symptom:  Agents fails to log in after CM PG starts up or fails over because some of agent phones are out of service. 

Condition:  Seaview CallManager 3.3 (2) JTAPI Client 1.4(1.11) 

Workaround:  None. 

Defect Number: CSCma22854

Component: pg.symp.noseipim

Severity: 2

Headline: No Recovery Mechanism if SCCS HDX Link Drops

Symptom:  When the HDX link looses network connectivity, Symposium, with the latest service pack SU09, now senses a loss of connectivity and attempts to send a DXM_SERVER_SHUTDOWN message. With this new enhancement, our software complains that it doesn't recognize the message, and therefore does not cycle the PIM. Below is the error we send to the PIM log: ""17:37:49 Trace: [ 2916]QueueNextHDXMessage: Unexpected message type returned by DX_getMessageType: 9 

Condition:  ICM 4.1x, 4.5x, 4.6x Symposium 4.01.07 SU09 PBX X11 

Workaround:  None 

Defect Number: CSCma23030

Component: web.scripteditor

Severity: 2

Headline: Security Flaw with Web Script Editor When Using Partition System

Symptom:  There are two possible symptoms: - Users can view scripts they should not be able to view. Specifically, even if a user does not have read access to all of the objects referenced in the script, that user can still view the script. - Users can edit scripts they should not be able to edit. Specifically, even if a user does not have reference access to all of the objects referenced in the script, the user can still edit any quick editable nodes in the script. 

Condition:  This problem only occurs on partitioned systems. 

Workaround:  None. 

Defect Number: CSCma23096

Component: pg.opc

Severity: 2

Headline: OPC logs out 5 agents per second during PG failover

Symptom:  If the network cable attached to the active CTI Manager is pulled while 500 agents are logged in, the system takes 4 minutes to fail over from PG Side A to PG Side B. 

Condition:  IPCC Duplex PG on a CM Cluster with 500 active agents. Pull network cable attached to the MCS platform with the active CTI Manager. 

Workaround:  None

Defect Number: CSCma23266

Component: reporting.webview.ICM

Severity: 2

Headline: WebView ODBC connection not persistent

Symptom:  The ICM 4.6.2 WebView ODBC connection was reset to the default (ICM setup) configuration. 

Condition:  ICM 4.6.2 - Webview. After changing the ODBC connection for Webview historical database to point to an external HDS server, the connection was reset to the default (ICM setup) when ICM services were restarted. 

Workaround:  Manually reset the ODBC connection. 

Defect Number: CSCma23295

Component: web.scripteditor

Severity: 2

Headline: Webview Script Monitor shows bad data in queue to scheduled target

Symptom:  When a script has a queue and the queue has multiple scheduled targets the connection counter of those scheduled targets does not function correctly. 

Condition:  Just one call has been made to the queue and the call has been connected to operator A. The call clears normally. In WebView the connection counter loops. That is, first it says that operator A has handled this call. After a refresh (automatically) it shows operator B has handled the call. Then after another refresh it shows that operator C has handled the call, and so on. No additional calls have been made in the meantime. 

Workaround:  None 

Defect Number: CSCma23366

Component: cg.ctiserver

Severity: 2

Headline: CTI Server fails with error in AddSocketToDescriptor

Symptom:  CTI Server exits with the following string in the trace message: Fail: TransportProtocol::AddSocketToDescriptor: Duplicate add of socket to select descriptor 

Condition:  - ICM 4.6.2 with hot fix 79 and 85 loaded. - Sudden high load of messages from CTI Server to the client. 

Workaround:  None 

Defect Number: CSCma23430

Component: pg.definity

Severity: 2

Headline: Inaccurate reporting of services in queue

Symptom:  ICM shows inaccurate reporting of services in queue for calls that went through a route request. 

Condition:  When more than 1 call is in queue for a service, any calls queued after that only show the stats for the last call queued. 

Workaround:  ECSPIM code change that provides the trunk group to OPC in the queued event instead of the trunk number. "

Defect Number: CSCma23440

Component: pg.opi

Severity: 2

Headline: Dual ICM Router crash due to bad message from peripheral

Symptom:  Dual router when bad message received from a peripheral. 

Condition:  ICM 4.6.2 duplex routers. PG Version is 4.0.3 

Workaround:  None at present. 

Defect Number: CSCma23596

Component: pg.eapim.jtapigw

Severity: 2

Headline: Supervisor Barge In incurs 2 second delay that disrupts agent/cust

Symptom:  Agent and Caller are interrupted during their conversation by their call being Placed on Hold for 2 seconds. 

Condition:  This Symptom occurs as a result of a Supervisor using the Barge-IN feature to ""Enter"" the established call/conversation between an Agent and a Caller. This problem is more common during peak busy periods in the call center when the Call Manager is processing more calls. 

Workaround:  None. 

Defect Number: CSCma23841

Component: ba.campaignmgr

Severity: 2

Headline: Camp. Mgr crashes due to internal queue overflow

Symptom:  Campaign Manager crashes while under a heavy performance load. This was observed with 16 dialers and Dialer port real time messages enabled. 

Condition:  Blended Agent on ICM with a large number of Dialers. 

Workaround:  The following performance tuning parameters can be modified to increase Campaign Manager performance: 1) Increase the 'records to cache' parameter to 100. Also, increase the query rule penetration value to 100 (or disable it if it is not needed). This will increase performance when the system is actively pulling down records. It is important to also modify the penetration value since this will limit the number of records sent to each Dialer. 2) Increase the registry key CustRecReadyRequestToServer to 180 (3 minutes) instead of the default 30 seconds for each Dialer in the system. This will reduce the query rate for each dialer when the Campaign is out of records. 3) Disable the dialer port real time messages by setting the RTPortFeedDisable registry key (Dialer registry value) to 1. 

Defect Number: CSCma23947

Component: pg.eapim

Severity: 1

Headline: IPCC: Agent log in password rejected with 4.6 CM PG and 5.0 Router

Symptom:  ""IPCC Error (10120)You have entered an invalid password. Login denied. Invalid Agent Password Specified"". is generated when agent tries to login. 

Condition:  IPCC: Migration from 4.6.2 to 5.0 Router/Logger on 5.0. IPCC PG: 4.6.2 Agent tries to login 

Workaround:  Upgrade IPCC PG to 5.0 or apply 4.6.2 hotfix 100 for resolution "

Defect Number: CSCma23971

Component: router

Severity: 2

Headline: Admin Script Schedule doesnt work properly

Symptom:  Administrative Scripts run when they shouldn't. 

Condition:  When an administrative script is scheduled to run yearly on a specific day of specific month , it ignores the month and it will run every month on the day picked. for ex.: Set a script to run yearly, every March 27th. It runs February 27th too, and would run April 27th, May 27th, etc. 

Workaround:  None. 

Defect Number: CSCma23984

Component: db.logger.synch

Severity: 1

Headline: SQL 7.0 Upgrade - Logger bouncing - config checksum error

Symptom:  With ICM services running on LGRB, ICM services were started on LGRA. LGRA logger process continually bounces due to a checksum error during synchronization: 06:25:41 la-lgr Trace: Synchronizing Configuration Data 06:25:41 la-lgr Trace: LastUpdateKey for A Configuration is 295221779427.0 06:25:41 la-lgr Trace: LastUpdateKey for B Configuration is 295221779427.0 06:25:41 la-lgr The config checksum for the running logger did not match with the config checksum for the sideA logger. Use the ICMDBA tool to synchronize the logger databases. 06:25:41 la-lgr Message Trace: Client lgr sending message to MDS process. With ICM services running on LGRA, ICM services were started on LGRB. LGRB logger process continually bounces due to the same checksum error during synchronization as above. Performing an ICMDBA database sync from B to A results in same behavior/results described above. Performing an EXPORT/IMPORT of the Side B database, again results in the same behavior/results as described above. 

Condition:  ICM 4.6.2 Customer upgrade of Logger Database from SQL 6.5 to SQL 7.0 Side B Logger was upgraded to SQL 7.0 using the Microsoft recommended upgrade procedure. Side A Logger remains at SQL 6.5. 

Workaround:  Revert back to SQL 6.5 

Defect Number: CSCma24057

Component: router

Severity: 2

Headline: "Call Type RouterLongestCallQ Invalid, Can Cause Out of Sync Routers"

Symptom:  Router errors exist. The router tracing is different between side A and B. In addition, the real-time data in some scripts seems to be different depending on which AW's Script Editor is being used to view the data. 

Condition:  This can happen on any router that contains an active script that references the Call Type RouterLongestCallQ variable. This variable's value is not being initialized correctly and can result in router A making different routing decisions than router B. This will cause the routers to go out of sync. 

Workaround:  There are two options to temporarily fix the problem: A) 1. Remove any reference to a Call Type RouterLongestCallQ variable in all active scripts. 2. Run the exit_router command in rttest. This will restart both routers and cause them to be in sync again. or B) 1. Run the exit_router command in rttest. This will restart both routers. 2. Wait for the routers to come back up 3. Kill side A router and wait for it to resync 4. Kill side B router and wait for it to resync This solution (B) will cause the Call Type RouterLongestCallQ variable to be initialized correctly and calculated correctly from that point on unless both routers are restarted again. If both routers are stopped and started at any point after step 4, then steps 1-4 will have to be redone to make sure the variable is reinitialized to a valid state again. 

Defect Number: CSCma24086

Component: aw

Severity: 2

Headline: UpdateAW Process is Failing.

Symptom:  Customer had an issue with their LoggerA when upgrading to SQL 7.0. Customer was originally on NT 4.0 running SQL 6.5. In the process of upgrading to SQL 7.0 they ran into problems. TAC helped them rebuild their Logger on W2K instead of NT 4.0 and then installed SQL 7.0 and rebuilt their DB. Bug CSCma23927 was created for their issue. Since this rebuild of LoggerA all AW's and the HDS that are connected to it have been having this problem. When trying to make a config change an error is recieved that states: Message: The Update succeeded at the central controller but was never propagated back to the Distributor. Check the status of UpdateAW on the Distributor. 

Condition:  LoggerA Windows 2000 SP3 SQL 7.0 LoggerB NT 4.0 SP6 SQL 6.5 All AW's connected to LGRA Windows 2000 SP3 SQL 7.0 

Workaround:  The most effective workaround at this time is to close out Configuration Manager and then restart it. Sometimes this does not correct the issue and you have to let the AW sit for awhile. Other things tried: Attempted to rebuild the DB on several of the AW's - still receiving errors. Attempted a cold boot of several of the AW's - still receiving errors. Pointed several of the AW's to LoggerB to see if the error would occur - no errors when pointed to LGRB. Resolution: The event pipe writing is very slow and caused time out on copying from CCDB to AWDB. Modify the locking logic to facilitate copying data from CCDB to AWDB. 

Defect Number: CSCma24415

Component: router

Severity: 1

Headline: Call doesnt transfer to the second agent if call is queue after SST

Symptom:  The call does not transfer to the second agent if the call is queued after Blind Network Transfer. 

Condition:  Call is blind network transferred to an agent who's not available. The call is queued at a VRU, when the agent becomes available, the call is dequeued but not routed to the agent 

Workaround:  None. 

Defect Number: CSCma24637

Component: db.HDS.replication

Severity: 2

Headline: Unable To Switch HDS Preferred Side

Symptom:  After the preferred side of an HDS workstation has been changed via setup, the rpl process restarts un-expectedly. 

Condition:  HDS has to recover data from Logger. 

Workaround:  None 

Defect Number: CSCma24656

Component: nic.crsp

Severity: 2

Headline: CRSP NIC backward compatibility issue in handling CallProgressReport

Symptom:  Calls disconnected are not properly treated. The system is expecting a protocol 2 message and is getting a protocol 1 instead. 

Condition:  Using CRSP Protocol version 1 and ICM Release 4.5 and higher. 

Workaround:  None. 

Defect Number: CSCma24718

Component: pg.symp.noseipim

Severity: 2

Headline: Softphone Controls Greyed Out For Xferd Calls to 2nd Desktop

Symptom:  Agent A answers an incoming call and proceeds to transfer to an SCCS CDN. If agent A completes transfer before an alerting message is sent, agent B can answer the transferred call and has the functionality of the softphone buttons. If agent A does not complete the transfer quick enough, and an alerting message is received before the transfer message, then agent B is not able to control the call when it is presented to their desktop. 

Condition:  ICM is 4.6.2 with up to HF 108. SCCS is 3.01.21 with latest SU. 

Workaround:  None. 

Defect Number: CSCma24738

Component: international

Severity: 2

Headline: CHS - L10n maintenance for 4.6(2) successor

Symptom:  Chinese Editor is not in sync with its English version. In some situation, it may crash. 

Condition:  If the user select ""Simplified Chinese"" during AW Setup, Chinese ScriptEditor will be installed. 

Workaround:  None.

Defect Number: CSCma24739

Component: international

Severity: 2

Headline: JPN - L10n maintenance for 4.6(2) successor

Symptom:  Japanese Editor is not in sync with its English version. In some situation, it may crash. 

Condition:  If the user select ""Japanese"" during AW Setup, Chinese ScriptEditor will be installed. 

Workaround:  None.

Defect Number: CSCma24745

Component: pg.symp.noseipim

Severity: 2

Headline: reporting on meridian been changed for abandoned call rel 25

Symptom:  Since the upgrade of the Meridian to Rel25.40 there is a problem with ICM reporting. The ICM reporting shows much more abandoned calls than the Symposium reporting and the number of abandoned calls in ICM reporting is significantly higher than before the upgrade. Symposium is Ver 3.0. 

Condition:  ICM 4.6.2 HF 97, Mer release 25.40, Symposium 3.0 Scenario - Inbound call to CDN 1 (CallID X) - Agent1 answers the call - Consult call to CDN 2 (CallID Y) - Transfer call - Disconnect Inbound call In this scenario, two Call Abandoned (CABQ) messages for the same service (CDN 2) are received from the Meridian. One for callid Y(secondary call) after the completion of transfer. One for callid X(primary call) after the inbound call is disconnected. The Meridian sends an unexpected CABQ message for the secondary call (callid Y) after the completion of transfer. 

Workaround:  None. 

Defect Number: CSCma24810

Component: inetscripted

Severity: 2

Headline: Cannot Start ISE Client when Multiple Clients are Already Running

Symptom:  The Internet Script Editor client cannot be started. Sometimes it pauses indefinitely when it is starting up. Sometimes an error message appears that states that there are problems with the server. 

Condition:  This can occur when many ISE clients are connected to the same Distributor. 

Workaround:  None. 

Defect Number: CSCma24811

Component: reporting.data.accuracy

Severity: 2

Headline: CTHH discrepancy caused by TCD records with CD 14 / PCT 4

Symptom:  The Call_Type_Half_Hour ""handled"" count (CallsHandledHalf, CallsHandledToday, CallsHandledTo5) is not being incremented for Termination_Call_Detail records with CallDisposition 14. This causes a perceived discrepancy between the CallsOffered count value and other values. 

Condition:  This problem exists in Cisco ICM 4.6.2 and higher. 

Workaround:  Use custom reporting to add Termination Call Detail calls with CallDisposition 14 to the CallsHandled results. 

Defect Number: CSCma24812

Component: reporting.data.accuracy

Severity: 2

Headline: CTHH discrepancy caused by TCD records with CD 26 / PCT 2

Symptom:  The Call_Type_Half_Hour ""error"" count (ErrorCountToday, ErrorCountToHalf) is not being incremented for Termination_Call_Detail records with CallDisposition 26. This results in a perceived discrepancy between the CallsOffered count and other values. 

Condition:  This problem occurs in Cisco ICM 4.6.2 and higher. 

Workaround:  Use custom reporting to add Termination Call Detail calls with CallDisposition 26 to the ErrorCount results. 

Defect Number: CSCma24888

Component: pg.opc

Severity: 2

Headline: Adding new agent in AgentExplorer w/dup ext terminates PG

Symptom:  From Agent Explorer a new agent 0259 is added. From the advanced tab, configuration parameter /id 0260 is added. This caused the OPC to report an NT event and restart itself. 5/15/2003 10:03:13 AM GeoTel ICR Warning Peripheral Controller 32898 N/A PNI-CVAVPG01 Attempting to ADD already configured Agent 0260 on Peripheral 5003 

Condition:  ICM 4.6.2 HF 93 CCM 3.2.2c spF IPIVR 3.0.2 

Workaround:  None. 

Obtaining Documentation

The following sections provide sources for obtaining documentation from Cisco Systems.

World Wide Web

You can access the most current Cisco documentation on the World Wide Web at the following sites:

· http://www.cisco.com
· http://www-china.cisco.com
· http://www-europe.cisco.com
Documentation CD-ROM

Cisco documentation and additional literature are available in a CD-ROM package, which ships with your product. The Documentation CD-ROM is updated monthly and may be more current than printed documentation. The CD-ROM package is available as a single unit or as an annual subscription.

Ordering Documentation

Cisco documentation is available in the following ways:

· Registered Cisco Direct Customers can order Cisco Product documentation from the Networking Products MarketPlace: http://www.cisco.com/cgi-bin/order/order_root.pl
· Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription Store: http://www.cisco.com/go/subscription
· Nonregistered Cisco.com users can order documentation through a local account representative by calling Cisco corporate headquarters (California, USA) at 408-526-7208 or, in North America, by calling 800-553-NETS(6387).

Documentation Feedback

If you are reading Cisco product documentation on the World Wide Web, you can submit technical comments electronically. Click Feedback in the toolbar and select Documentation. After you complete the form, click Submit to send it to Cisco.

You can e-mail your comments to bug-doc@cisco.com.

To submit your comments by mail, use the response card behind the front cover of your document, or write to the following address:

Attn Document Resource Connection
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-9883

We appreciate your comments.

Obtaining Technical Assistance

Cisco provides Cisco.com as a starting point for all technical assistance. Customers and partners can obtain documentation, troubleshooting tips, and sample configurations from online tools. For Cisco.com registered users, additional troubleshooting tools are available from the TAC website. 

Cisco.com

Cisco.com is the foundation of a suite of interactive, networked services that provides immediate, open access to Cisco information and resources at anytime, from anywhere in the world. This highly integrated Internet application is a powerful, easy-to-use tool for doing business with Cisco.

Cisco.com provides a broad range of features and services to help customers and partners streamline business processes and improve productivity. Through Cisco.com, you can find information about Cisco and our networking solutions, services, and programs. In addition, you can resolve technical issues with online technical support, download and test software packages, and order Cisco learning materials and merchandise. Valuable online skill assessment, training, and certification programs are also available.

Customers and partners can self-register on Cisco.com to obtain additional personalized information and services. Registered users can order products, check on the status of an order, access technical support, and view benefits specific to their relationships with Cisco.

To access Cisco.com, go to: http://www.cisco.com
Technical Assistance Center

The Cisco TAC website is available to all customers who need technical assistance with a Cisco product or technology that is under warranty or covered by a maintenance contract.

Contacting TAC by Using the Cisco TAC Website

If you have a priority level 3 (P3) or priority level 4 (P4) problem, contact TAC by going to the TAC website: http://www.cisco.com/tac
P3 and P4 level problems are defined as follows:

· P3—Your network performance is degraded. Network functionality is noticeably impaired, but most business operations continue.

· P4—You need information or assistance on Cisco product capabilities, product installation, or basic product configuration.

In each of the above cases, use the Cisco TAC website to quickly find answers to your questions. 

To register for Cisco.com, go to the following website: http://www.cisco.com/register/
If you cannot resolve your technical issue by using the TAC online resources, Cisco.com registered users can open a case online by using the TAC Case Open tool at the following website: http://www.cisco.com/tac/caseopen
Contacting TAC by Telephone 

If you have a priority level 1(P1) or priority level 2 (P2) problem, contact TAC by telephone and immediately open a case. To obtain a directory of toll-free numbers for your country, go to the following website: http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml
P1 and P2 level problems are defined as follows:

· P1—Your production network is down, causing a critical impact to business operations if service is not restored quickly. No workaround is available.

· P2—Your production network is severely degraded, affecting significant aspects of your business operations. No workaround is available.
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