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This document provides steps to relink Oracle engine binaries and libraries to new operating systems libraries.
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1. Purpose 
Oracle software for UNIX is generally not distributed as complete executables.  Thus the Oracle binary and library files shall be relinked to operating system libraries when the OS libraries are updated. This guarantees a reliable integration of Oracle’s binaries with functions provided by the OS libraries. 
This Oracle engine relinking procedure is required as a part, or at the end, of the following procedures:
· BTS10200 Solaris Operating System Upgrade
· BTS10200 Fresh Installation

· BTS10200 Software Upgrade 
This procedure is applicable to BTS EMS systems only.  
2. Backup Oracle Engine 
A Backup of Oracle engine is recommended before the Oracle engine binaries are relinked with new operating systems libraries.   Perform a backup at these two circumstances:
· BTS10200 Solaris Operating System Upgrade
· BTS10200 Software Upgrade
For BTS10200 fresh installation this backup is not needed.  The backup step is included in Section 3 Step 4 of this document.
3. Relink Oracle Engine

Note that this relink procedure is required for both side-A and side-B EMS. 
Generally side-A EMS is referred as active EMS and side-B EMS as the standby EMS.
If you are performing this relink from BTS Solaris OS upgrade, you may start from step 3 through step 7, on the EMS system where you have just upgraded the operating system.
If you are performing this relink at the end of BTS fresh installation, i.e. you have completed fresh installation and platform is up on both EMS systems, you may start from step 1 through step 7 on both EMS systems concurrently, or on standby EMS first and active EMS next.
If you are performing this relink at the end of BTS Software upgrade, i.e. you have completed BTS software upgrade and platform is up on both EMS systems, you may first start from side-B (standby) EMS  with step 1 through step 7.  
1. Login as root
2. Shutdown platform, if platform is not already shut down yet.
#  platform stop all
3. Make sure that platform is shutdown and BTS are at OOS status:

# nodestat
4. Backup Oracle engine 
 
This may take about 5 minutes.  Skip this backup step if this is for BTS fresh installation.
# cd /opt/oracle
#  tar -cvf - product | gzip > /opt/oraback/engine_bk.tar.gz 
5. Relink Oracle engine
# ln -s /usr/ccs/bin/make /usr/bin/make
# ls -l /usr/bin/make
      lrwxrwxrwx   1 root  root  17 Mar 20 12:19 /usr/bin/make -> /usr/ccs/bin/make

# su - oracle
$ cd /opt/oracle/product/orhome
$ env | grep LD
This shall return:   LD_LIBRARY_PATH=/opt/oracle/product/orhome/lib:/opt/sfw/lib:
$ env | grep ORACLE_HOME 

This shall return:   ORACLE_HOME=/opt/oracle/product/orhome
$ umask

This shall return:   022
 

$ ipcs -p | grep oracle

This shall return nothing.  

$ ps -ef | grep tns | grep -v grep

This shall return nothing.

$ pwd

This shall return:  /opt/oracle/product/orhome
$ script /tmp/relink.log
Script started, file is /tmp/output.log
This will save the output of the following relink command to /tmp/output.log file.
$ relink all
                Output looks like:

                      /opt/oracle/product/orhome/bin/genclntsh

       .....

      ..... <If  the relink process fail, it will terminate with a fatal error or warning.>
      .....  
      …. <This may take about 50 seconds.>

      ….

When “relink all” command is completed, hit ctrl-d (control-d) to end the output script.
$ <ctrl-d>
Script done, file is /tmp/output.log

$ grep -i fatal /tmp/relink.log

    make: Fatal error in reader: /opt/oracle/product/orhome/sysman/lib32/ins_sysman.

    mk, line 10: Read of include file `/opt/oracle/product/orhome/sysman/lib/env_sysman.mk' failed

Ignore the above error.   The libsrvm10.a product is not installed on BTS.  

For other fatal error, contact Cisco TAC support.  Follow the fallback procedure in
the Appendix. 
If there is no other fatal error or warning, then relink process is successful.
6. Post-link update
Login as root, or ‘exit’ from previous oracle shell back to root prompt.

$ su - root
# /opt/oracle/engine/bin/bts_10g_root.sh
Running Oracle10 root.sh script...

The following environment variables are set as:

ORACLE_OWNER= oracle

ORACLE_HOME=  /opt/oracle/product/10.2.0

/**** Hit ENTER on the following 4 prompts **/

Enter the full pathname of the local bin directory: [/usr/local/bin]:    <Hit ENTER>
The file "dbhome" already exists in /usr/local/bin.  Overwrite it? (y/n) [n]:  <Hit ENTER>
The file "oraenv" already exists in /usr/local/bin.  Overwrite it? (y/n) [n]:  <Hit ENTER>
The file "coraenv" already exists in /usr/local/bin.  Overwrite it? (y/n) [n]:  <Hit ENTER>
Entries will be added to the /var/opt/oracle/oratab file as needed by

Database Configuration Assistant when a database is created

Finished running generic part of root.sh script.

Now product-specific root actions will be performed.
7. You are done with the Oracle relink process on this EMS node
If this relink is for BTS Solaris OS upgrade, go back to the OS upgrade procedure to continue.
If  this relink is for BTS fresh installation, you can execute “platform start” on both side-A EMS and side-B EMS.  Then start the provisioning.
If this relink is for BTS software upgrade, and you have just completed the relink procedure on side-B (standby) EMS, perform the steps on Appendix-A to start side-B EMS and control side-B EMS to active.  When side-A EMS becomes standby, repeat step 1 through 7 on side-A EMS.   
If this relink is for BTS software upgrade, and you have completed the relink procedure on both side-B EMS and side-A EMS, you can execute “platform start” on side-A EMS now.

4. Cleanup

The /opt/oraback/engine_bk.tar.gz backup file is saved for fallback.  This file can be removed later when fallback is not needed.  
Appendix A – Startup and Control Side-B EMS to Active

Execute the following steps to startup side-B (standby) EMS, and then control side-B EMS as active.
1) From Side-B (standby) EMS,  Login as root:

 # platform start

2) From Side-A (active) EMS, switchover EMS and BDMS to side-B:
  Login CLI:
 CLI>  control element-manager id=EMSxx; target-state=standby-active
 CLI>  control bdms id=BDMSxx; target-state=standby-active


 # nodestat


   Side-A EMS is the standby node now.
Appendix B – Fallback Procedure

If the relink process fails, the fallback process varies according to the following three scenarios:
If this is for BTS fresh installation, uninstall and then re-install the system.

If this is for BTS Solaris upgrade, execute step 1 through 4 in this section, and then go back to OS upgrade procedure.

If this is for BTS Software upgrade, first start from side-B (standby) EMS by executing step 1 through step 4.   

1) Login as root

2) Shutdown platform, if platform is not already shutdown yet
#  platform stop all
3) Restore previous Oracle engine 

The backup file /opt/oraback/engine_bk.tar.gz was created from Section 3 step 4.

# cd /opt/oracle
# mv product product.bad
# gzip -cd /opt/oraback/engine_bk.tar.gz | tar xvf –
4) You have completed failback on this EMS node
If this relink is for BTS Solaris OS upgrade, go back to the OS upgrade procedure to continue.

If this fallback is for BTS software upgrade, and you have just completed fallback on side-B (standby) EMS, perform the steps on Appendix-A to start side-B EMS and control side-B EMS to active.  When side-A EMS becomes standby, repeat step 1 through 4 on side-A EMS.   

If this relink is for BTS software upgrade, and you have completed the fallback on both side-B EMS and side-A EMS, you can execute “platform start” on side-A EMS now.

Note: The /opt/oracle/product.bad directory can be removed later after fallback is successfully completed.
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