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About This Guide

About This Guide

Introduction

The Videoscape Control Suite Message Infrastructure (MsgInfra) XCP controller is
the web-based administration console that is used to configure the Msglnfra Server.
This guide provides instructions for configuring and using the Msglnfra Server.

Audience

The audience for this document includes system administrators, operators, and
installation engineers who deploy Videoscape Control Suite systems.

Document Version

This is the first formal release of this document.
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Using the Msginfra XCP
Controller

Introduction

The Videoscape Control Suite Message Infrastructure (Msglnfra) XCP
controller is the web-based administration console that is used to
configure the MsgInfra Server. From the controller’s main page, you
can access information about the server’s core router, and about all of
the plugins and components associated with the Msglnfra Server. You
can start and stop the server and its components from this location.
You can also view an XML summary of your server configuration.

In This Chapter

B Configuration VIEWS ........cccccccuiiiiiiiinininiiiicccccccccecccce 2
B Areas on the Main Page ..o, 3



Chapter 1

Using the Msginfra XCP Controller

Configuration Views

The Videoscape Control Suite Msglnfra XCP controller offers three levels of
configuration, called configuration views: Basic, Intermediate, and Advanced. The
following figure shows the Configuration view menu, which is located in the top
right corner of every controller configuration page. When you select a particular
view, it remains in effect on all pages until you change it.

sl XCP Controlier ha-mgmit
cisco

on view ' Basic 7;’

nermeoate
Advanced ‘

System

B  The Basic configuration view displays the fewest configuration options and
primarily uses the server’s default values. Configuring your system using this
view is sufficient for most server components, and enables you to get your
Videoscape Control Suite system up and running in the shortest amount of time.

®  The Intermediate configuration view displays all of the options that are available
in the Basic view, in addition to some other options, such as those used for host
name and command configurations, and for logging. It also includes many of the
options for components that are installed with the Videoscape Control Suite
extras installation package.

® The Advanced configuration view displays all of the options that are contained
in the Basic and Intermediate views, in addition to a number of fine-tuning
options such as buffer size, run level, and thread count. These options require a
more advanced level of MsglInfra Server knowledge, and you can use them to
adjust the performance of your Videoscape Control Suite system.
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Areas on the Main Page

The System, Router, and Components areas on the controller’s main page are
described in the following sections.

The System Area

The controller’s System area is shown in the following figure.

System

The links in the System area perform the following functions:

® Summary — Displays the complete jabber.xml file, which contains your
configuration settings.

B Stop the System — Stops the Msglnfra Server and all of its plugins and
components. The Videoscape Control Suite Node Controller would monitor the
Msglnfra Server state and start it automatically per Videoscape Control Suite
policy.

® Online Help — Opens the controller’s online help system.

The Router Area

OL-28289-01

Router plugins are extensions of the Msglnfra Server’s core router, and always start
and stop with the system. Each plugin on your system is listed in the controller’s
Router area, as shown in the following figure.

Router

Add a new Single Domain Name Support | v | [Go

Status Plugin Description Actions Ports Remove
| Running Core Router Globad router sengs 7 Emt 7400 7 i
| Running 10gQer-1 ha-momt Logger Plugir
‘ Running logger-2 ha-mgmt
‘ Running 3dns-jsm-1 ha-mgmd SONS Plugin

| Running jsm-1 ha-mgmit Jabber Session Managet

You can add a new plugin by selecting it in the list and clicking Go to display its
configuration page. You can also modify an existing plugin’s configuration by
clicking the corresponding Edit link, or remove a plugin (except for the core router)
by clicking its Remove link.

Note: You cannot remove the Core Router, because it is the core of the MsgInfra
Server.
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The Components Area

Components are extensions of the Msglnfra Server that can be started and stopped
independent of the server. The Components area, shown in the following figure, is
where you add, modify, start, stop, or remove server components.

Components
Add a new Connection Manager » Go
Status Component Description Actions Ports Remove

Running

You add a new component by selecting it in the list and clicking Go to access its
configuration page. You can start and stop individual components if needed by
clicking the Start and Stop links. You can also modify an existing component’s
configuration by clicking the corresponding Edit link, or remove a stopped

component by clicking its Remove link. (You must stop a component before you can
remove it.)

Online Help

You can click the Online Help link on the controller’s main page to open the entire
help system. Each configuration page also has a Help link that opens the online help
topic just for that page, which contains descriptions of the configuration parameters.
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Global Router Settings

Introduction

The Videoscape Control Suite MsglInfra core router, which provides
the Msglnfra Server’s core communication functionality, is installed
and configured with default settings when you install the server. The
core router’s configuration page contains global settings, which allow
you to configure features that affect your entire server environment.
For example, you can configure database settings that will be used by
all components that require a database. You can override the core
router’s global settings in any individual component’s configuration
page if needed

In This Chapter

B Global Router Configuration............cccccevvueueinniecinnieeinnecieeene



Chapter 2 Global Router Settings

Global Router Configuration

To open the Global Router Configuration page, click Edit beside Global router

settings in the Router area on the controller’s main page.

Router ]
Add & new  Single Domain Name Support [+ ] (Go |
Status Plugin Description Actions Ports Remove

Running | Core Router Global router semngs Eat 7400 NIA |
Running I logger-1 ha-momit Logger Plugin Eont Remove l{
Running |Ioc-:er»2 ha-momt Statishcs Logger Edt Remove \
Running sdns-jsm-1 ha-mgmt SONS Plugin Edt Remove [
Running |;sm-1 ha-mgmt Jabder Session Manages Eat Remove }

OL-28289-01



Global Router Configuration

The Global Settings Configuration page is shown in the following illustration in the
controller’s Advanced configuration view so that you can see all of the options.

Global Settiags Configueation ]
Global Settings

Chuster conduciorfortw

Realm ha-momt

Enatie MONS vos [+

MDNS Publicabon IP ASdress

Leve! of informabon 1 169 wam (v

Obscure plaintar passwords in log Hes vos [+]*

Number of Preads devoled 1o WO 3

The interval (in seconds) between keopalive packets 12

Maumum number of bytes per Jabber ID resource
Do not set this option lower hian 18 € using JSM

The number of hashtalie buckets for I lookups 146153
FiMaster Accept Port
Component @ 10.74 25206
Port 7400
Password 30123
Buffer size in byles ¢ oulgoIng cata 65535
Buffer size in byles for INCOMING data 65535
Ci5tanmLS Contiguration
s3-mode s =)
Ful path 10 SSL key Sle Uophicts CORBNIVINCE”
Full path to SSL cent e JOpUCES oK ORIUAOENCE
Full path 10 roct CA cort fie
veriy-dopth 10
enable-weak-ciphers No j
Pioatavase Setwp
Datasource Name msginka_dsn <
Datadase User Name conductor .
Datadase User's Password [ .
Confirm Passwoed [ .
Datadase Type postgresal-odbe [v]*
Numbes of connections to the datadase 1 .
Time in seconds deh connection &0 .
Is database cedug logoing enabled? 0 B-
[Clstup Contguraticn
Enable SNMP Yes +|
Count esrors No —.‘j
Mutually Trusted TLS Hostnames
Separale each hostname (o IP 3ddress) with 3 ling break
Host Filters
host
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The page continues.

Stats Legping
WiComponeet Stats
Namespace
Interval soconds

[FL 1M courters
Namespace

Interval seconds

712 session counter stats
Namespace

Inteeval 50000GS

[W15M se33i0n creaton stats
Namwspace

(V54 session end stass
Namespace

Vis2u traficistanza stats
Namwspace

Ineeval seconds

P0C counter stats
Narwspace

Inteeval S8CONCS
Mauc room counter stats

Namascace
Intercal seconds

VU room createn stats
Namaspace
[0 coom exit stats
Namwspace
anc room join sats
Namespace
Fa0C room end stats
Namaspace
lPuasub statsocs
[ PusSub Node Creatad
Namespace
PusSub Node Deleted
Namespace
[ PubSud Mode Conigurea
Namespace
[ PubSub Node ACL Changad
Namespace
[ PubSub Node Subscrite
Namespace
L PusSub Node Unsubscride
Namespace

[CPussub Hode Publsh
Namespace

[ PusSud tem Deletsa
Namespace

“lelds marked with 2 * require values
Help

Home) R.opof]

Sopymight (¢) 2001-2011 Cisco Systems. Inc. Al nights resenved
Version 2011,.08.01.28643 conduttor-1.50.1718

.‘ = asco il atamry l.*
200 .

00 _ F

nep: asceo i <103tn
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R A  GS00.0 MENCERMUCA 00N

p Ap asco ot
D Nprotocols Gsco 00M-join
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ep g ©3C0 COmME- 3e-dedets
hep. asco de-confiy
D A Gsco N ad
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Global Router Configuration

The following sections describe the features that are contained in the Global Settings
Configuration page.

The Cluster

The Cluster is a unique string that identifies your Videoscape Control Suite Msglnfra
Server installation. Clusters enable the server to use dynamic routing in high-scale
installations where multiple MsgInfra core routers are required. All of the routers
that need to interact must have the same cluster name, and must be installed on the
same network subnet.

The Realm

MDNS

The Realm is a unique string that identifies the Videoscape Control Suite MsgInfra
core router and all of its components.

The MDNS (multicast DNS) option is configured by cluster.xml when you install the
Videoscape Control Suite MsgInfra Server. MDNS allows the server to use its
dynamic clustering feature, which provides automatic router-to-router functionality
when you have multiple core routers installed in the same network subnet.

The Log Level

OL-28289-01

The Level of information to log option lets you specify the level at which the
Videoscape Control Suite Msglnfra Server logs messages to the Jabberd Logger. This
log level acts as a high-level filter for the types of messages that the server will log.
Log messages that are less severe than the level you specify will not be sent to the
logger. For example, if you set this level to warn, warning and error messages are
sent to the logger, but info, verbose, and debug messages are not sent.

The log level is set to warn by default for system performance consideration, which
means that log messages at the warn and error levels will be sent to the Jabberd
Logger.

The log levels from which you can choose are described in the following table. Each
log level specifies the severity of the data that is logged and determines the amount
of data that the Conductor Msglnfra Server records: the lower the severity level, the
more verbose the log. The levels are listed from highest severity to lowest.

Log Level Description

error System-generated errors, such as the inability to create listen
ports, server configuration errors, failure to create the log
files, etc.
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Log Level Description

warn Non-fatal errors, such as bounced packets, nonexistent user
logging in, invalid recipient for a message, etc., plus all data
logged at the error level.

info Data about socket connections and all JSM logs (packet,
session, and message) plus all data logged at the error and
warn levels. The server logs at this level by default.

verbose Every packet that is processed by the server and JSM, plus all
data logged at the error, warn, and info levels.

debug Information from all other log levels in addition to debug
data.

Obscure Plaintext Passwords

The Obscure plaintext passwords in log files option is enabled by default when you
install the Videoscape Control Suite Msglnfra Server. This feature obscures
passwords in log files. If you disable this option, passwords will be displayed in the
log files using plaintext.

Advanced Performance Tuning Options

The following four options are displayed only in the controller’'s Advanced
configuration view, and are used for router performance tuning.

Parameter Description
Number of threads Enter the number of threads dedicated to I/O between the router and
devoted to1/O external components. These threads handle all traffic from external

components. This option is used primarily for performance tuning. The
value should be adequate in most circumstances. The default value is 3.

The interval (in seconds)  Enter the number of seconds between keepalives that are sent over the

between keepalive network to ensure that the connection doesn’t close at the TCP socket

packets layer. When two keepalives are missed, the connection is closed and
then restarted, if possible. The default value is 12.

Maximum number of You may want to set a maximum resource if you are using a custom

bytes per Jabber ID client that has a restriction. This value is the maximum number of bytes

resource (18 or greater) that your users can specify for the resource portion of
their Jabber ID.

Resources allow users to log on to multiple client sessions using the
same Jabber ID. For example, a user can log on as jane@corp.com/one in
one location and as jane@corp.com/two in another location. One and
two are the resource portions of the Jabber ID.
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Parameter Description

The number of hashtable Enter the number of hashtable buckets used for cashing Jabber IDs. The

buckets for JID lookups  setting of this parameter affects the core router’s memory usage and
performance. The higher this number is set, the more memory the router
uses, but the higher its performance. The default value is 46153.

The Master Accept Port

The core router uses the Master Accept Port to accept connection requests from
Videoscape Control Suite Msglnfra components that run behind your firewall. The
Master Accept Port is ideal for internal components that connect to the router, since
it removes the necessity of configuring router connections for each individual
component.

Note: Components that run outside the firewall can be configured to allow the core
router to connect to them. This configuration mitigates the security risks that would
exist if these components were to connect to the router.

Enabling StartTLS

The StartTLS Configuration option lets you configure secure socket layer settings to
establish a secure connection with the server.

Important: The Videoscape Control Suite Msglnfra Server does not support private
keys for SSL certificates that have pass phrases. If you have a pass phrase or encrypt

your private key, your private key/public certificate pair will not load into the
Msglnfra Server.

Follow these instructions to enable TLS.
1 Change to the controller’s Intermediate configuration view.

2 Select the StartTLS Configuration option.
3 Configure the parameters as follows.

B ssl-mode — Select tls or tls-required from the list.

— tls - Enables TLS (transport layer security). Clients that support TLS can
connect to the server securely over 5222. Clients that do not support TLS
can still connect to the server. This mode does not require a secure
connection.

— tls-required - The same as the tls option, except that the client must
support TLS. Clients that do not support TLS cannot connect to the
server.

®  Full path to SSL key file — Enter the full path to the location of the private
key that is used to establish a secure server connection. By default, this is set
to xcplnstallDir/certs/host-key.pem. If you want to use a different key, place the
key in the xcplnstallDir/certs directory, and enter its full path here. You can
also use the ip-key.pem file if preferred, which is located in the same directory.

OL-28289-01 11
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®  Full path to SSL cert file — Enter the full path to the location of the
certificate file. By default, this path is set to the same value as the SSL Key,
xcplnstallDir/certs/host-key.pem. If you want to use a different certificate file,
place the file in the xcpInstallDir/ certs directory, and enter its full path here.
You can also use the ip-key.pem file if preferred, which is located in the same
directory.

®  Full path to root CA cert file — Optionally, enter the full path to the CA
certificate that is used to verify incoming client certificates.

®  verify-depth — Enter the maximum depth for the certificate chain
verification to allow for incoming client connections.

®  enable-weak-ciphers — Select Yes if you want to allow SSL connections to
use cryptographically weak ciphers.

Database Setup

The Database Setup option in the Global Settings Configuration page contains
information about the database that you are using to store Videoscape Control Suite
Msglnfra Server data. This database will be used globally by all components that use
a database; however, if necessary, you can override the database settings in any
component’s configuration.

Y Database Setup

Datasource Name msginfra_dsn
Database User Name conductor
DatabaseUsersPassword =000 leeese

Confirm Password

Database Type postgresql-oddc -
Number of connections 1o the database 11 v
Time in seconds between database connection heartbeats g9

Is database debug logging enabled? olvl*
The basic Database Setup parameters are described in the following table.

Parameter Description

Datasource Name This is the name of the component’s datasource as
specified in the .odbc.ini file. The default value is
Msglnfra_dsn.

Database User Name Enter the username used to connect to the database.
The default value is conductor.

Database User’s Password Enter the password used to connect to the database.

Confirm Password Enter the password again to confirm it.

Database Type Select the type of database you are using from the
list. The Msglnfra Server selects PostgreSQL as its DB
server and the default value is postgresql-odbc.
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Stats Logging

The Stats Logging option in the Global Settings Configuration page contains
configuration about the statistics associated with the Videoscape Control Suite
Msglnfra Server. This option would split into several parts by different namespaces
to trace different statistics in specified interval seconds. The default value is 900.

Stats Legoing
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ViComponesd Stats
Namespace
Interval soconds

YLIEM counters

P Aprotocois. aisco. comiacp-meticsficomeonent-stanza-trafic
00 ¥

Namespace P Aprotocols CSCo COMMIP-mericsism-counters
Inferval seconds 00 .
VLI ses5i0n counter stats
Namespace HEp Aprotocols CISCo, COMMID-MOIicS S M-S o5 550n-Ccounters
interval S0C0nds 900 '

AT 30335100 Creaton stats

Namaspace NEp Aprotocols GsC COMMCP-MEYICSPEM-50550N-Creaton
VIUSM ses5i0n end stats

Namespace MWD Aprotocols G500 COMMLD-MeNCemsm-Sess0n-end
YJSM traficistanza stats

Namaspace TP MprOtocois ASCO COMMID-MEYCSEsm-Yamic

Imecval secones 00 .

YARUC counter stats
Naraspace

Indecvdl s8concs
Y MUC coom counter stats
Namesgace

Interval seconds

YMUC room creaben stats

IR APOCROCHS CIHCO COMMIP-METICEEMUC-LOUNtEcs
00 P

NED ADICIICHS CSTO COMNMIS-MENICERMUCLOOM-Coutars
90 5

Namespace NP APolocilS CISCO COMMLE-MerICERMUC-L00M-Cre 380N
L MUC room eait stats

Namespace hep Aprotocols CSC0 COMMCD-MeNICSEMUCLo0m-euit
YARUC t00m join S8

Namespace HIp Mpotoools G500 COMBLD-MENICERMUC-L00M-jon
YUC room end stats

Namespace P Aprotocols QSCO COMMLP-MeICSEMUC-L00m-end






Logging

Introduction

The Videoscape Control Suite MsgInfra Server provides a number of
different logging options. By default, the server’s core router is
configured to log JSM and router data to syslog at the warn log level.
You can change this default level as needed. Any level that you choose
logs data at that level, in addition to all the levels above it. For
example, when the log level is set to info, data is logged at the warn
and error levels as well.

If you require more logging than what occurs by default, you can
configure the server to log statistics and other types of JSM data, and
to use file and stderr loggers, in addition to syslog. You can also
configure syslog and stream loggers for each component.

Note: Logging is an intermediate, and sometimes advanced, feature in
the MsgInfra XCP controller. When you configure Logging, make sure
you are using the controller’s Intermediate or Advanced configuration
view.

In This Chapter

B Setting the Log Level for Router-Generated Packets....................... 16
B Jabberd Logger Configuration............cccccoeuvviiiiiiiiiciciiciciiicnn. 18
B Selecting NameSPACES .........ccovveeueuiirerieieireieereeeeeree e 19
B Specifying Host FIIters .........ccccoieiiniiiiiciecceccceeceees 20
®  Configuring Loggers and Log Levels ..........cccoeeivinnciinncinnnnns 21
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B Statistics LOZGING......ccccoiviiiiiiiiiiiiiiiciccccee e 30
B Component Logging - JIO .......cccccevrerueirinniinineceireeeereeeeeenes 32
n

Component Logging - MC/MCC/Web Service Component........ 37

OL-28289-01



Chapter 3 Logging

Setting the Log Level for Router-Generated
Packets

The log level specifies the severity of the data that is logged and determines the
amount of data that the server records; the lower the severity level, the more verbose
the log. The core router is configured by default to log packets at the warn level and
above, which means that log packets are generated only for data that comes into the
router at the warn and error levels.

Log levels are described in the following table, and are listed in the order of
decreasing severity. For example, the warn log level is less severe than the error log
level. The lower the severity level, the higher the log’s level of verbosity.

Severity Level Information Logged

error System-generated errors, such as the inability to create listen ports,
server configuration errors, failure to create the log files, etc.

warn All error level data plus non-fatal errors, such as bounced packets,
nonexistent user logging in, invalid recipient for a message.

info All error and warn level data, plus information about socket
connections and all JSM logs (packet, session, and message).

verbose All error, warn, and info level data, plus every packet that is
processed by the server and JSM.

debug All log-level data, plus debug data.

Note: The log level must be set to info or higher for the Jabber Session Manager
(JSM) log types (message, packet, and session) to function properly. In addition,
statistics data is not available if the log’s verbosity level is set below info.

Changing the Router's Default Log Level

1 Inthe Router area on the controller’s main page, click Edit, beside Global
Router Settings.

Router
Add a new Single Domain Name Support | » | 'Go

Status Plugin Description Actions Ports Remove

Running Cote Router

| Running Iogger-1 ha-momit
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Setting the Log Level for Router-Generated Packets

2 In the Global Settings Configuration page, select the preferred level in the Level
of information to log list.

Glodal Senngs

Cluster condudorfortw

Reatn ha-momt

Enable MONS Yos [+

MDNS Pudlication IP Address

Level of information 10 529 wan o]

Ooscure phainbext passworas in log Mes Gelug
verdose

Nurmnber of threads devoted %o VO info

The interval (in seconds) detween keepalive packets e

Maxdimum number of bytes per Jabber ID resource o

Do not set Bus oplion lowed Tian 18 f using JSM

The number of hashtatie duckets for JID lookups 45153

3 Scroll to the bottom of the page and click Submit to save your configuration.
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Jabberd Logger Configuration

The Jabberd Logger receives packets that are generated by the core router, by JSM,
and by any other plugin, and logs them to syslog, file, and/or stderr. The Jabberd
Logger that is installed by default is configured to capture information generated in
the generic namespace, jcs:log:default, and to log the information to syslog. You can
edit the default logger, or you can add new ones. In the Jabberd Logger
Configuration page, you can select the namespaces for other types of information
that you want to log, and you can specify the names of the hosts from which you
want to log the information. You can also select the types of loggers that you want to
use, and the log level(s) used to log the information.

You can configure multiple Jabberd Loggers depending on how specific you want
your logging to be. For example, if you want to log presence and session packets for
host alpha.example.com to a file logger, and message packets for host
beta.example.com to syslog, you would need to configure two Jabberd Loggers to
handle the logging.

Adding a Jabberd Logger
1 Change to the controller’s Intermediate configuration view.

2 In the Router area on the controller’s main page, select Jabberd Logger from the
list, and then click Go.

Router
Add a mow | Jabberd Logper ~] G
Single Domain Name Support
Statys Jabbec Session Manager Descrpton Achoas Ports Remove
L1099
TOTE e

) ";;‘ 1ha-momt

o00et-2 ha-mamt
| OV < » Proe
| sens-isme1 ha-mamt SONS Plugin

| jsm-1 na-mgma n Manager

Result: The Jabberd Logger Configuration page appears.

rd Logger g

0 109ger-3 ha-momi
Description Jabber Logper

Namespace Filte
Namespace(s)

AS mew items by Selecting from the drop-down and chcking
GO
s File Lopper v1[Go

[ Name [ Actioas ] Descrigton | Reenove ]

Submil, (Reset| |Cancel

Note: The remaining sections in this chapter describe how to configure the
Jabberd Logger.

18 OL-28289-01



Selecting Namespaces

Selecting Namespaces

Namespaces are used to capture specific types of log packets that are generated by
JSM (mod_log) or the core router. When these packets are generated, they are sent to
the Jabberd Logger. If they match the namespaces that are in the Namespace Filters
list in the Jabberd Logger Configuration page, the Jabberd Logger logs the
information to the configured log types (syslog, file, or stderr).

The namespaces that Jabber provides for logging are described in the following

table.
Namespace This Log Captures ...
jes:log:default Information from the router and from JSM. This namespace is

selected by default.

jes:stats:jsm

System statistic information. You must select this namespace if
you plan to enable Statistics logging in the JSM configuration.

jesmod_log:session

Information about each user session that occurs on the server. You
must select this namespace if you plan to enable session packet
logging in the JSM configuration.

jes:mod_log:message:in

Incoming messages and file transfer requests as they are received
by the server. You must select this namespace if you plan to
enable incoming message logging in the JSM configuration, and
you want the Jabberd Logger to handle the logging.

jes:mod_log:message:out

Outgoing messages and file transfer requests as they are sent by
the server. You must select this namespace if you plan to enable
outgoing message logging in the JSM configuration, and you want
the Jabberd Logger to handle the logging.

jes:mod_log:packet:in

Information about packets going into JSM.

Note: Logging incoming and outgoing packets is not
recommended because of the massive load it places on the router.
This type of logging is usually reserved for debugging purposes.

jes:mod_log:packet:out

Information about packets coming out of J[SM.

jes:mod_log:presence

Information about client users” presence. You must select this
namespace if you plan to enable presence packet logging in the
JSM configuration.

OL-28289-01
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Specifying Host Filters

In the Host Filters box, you can specify the names of hosts from which you want to
log the selected packet types. For jcs:log:default packets, you should leave the
asterisk (*), which will log packets in that namespace from all hosts. However, for
other namespace filters, you can either use the asterisk to indicate that you want to
log these packet types from all hosts, or you can list specific hosts only.
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Configuring Loggers and Log Levels

In addition to the Syslog logger, which is enabled by default, you can configure a file
logger and a standard error logger. In addition, you can select one or more log levels
at which to log the information to these log types.

Syslog Logger

The Syslog logger is enabled by default when you install the server. This logger logs
information from the router, and from JSM and other plugins to syslog. Syslog refers
to the logging daemon used to log messages generated by your operating system
components. Syslog also provides log rotation based on file age and size. It can be
run locally or remotely and does not require any additional hardware or software.

1 Under Configuration on the Jabberd Logger Configuration page, click Details
beside the Syslog Logger. The Syslog Logger Configuration page is displayed. (If
you prefer, you can add a new Syslog logger rather than modifying the existing
one.)

2 Configure the Syslog Logger parameters as follows.
® Identity — Identifies where the log information came from. The identity is

displayed in syslog next to the associated data. You can change the default
value, if preferred.
®  Facility — Select the facility that you want to use from the list.

Format — Enter the formatters for the information that you want to log to
syslog. See Formatting Logs (on page 24) for more information.

3 Click Submit to save your configuration.

File Logger

OL-28289-01

The File Logger lets you specify the name and location of a log file and various
parameters for the information that you want to log to it.

1 Under Configuration on the Jabberd Logger Configuration page, select File
Logger in the list, and then click Go. The File Logger Configuration page is
displayed.

Name and location opticiscolcondudioncs ™
Nemory bulfer size (in Dytes)

Format RO (WY Bh: %s

See of e (In megabytes) afer which the 1og rotates 10

Number of hours after which Ihe [0g rotates 24

Nusnber of 100 Mles 10 keep afer e 109 rotabes 7

Subout| | Reset! [ Cancel
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2

Configure the File Logger parameters as follows.

Name and location — Enter the name and location of the log file.

Memory buffer size (in bytes) — Enter the number of bytes in the memory
buffer used to store log information. When the size limit is reached, the logs
are written to the current log file. If you enter 0, the messages are written to a
log file continuously.

Format — Enter the type of information that you want to log to the file using
any or all of the log formatters. See Formatting Logs (on page 24) for more
information.

Size of file (in megabytes) after which the log rotates — Enter the size of the
log file in megabytes after which the log rotates. For example, if you enter 24,
the log rotates out every time the file reaches a size of 24 megabytes. If you
enter a value both for this option and the next, the log rotates when it reaches
either the size or the age limit.

Number of hours after which the log rotates — Enter the number of hours
after which you want the log to rotate. For example, if you enter 24, the log
rotates out every 24 hours.

Number of log files to keep after the log rotates — Enter the number of log
files to keep after they have been rotated. When this number is reached, the
oldest rotated log file is deleted.

Click Submit to save your configuration.

Standard Error Logger

The Standard Error Logger lets you format information that is logged to stderr.

22

1

Under Configuration on the Jabberd Logger Configuration page, select Standard

Error Logger in the list, and then click Go.

In the Standard Error Logger Configuration page, enter the log formatters for the
type of information that you want to log. See Formatting Logs (on page 24) for
more information.

Standard Error Logger Configuration

Format S NS

Submdt, |Resel| |Cancel

Click Submit to save your configuration.
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Log Levels

You can select one or more log levels, which pertain to all of the loggers configured
in this particular instance of the Jabberd Logger plugin.

1 Under Configuration on the Jabberd Logger Configuration page, select Log
Levels in the list, and then click Go.

2 Inthe Log Levels Configuration page, select one or more log levels in the list;
hold down the Ctrl key to select more than one. The logs that you select for this
particular Jabberd Logger configuration will each log at these levels.

Subet, Reset| Cancel

3 Click Submit to save your configuration.
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Formatting Logs

You can modify how log information is formatted using a number of attribute codes.
Add any or all of the attribute codes listed in the following table in a logger’s Format
box to capture the desired data in your log.

Format Tag Description

%h The point in the code where the log message was generated. In
general, this information is useful in debugging the server. It is
usually not useful when used with message and session logs.

%i The thread number inside the server that generates the log
message; used for debugging.

%s The information being logged.

%d The Greenwich Mean Time and date when the log message was
generated.

%t The log level of the message; for example, none, error, info, warn,

verbose, debug. This attribute does not work with message, packet,
or session logs.
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JSM Logging

You can configure the logging of message, session, and presence packets in the
Jabber Session Manager. These packets will be logged, in addition to the JSM-
generated packets that are logged by default.

OL-28289-01
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2

Change to the controller’s Advanced configuration view.

In the Router area on the controller’s main page, click Edit, beside Jabber
Session Manager.

In the Jabber Session Manager Configuration page, scroll down toward the
bottom of the page, and select the JSM Logging option.

v| ISM Logoin
JSMLoggIng
These oplions control how Iie Jabber Se5510n Manager 10gs $e550n data

Incoming message packets No (=]

Outgoing message packets No [+]*
Session packets No -. s
Summarzed packe! data No [w]*
Presence paciets No (=]

vamespace Fackets

amespace Fimers

Namespace(s)

Select Yes beside any of the packets that you want to log.

Select the Namespace Packets option if you want to log IQ packets for specific
namespaces. Enter the namespaces in the Namespace(s) box.

Example:

jabber:iq:roster

jabber:iq:last

Select the Excluded Hosts option if you want to exclude specific hosts from
packet log generation. Enter the host names for each host in the Host(s) box.
Host name exclusions apply to all logging parameters.

Click Submit to save your configuration. You are returned to the controller’s
main page.

In the Router area, click Edit, beside Logger Plugin.
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9 In the Jabberd Logger Configuration page, select or type the namespaces in the
Namespace Filters list that correspond to the packet types that you selected for
JSM logging. The namespaces correspond to the Jabber Session Manager packets
as described in the following list. Packets generated by JSM in these namespaces
will be logged to the loggers that you have configured for the Jabberd Logger.

jes:mod_log:session — Session Packets
jes:mod_log:message:in — Incoming message packets
jes:mod_log:message:out — Outgoing message packets
jes:mod_log:packet:in — Summarized packet data
jessmod_log:packet:out — Summarized packet data

jes:mod_log:presence — Presence packets

10 Click Submit to save your configuration.

11 Restart your Videoscape Control Suite Msglnfra system.

OL-28289-01



Packet Logs

Packet Logs

Packet logs contain two types of data: non-IQ packets and IQ packets. A non-1Q
packet records whether the packet contained an IQ packet (designated by i),

presence information (designated by p), or subscription information (designated by
s). Non-IQ packet information resembles the following:

— 'p' indicates presence data

log date and time JID from which the packet was sent

<log time="E0060LESTLS:16:28 " '>p jsmithlexample .comfresource
956376967 Rupdate. jabber. orgf0.5.5 93<f1log>

”

N\

JID to which the packet was sent Size of the packet in bytes

An IQ packet contains all of the information that is saved for the non-IQ packet. It
also includes a numeric sub-type for the packet and the namespace from which the

data came. Numeric sub-types include: 5 for get; 6 for set, and 7 for result. IQ packet
log information resembles the following;:

The JID to which the packetwas sent.
Acdash indicates that the padcet went
to the server.

i indicates an |Q packet lo—g—\‘

<log time='Z0020128T15:16:22 '>i j=mith@example.com’ resource -
101 § jabber:iq:roster</log>

»

S 1Q packet namespace
—— '8" indicates a 'get sub-type
Size of the padcket in bytes
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Chapter 3 Logging

Session Logs

Session logs contain information about each user session that occurs on the server.
When the user logs off or is disconnected, the server logs the timestamp of when the
session ended, the number of seconds the session lasted, and the full Jabber ID of the
user associated with the session (for example, user@host/resource). It also records

28

the number of packets sent and received.

The session log provides information only after a session has ended, and therefore
does not provide information about a user’s session while that user is logged in.

Session log information resembles the following:

Length of session in seconds
The time and date the user logged out umber of packets received

Number of packets sent

<log time='20020528T18:19:26'>174 1 § j=mithRexample.com’re=source</lo

JID whose session is recorded here
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Message Logs

OL-28289-01

Message logs contain all messages. You may want to use the message log feature to
archive your message traffic. You may archive traffic through the server by writing
the message logs to a file and backing them up outside of the server.

Message log information resembles the following:

The time and date the message was sent

<log time='Z0020623T15: 15: 52 ' >mes=age to='jmmith@example.com'
type='chat' from='rthan=en@exanple.com’rescurce '><body>How was the

game ?</body></me=s=age</log>
The entire messaga/
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Statistics Logging

Statistics logging captures server statistics and logs the data to log types that are
configured for the Jabberd Logger. The Stats option in the JSM has also been
configured by default to capture data every 60 seconds.

Server statistics data includes the number of:

Users who are currently online

Successful logins in the last time-slice interval
Successful logins since server startup

Failed logins since server startup

Offline messages stored in the last time-slice interval
Total messages since server startup

Presence packets since server startup

IQ packets since server startup

Statistics data also includes information about:

The length of time, in seconds, that the server has been running
The average message size in the last time-slice interval

The number of messages in the last time-slice interval

Adding a New Statistics Logger

30
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2

Change to the controller’s Intermediate configuration view.

In the Router area on the controller’s main page, select Jabberd Logger in the
list, and then click Go.

Router
Add a mew | Jabbecd Logger 5_ Go
Single Domain Name Suppoa
Status Jabber Session Manager

Descrption Acbons Pons Remove

3 attir
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Statistics Logging

In the Jabberd Logger Configuration page, in the Namespace Filters list, remove
all of the namespaces except for jes:log:default and jcs:stats: jsm.
Jabberd Logger Configuration

Javoerd Logs
o 10000¢-3 ha-mgmt
Descrgbon Ja%0er Lagget
Namespace Filter
Namesgace(s) Kilog Sefault
K5 s1atsism

HosAs)

Add and configure one or more loggers that you want to use for capturing
statistic data.

Conguration

Add new irems by selecting from the drop.down and cicking

GO
AGd 3 new File Logger [+] [Go
[ Name Actioas l Des &land;;; e Remove
Syslog Logger
Submit| |Reset| |Cancel Log Levels

Click Submit to save your configuration. You are returned to the controller’s
main page.
In the Router area, click Edit, beside Jabber Session Manager.

In the Jabber Session Manager Configuration page, under Stats, the frequency
for capturing server statistics is set to 60 seconds. Change this value if preferred.

W Siats

Frequency in seconds to capture server S0 .

statistics for the statistics module

Scroll to the bottom of the Jabber Session Manager Configuration page, and click
Submit to save your configuration.
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Component Logging - Jlog

32

All Videoscape Control Suite MsgInfra components can log to the Jabber Logging
Library, Jlog. Each component (CM/Pubsub/SASL) configuration page has a
Component Logging (Jlog) section, in which you can configure Syslog and stream
loggers that filter the information based on the selected log level. The information
that is logged varies by component.

The Syslog and stream loggers log information that is generated at or above the
selected severity level and drops messages that are below that level. For example, if
you select the warning level, warning and error messages are logged, and messages
at the debug, verbose, and info levels are dropped.

1 Change to the controller’s Intermediate or Advanced configuration view.

2 Select the check boxes beside Component Logging (Jlog) and Logger.

YiComponent Logging (JIog
YiLogger
7 Fiered File Logger

Pipo Lovel Flilter
Level WARNING [+ ]*
Pipe e Jopticiscolconductonhey*

Flle Setings
Name and location foptiascolcondudionies
Memory buffer size (in bytes) 64

Size of file {in megadyles) after which the log rotates 10
Number of hours after which the log rotates 24
Number of log files 1o keep after the log rotates 10
Formater
Formatter [%a) [%I] [%s] [%c] (%1 1*
Filtered Sysiog Logoer
Pipe Level Filter
Level
Pipe file
Sysiog Selngs
Facility
Identty XCP
Formatter
Formatter %l %68 %C %I %m
Fiered Sream Logger
Pipe Level Filter
Level
Pipe file
Syeam Sefings
Syeam
Formatter
Formatter %d %l %3 e %I %m

HC

3 Select one or other filtered logger types and configure them as described in the
following sections.
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Configuring the Filtered File Logger

The Filtered File Logger logs component information to file at the selected level.

OL-28289-01

1

2
3

a1

10

Select the Filtered file Logger option.

ViFiltered File Logger
Pipe Level Filter
Level WARNING [+]*
Pipe e lopticisco/conductorieg*
File Settings
Name and location lop¥ciscolconductorfxer*
Memory buffer size (in bytes) 64

Size of file (in megabytes) after which the log rotates 10

Number of hours after which the log rotates 24
Number of log files to keep after the log rotates 10
Formatter
Formatter [%d] [%I] [%6s] [%c] (%M 1*

In the Level list, select the preferred severity level.
In the Pipe file box, enter the full path to a pipe file for this component.

Note: If you are running the Videoscape Control Suite MsgInfra Server for
Solaris or Linux, we suggest naming the file $JABBER_HOME/var/log/comp-id,
where comp-id is the component’s ID. If you are running the Windows version
of the server, we suggest naming the file \\ . \pipe\comp-id, where comp-id is
the component’s ID. If the pipe file does not already exist on your system, it will
be created.

You can send the file a pipe command of U (up) or D (down) to increase or
decrease the amount of data being logged from the component. For example, if
your log level is set to verbose and you send a pipe command of D, the log’s
level of verbosity is decreased to info.

You can also use the echo C > pipe_file command to create an entry in syslog
indicating the current log level for the component. For pipe_file, enter the full or
relative path (including the pipe file’s name) to the location of the component’s
pipe file.

Select the File Setting option.

In the Name and location box, enter the full path to a log file for this component.
In the Memory buffer size (in bytes) box, enter a number to define memory
buffer size for this component.

In the Size of file (in megabytes) after which the log rotates box, enter the size
of the log file in megabytes after which the log rotates.

In the Number of hours after which the log rotates box, enter the number of
hours after which you want the log to rotate.

In the Number of log files to keep after the log rotates box, enter the number of
log files to keep after they have been rotated.

In the Formatter box, enter the formatters for the information that you want to
log. See Formatting Logs (on page 24).
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11 When you have finished configuring the loggers, click Submit to save your
configuration.

12 Restart your Msglnfra system.

Configuring the Filtered Syslog Logger

The Filtered Syslog Logger logs component information to syslog at the selected
level.

1 Select the Filtered Syslog Logger option.

Filtered Syslog Logger
Pipe Level Filter
Level
Pipe file
Sysiog Settings
Facility
Identity CF
Formalier

Formatter %I %65 %C % %M

2 Inthe Level list, select the preferred severity level.

3 In the Pipe file box, enter the full path to a pipe file for this component.

Note: If you are running the Msglnfra Server for Solaris or Linux, we suggest
naming the file §JABBER_HOME/var/log/comp-id, where comp-id is the
component’s ID. If you are running the Windows version of the server, we
suggest naming the file \\ . \pipe\comp-id, where comp-id is the component’s
ID. If the pipe file does not already exist on your system, it will be created.

You can send the file a pipe command of U (up) or D (down) to increase or
decrease the amount of data being logged from the component. For example, if
your log level is set to verbose and you send a pipe command of D, the log’s
level of verbosity is decreased to info.

You can also use the echo C > pipe_ file command to create an entry in
syslog indicating the current log level for the component. For pipe_file, enter the
full or relative path (including the pipe file’s name) to the location of the
component’s pipe file.

4 In the Facility list, select the facility that you want to use. Facilities are defined
on the syslog(3) manpage.

5 In the Identity box, enter a term that identifies where the log information is
coming from. The identity is displayed in syslog next to the associated data. You
can change the default value as needed.

6 In the Formatter box, enter the formatters for the information that you want to
log. See Formatting Logs (on page 24).

7 When you have finished configuring the loggers, click Submit to save your
configuration.

8 Restart your Msglnfra system.
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Configuring the Filtered Stream Logger

The Filtered Stream Logger logs information to stdout or to stderr at the selected
level.
1 Select the Filtered Stream Logger option.
Filtered Stream Logger
Pipe Level Filter
Level
Pipe file
Stream Settings
Stream
Formatter
Formatter 9%d %! %35 %c %I %m |*

2 In the Level list, select the preferred severity level.

3 In the Pipe File box, enter the full path to a pipe file for this component.
Note: If you are running the Msglnfra Server for Solaris or Linux, we suggest
naming the file $JABBER HOME/var/log/comp-id, where comp-id is the
component’s ID. If you are running the Windows version of the server, we
suggest naming the file \\ . \pipe\comp-id, where comp-id is the component’s
ID. If the pipe file does not already exist on your system, it will be created.

4 In the Stream list, select stderr or stdout.

5 In the Formatter box, enter the formatters for the information that you want to
log. See Formatting Logs (on page 24).

6 When you have finished configuring the loggers, click Submit to save your
configuration.

7 Restart your Msglnfra system.
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Adding a New Custom Logger

If you have created a custom logger for logging component information using the
libjcore library, you can add it to your Videoscape Control Suite MsglInfra Server

configuration.
1 Change to the controller’'s Advanced configuration view.
2 Click Go beside Add a new custom logger.

Add new items by clicking ‘GO".

Add a new custom logger Go

I i} [ Actions l Description [ Remove

Result: The Custom Logger Configuration page is displayed.

|custom logger Configuration
custom logger
Description
Custom library

Load

{Submit| Reset| |Cancel
3 Configure the parameters as follows.
®  Description — Enter a description for the custom logger.
®  Custom Library — Enter the library used for this logger.
® Load — Enter the library entry point function.
4 Click Submit to save your custom logger configuration. You are returned to the
component’s configuration page.
5 Click Submit again to return to the controller’s main page.

6 Restart your Msglnfra system.
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Component Logging — MC/MCC/Web Service Component

Component Logging - MC/MCC/Web Service
Component

Logs of Management Core component, Management Console Controller component,
and Web Service component are outputted to one log file. You can configure log
attributes of these components, as needed, for debugging.
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Change to the controller’s Advance configuration view.

Click Edit of the Management Core component, Management Console Controller
component, or Web Service component in the Components area.

Component Config

viComponent Logging
Level Filter INFO 'J'
Max File Size (KB) 10240 [~]*
Formatter %d %-8p %-8t [%F-%L] %"

Configure the Component Config window, as follows:

®  Level Filter — Enter the log level as needed. Six levels are supported; they
are ERROR, WARNING, INFO, VERBOSE, DEBUG, and ALL. Their
priorities are as follows: ERROR > WARNING > INFO> VERBOSE >
DEBUG > ALL.
Note: The default log level is INFO. This means that the log info with INFO,
WARNING, and ERROR level will be recorded.

® Max File Size — Enter the maximum log file size. Five options are provided;
they are 10M, 20M, 30M, 50M, and 100M.

®  Formatter — Enter the output log format as needed. Refer to following
formatter table for details.

Conversion Character =~ Description

%l Used to output location information of the caller which generated
the logging event.

%L Used to output the line number from where the logging request
was issued.

%c Used to output the category of the logging event. The category

conversion specifier can be optionally followed by precision
specifier, which is a decimal constant in brackets.

If a precision specifier is given, then only the corresponding
number of right-most components of the category name will be
printed. By default, the category name is printed in full.

For example, for the category name "a.b.c" the pattern %c{2} will
output "b.c".
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Conversion Character

%d

%m

%p

%ot

%n

Description

Used to output the date of the logging event. The date conversion
specifier may be followed by a date format specifier enclosed
between braces. For example, %d{HH:mm:ss,SSS} or %d{dd MMM
yyyy HH:mm:ss,SSS}. If no date format specifier is given, then ISO
8601 format is assumed.

Used to output the application-supplied message associated with
the logging event.

Used to output the level of the logging event, such as verbose,
info, debug, error, etc.

Used to output the name of the thread that generated the logging
event.

Outputs the platform-dependent line separator character or
characters.

4 Edit the logging configuration and click Submit.
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Jabber Session Manager

Introduction

The Jabber Session Manager (JSM) controls all sessions on the
Videoscape Control Suite Msglnfra Server. Each time a client connects
to the server, a new session is started; one session is opened for every
client logged onto the system. An operational Jabber Session Manager
is provided by default when you install the Videoscape Control Suite
Msglnfra Server. You can modify the configuration, enabling the JSM
to handle additional MsglInfra features, as needed.

In This Chapter
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40

Optional Modules

The optional modules are used by the Videoscape Control Suite Msglnfra Server to
enable specific features. Many of the modules, once you enable them, must be

configured in more detail further down in the JSM configuration, or in a different
component.

The Optional modules section in the Jabber Session Manager Configuration page is
shown in the following figure in the Advanced configuration view so that all of the
modules are visible. As shown, some of the modules are selected by default.

Optional modules

mod_authz

_auth_diges! (DEPRECATED)
vImod_register
vImod_pep

vimod

Yimod_cds

See the online help for the Jabber Messenger Configuration page for descriptions of
the modules that display in each configuration view.
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Hostnames for this Component
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The Hostnames for this Component configuration section is available in the
controller’s Intermediate configuration view. JSM will handle packets from all of the
hosts listed here.

CONAULIOr Cisco.com

By default, the hostname in the Host Filters box belongs to the server on which
Msglnfra is installed. You can enter the names or IP addresses of other hosts for
which you want this JSM to handle packets, as well. To enable the JSM to handle
packets from any host, enter an asterisk (*).

A host filter must be a host name, or an IPv4 or IPv6 address.

Important: If you configure SDNS to run in front of this JSM, leave the Host Filters
box blank. Since the hostname for which this JSM handles packets must be specified
in the SDNS component’s configuration, if you add the hostname in the JSM
configuration as well, the same packets will be sent to the host twice.
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Jabber Administrators

To use the Jabber Administrator feature, select mod_admin under Optional
modules.

The Jabber Administrators configuration section is available in the controller’s
Intermediate configuration view. You can add and delete Jabber administrators as
needed.

Addirem administrators as needed

Administrator(s) admin@conductor.cisco.com

By default, the Administrator(s) box contains the Jabber ID of the person who
installed the MsgInfra Server. You can add other Jabber IDs as necessary; separate
each Jabber ID with a line break.

The following sections describe tasks that Jabber administrators can perform.

Receiving License Notifications

Jabber administrators receive IM notifications when the MsgInfra Server license is
about to expire. The notifications start one week before the license is due to expire,
and are repeated with increasing frequency until the expiration occurs.

Unregistering Users

Jabber administrators can unregister any user who has an account on the Msglnfra
Server. To do this, the administrator must use a client that is capable of sending raw
XML to the server. Once a user has been unregistered, his or her account is
deactivated, and the Jabber ID is marked unavailable. Unregistered users are
automatically removed from the rosters of contacts on the same server who are
subscribed to their presence. (They may not be removed from the rosters of people
who are on other Jabber servers.)

Deleting Offline Messages

When a Jabber user is unregistered, the user’s persistent data, such as preferences, v-
card, JID, and off-line messages, remains stored in the system.

Broadcasting Messages to All Users

Jabber administrators can broadcast messages through a Videoscape Control Suite
client to all users who are connected to a specific Connection Manager.

42 OL-28289-01



System Limits

System Limits
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The System Limits configuration section is available in the controller’s Advanced
configuration view. This setting controls the usage of your Videoscape Control Suite
Msglnfra system.

7l

T

em Limdts
gse ophons controd system usage

Maximum number of Sessions 3 single user (Jabber 1
ID) can open at a ime

The System Limits parameter is described, as follows:

B Maximum number of sessions a single user (Jabber ID) can open at a time —
Enter the maximum number of sessions a Jabber user can have on the server
using the same Jabber ID and different resources. Each time a Jabber user logs
into the server, a session is created. If the same user logs on from two locations,
that user has two sessions active on the server.

Users may define a number of concurrent sessions in cluster.xml by JSM’s
maxsession attribute. The default value is 10.
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System Parameters

The System Parameters configuration section is available in the controller’s
Advanced configuration view. These parameters control the MsgInfra Server’s use of
your system’s processor, and default values have been supplied based on average
server usage. If you want to change these values, we recommend that you call Jabber

Support for help.

viSystem Parameters

These options control the Jabber servers use of your system’s processor
Number of threads to use for processing Jabber tasks 3

Closed session cache ime (in seconds) 10

User session cache ime (in seconds) 3600

Timeout for XDB requests 30 .
Timeout for IQ requests 30

Maximum XDB requests to allow 1000

Resume sockets when XDB requests drop below 100

Maximum database requests to allow 1000

Resume sockels when database requests drop below 100

Server disco cache time (seconds)

3600 P

The System Parameters are described in the following table.

Parameter

Description

Number of threads to use for
processing Jabber tasks

The number of threads that the Msglnfra Server should create
to process Jabber tasks. We recommend that you use the
number of CPUs plus 1.

Creating more threads enables the Msglnfra Server to process
Jabber tasks more quickly, but uses more of your system’s
processor. The default value is 3.

Closed session cache time (in
seconds)

The number of seconds that a user’s session is cached in
memory after he or she logs out.

The lower the number of seconds, the more time JSM must
spend trying to free memory. The higher the number of
seconds, the fewer times cleanup occurs. The default value is
10.

User session cache time (in
seconds)

The number of seconds that a user’s session resources are
cached after he or she has logged out from all sessions.

The lower the number of seconds, the more time JSM must
spend trying to free memory. The higher the number of
seconds, the fewer times cleanup occurs. The default value is
3600.
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Parameter

System Parameters

Description

Timeout for XDB requests

The number of seconds to wait before an XDB request that has
been sent to the router times out. This setting affects users; the
higher the setting, the slower the system runs.

If you are configuring JSM for the Redirect Events to External
Component feature, set this value to something greater than 0.
The default value is 30.

Timeout for IQ requests

The number of seconds to wait before an IQ request that has
been sent to the router times out. This item is used only during
the discovery of other components, and its setting has no effect
on users. The default value is 30.

Maximum XDB requests to allow

The number of XDB requests that can be sent to the JSM from
the Connection Manager (CM) at one time. When this number
is reached, the MsglInfra core router tells the CM to stop
listening on its socket. The default value is 1000.

Resume sockets when XDB
requests drop below

The number of XDB requests that JSM still must handle before
accepting them again from the CM. When this number is
reached, the Msglnfra core router tells the CM to resume
listening on its socket. The default value is 100.

Maximum database requests to
allow

The number of database requests that can be sent to the JSM at
one time. When this number is reached, the MsgInfra core
router tells the CM to stop listening on its socket. The default
value is 1000.

Resume sockets when database
requests drop below

The number of database requests that JSM still must handle
before accepting them again. When this number is reached, the
Msglnfra core router tells the CM to resume listening on its
socket. The default value is 100.

Server disco cache time (seconds)

The number of Videoscape Control Suite Server caches the
service discovery data timeout. The default value is 3600.
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Database Setup

The Database Setup configuration section is available in the controller’s
Intermediate and Advanced configuration views. If you selected one of the other
databases, this option is dimmed.

Database Setup

Datasource Name

Database User Name

Database Users Password

Confirm Password

Database Type

Number of connections to the database

Time in seconds between database connection 300
heartbeats

Is database debug logging enabled?

Any database configured in this section is used only to store basic Jabber IM data
such as usernames, passwords, rosters, vCard information, and offline messages.

The Database Setup parameters are described in the following table.

Parameter Description

Datasource Name Enter the name of the database’s datasource.
Database User Name Enter the username used to connect to the database.
Database User’s Password Enter the password used to connect to the database.
Confirm Password Enter the password again to confirm it.

Database Type Select the type of database you are using from the list.

Number of connections to the database Enter the number of connections that you want the
component to use for processing requests.

Time in seconds between database Enter the number of seconds after which the database
connection heartbeats connection should refresh. Do not set this value to zero
without contacting Jabber support.

Is database debug logging enabled? Select 1 to log database debug information. Database

(Advanced view only) logging uses the Conductor Msglnfra router’s logging
facility, the Jabberd Logger. The log level must be set to
debug for database logging to occur.
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JSM Features

The JSM Features configuration section is available in the controller’s Advanced
configuration view. These parameters are used to enable and disable a number of

OL-28289-01

miscellaneous server features.

V| ISM Features

JSM Features

These oplions enable/disable 3 number of server features

Apply Single Domain Name Support semantics to
local user lookups
Allow invisible presence

Allow restrictive ofline

Automatically provision new users

No
No
No
No

HEE &

The JSM feature parameters are described in the following table.

Parameter

Description

Apply Single Domain Name Support
semantics to local user lookups

Select Yes if you are using Single Domain Name Support
(SDNS) for multiple JSMs. SDNS determines if a particular
Jabber ID is a local user when users are spread across
multiple domains.

Allow invisible presence

Select Yes if you want to allow users to set their presence to
Invisible so that they can be online with the MsglInfra Server,
but show up in their contacts’ rosters as offline.

Allow restrictive offline

Select Yes if you want to prevent the server from off-lining
bounced messages that are empty. This setting affects
message packets only.

Automatically provision new users

Select Yes if you want users who authenticate via SASL or
x509 to be created automatically in the JSM database when
they create a new session.

With the Yes setting, you will no longer have to provision
users in the JSM database as part of your new employee
provisioning process.

47



Chapter 4 Jabber Session Manager

Stats

The Stats feature, available in the controller’s Intermediate configuration view, logs
server statistics to the log types that are configured for the statistics logger. A
Statistics logger has been set up by default in the Msglnfra Server configuration and
logs info-level data to $JABBER HOME/var/log/stats-logger.log. The Stats
feature has been configured by default to capture data every 60 seconds. You can
change the frequency if preferred.

v|Stats

Frequency in seconds to capture server statistics for  go
the statistics module
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Roster Configuration
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The Roster Configuration section is available in the controller’'s Advanced
configuration view.

Roster Configuration

Maximum number of outbound subscriptions 1000

Maximum number of inbound subscriptions 1000

Select the Roster Configuration option if you want to change the default setting
(150) for the maximum number of items that users can have in their rosters. This
feature limits how much space rosters require on your Videoscape Control Suite
Msglnfra Server. Roster items include contacts, pending contacts, and any other item
that appears in the roster.
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Registration Requirements

50

The Registration Requirements feature, which is enabled by default, lets client users
create accounts on the Msglnfra Server. It also lets you configure the information
and prompts that display in the client interface when users register.

The Registration Requirements configuration section is available in the controller’s
Basic and Intermediate configuration views.

v Re ';_]"l”,j’r:". Requirements
Anyone can register in band with this server Yes [« ]*
Behavior when a user unregisters remove v_] '
Register Fields

The sel registration fields that your users see when setting up an account on the XCP server

Add the usemame field

Add the nick f

Add the pass
v Add the name field

Add the first name field

fast name field

V1 Add the email field

Add the address field

Type of message normal ||

Enable welcome messages Yes [« ]

1 Change to the controller’s Intermediate configuration view.
2 Select mod_register under Optional modules.
3 Under Registration Requirements, select the registration fields that you want to

display on the client.

4 Configure the following parameters as needed.

®  Anyone can register in band with this server — When set to Yes, anyone
can create an account on this server using Jabber (pre-XMPP) protocol. If you
select No, users cannot register in-band.

®  Behavior when a user unregisters — Select to determine the action the
server should take when a user unregisters. The default setting is remove,
which removes the user from the database. The disable option disables the
user’s account without removing them from the database. The not-allowed
option prevents users from unregistering.

B Registration Message — The server uses these parameters to send an instant
welcome message to newly created accounts. If you want to change the
wording of a message, you must modify your dictionary file.
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Registration Requirements

®  Type of message — Select normal, chat, or headline for the type of
registration message you want sent. The Jabber clients always use the chat
type, which sends welcome messages in a chat window.

You can select another message type if you are using a custom client. For
example, a headline type could be a pop-up message, and a normal type
could be a message sent in a window containing a Reply button. You must
define these types as you plan to use them with your custom client.

®  Enable welcome messages — Select Yes if you want the server to send a
welcome message to users after they register.
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JSM Logging

The JSM Logging feature lets you log message, session, and presence packets in
addition to the JSM-generated packets that are logged by the server by default.
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Connection Managers

Introduction

The Connection Manager (CM) enables Videoscape Control Suite
clients to connect to the Msglnfra Server. You can configure multiple
instances of the CM to increase the number of connections your server
can handle and to enable communication over different protocols.

Cisco Systems, Inc. strongly recommends that you configure a
separate CM to handle each different communication task rather than
configuring one CM to do everything. The reasons for this include:

B Scalability — Each CM has a maximum number of connections
that it can handle. For example, the client CM can handle only
20,000 concurrent client connections. Your system can handle more
client connections if you add additional client CMs.

® Different communication protocols — Cisco Systems, Inc.
recommends that you configure a separate CM to handle each
communication protocol that you plan to use.

® Redundancy — Configuring separate CMs also helps to ensure
that you experience as few communication problems as possible. If
the system on which one CM is installed fails, other systems can
pick up the slack.

In This Chapter

®  Configure the Basic Connection Manager.............cccccccccucuiiinnnnnee. 54
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Configure the Basic Connection Manager

This section describes how to configure the Connection Manager component. The
command processors that you can configure within the Connection Manager are
described in separate chapters.

The following instructions describe how to configure the Connection Manager using
the parameters provided in the controller’s Basic configuration view. These
parameters are sufficient to configure an operational CM. For descriptions of all of
the CM parameters, see the Connection Manager Configuration page’s online help.

Configuring a Basic Connection Manager

1 Change to the controller’s Basic configuration view.

aliilie  XCP Controier - ha-mgmt

cisco
me] {Logofl Configuration iew: | Basic lwl
Basic
System Intermeciate |
ummary] [Stop the System] [Onling Help] Advanced

2 In the Components area on the controller’s main page, click Go to add a
Connection Manager.

Components
Add a new Connection Manager v{1Go

Status Component Description Actions Ports Remaove
Running | ¢m-1ha-mgmt Connection Manager Eon. Stog 5222 52237400 NIA

Running pudsud-1.ha-mgmt Pu

Running
Running

Running

Management Core

3 On the Connection Manager Configuration page, change the Description so that
it describes this particular CM.

4 Under Add a New Command Processor, select a command processor in the list,
and then click Go.

Add a New Command Processor
Add new items by selecting from the drop-down and

clicking "GO".

Add 3 new

l — I oiraiecn ] . $28 Command Processor
Component Logging (Jlog) Web Command Processor

Note: The command processors are described as follows.

®  JSM Command Processor — Connects the MsgInfra Server to Videoscape
Control Suite clients. Configuration instructions for this command processor
are provided in Client Connections (on page 57).

®  S2S Command Processor — Enables Msglnfra Servers to communicate with
each other across domains.
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Configure the Basic Connection Manager

®  Web Command Processor — Handles HTTP requests, and translates and
transfers data between Videoscape Control Suite clients and the MsgInfra
router over the Web.
5 When you have finished configuring the command processor and have returned
to the Connection Manager Configuration page, click Submit to save your
configuration.
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Client Connections

Introduction

When you install the Videoscape Control Suite Msglnfra Server, there
may be two types of Connection Managers in a default installation.
The first CM (em-1.ha-cmps, cm-2.ha-cmps), is configured to
work with Videoscape Control Suite clients that use XMPP
connections. The second CM (emw-1.ha-cmps) is configured for
Videoscape Control Suite clients that use HTTP Binding connections
(BOSH).

In This Chapter

B XMPP Connection Manager ............cccoeeeeviriiiininiiiciniicciiiecnnnes 58
®  HTTP Binding (BOSH) Connection Manager .............cccccccucucururnnnee. 60
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XMPP Connection Manager

The XMPP Connection Manager that is set up by default (cm-1.ha-cmps, cm-
2.ha-cmps) is configured with a JSM Command Processor and two XMPP directors.

Connection Manager XMPP

XMPP Director
{pon 5222)

XMPP Director Jabber MomentiM

{port 5223)

JSM Command Processor Configuration

Important: If you want to add a new JSM Command Processor, Cisco recommends
that you configure it in a separate Connection Manager in order to maximize the
efficiency with which the Msglnfra Server can handle client communication.

Viewing the Configuration
1 Change to the controller’s Intermediate configuration view.
2 In the Components area on the controller’s main page, click Edit beside the first

Connection Manager.

‘Components

Add asow Connechon Manager - .Go!
Statues Compooost

Acsons Ports Roenove
Runneng , crrwe-1 ha-cmps
Renning ;;u::

1haomgs
Rennng 5 em-2 Na-cmps
|

Rennwng | €M1 ha-cmps

Renning { sash1 ha-cmps

3 In the Connection Manager Configuration page under Add a New Command

Processor, click Details beside the JSM command processor.

Add a New Command Processor
Add new items by selecting from the drop-down and

clicking 'GO",
Add a new JSM Command Processor [+ [Go]
Name Actions Description Remove
em-1_jsmcep-1.ha-cmps JSM Command Processor Remove
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XMPP Connection Manager

4 In the JSM Command Processor Configuration page, click Details beside the

XMPP Directors if you want to view their configurations.

Director Configuration
Add new items by selecting from the drop-down and

Add 3 new XMPP Director [+] (6o

Name Actions Description Remove
cm-1_jsmcp-1_xmppd-1.ha-cmps XMPP Director Remove
cm-1_jsmcp-1_xmppd-2 ha-cmps Detalls XMPP Director Remove
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HTTP Binding (BOSH) Connection Manager

The HTTP Binding (BOSH) Connection Manager that is set up by default
(cmw-1.ha-cmps) is illustrated in the following figure. It is configured with a JSM
Command Processor containing an HTTP Binding Director, and a Web Command
Processor containing an HTTP Director, an HTTP Binding Handler, and an HTTP
Static Handler.

HTTP binding connections wrap XMPP traffic in HTML, enabling XEP-0124-
compliant, web-based clients to access the Msglnfra Server without requiring any
changes to network or firewall settings. The HTTP binding feature complies with
XEP-0124: HTTP Binding.

Connection Manager 2

HTTP Director I HTTP Binding
Director

HTTP Binding
Handier

Jabber Messenger
for the Web HTTP Static

Handier

Jabber XCP ‘
Router

a4

JSM Command Processor Configuration (BOSH)

60

The JSM Command Processor is configured with an HTTP Binding Director, which
interprets HTTP-wrapped XMPP packets, strips off the HTTP wrapper, and
forwards the packets to the JSM.

Viewing the Configuration
1 Change to the controllers Basic configuration view.
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2 In the Components area on the controller’s main page, click Edit beside the
second Connection Manager.

Components
Add asew  Connection Manager EJ G
Status Componest Description Actions Pons Remove
[Running | crw-1 Ba<mes Connecton Uanager ConSop 52807400 "N "
Runming | A
Running x ¢ FEmMps NA
Runmng i/ 1 ha-<mps A
Running | sass- 1 haemps Sast Aum Component Ean Stop NiA

3 In the Connection Manager Configuration page, in the table of configured
command processors, click Details beside JSM Command Processor.

Add 3 New Command Processor
Add new items by selecting from the drop-down and

clicking 'GO",
AGd 3 new JSM Command Processor :v: Go|
Name Actions Description Remove
omw-1_wedcp-1 ha-cmps Detats Web Command Processor Remove
Cmw-1_jsmncp-1 ha-cmps JSM Command Processor Remove

4 In the JSM Command Processor Configuration page, under Director
Configuration, click Details beside HTTP Binding Director.

Director Configuration
Add new items by selecting from the drop-glown and

clicking "GO
Add a new XMPP Director E] (Go)
Name Actions Description Remove
cmw-1_jsmcp-1_hitpbindd- 1 ha-cmps HTTP Binding Director Remove

5 Inthe HTTP Binding Director Configuration page, default values have been
provided. They are described in the following table. You can change them if you

prefer.
[HTTP Binding Director Configuration
HTTP Binding Director
D cmw-1_jsmcp-1_hitpbindd-1.ha-cmps
Timeout for response 30 .
Timeout for client inacthity 60 X
Shortest allowabie polling interval 5 .
Madmum simultaneous requests from client 2 .

Submit| [Reset) [Cancel

Parameter Description

Timeout for response The maximum number of seconds that the HTTP
binding director will wait to respond to a request
from the client. The default value is 30.

Timeout for client inactivity The maximum number of seconds that a client can
be inactive before the HTTP connection is shut
down. The default value is 60.
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Parameter

Description

Shortest allowable polling
interval

The shortest allowable polling interval (in seconds)
after which the client may send a polling request. If
polling requests are sent in shorter time intervals,
the HTTP connection is shut down. The default
value is 5.

Maximum simultaneous
requests from client

The number of simultaneous requests that the client
can make with the requests attribute. The
recommended value is 2, which is the default
setting. If a client makes more simultaneous
requests than the number specified here, the HTTP
connection shuts down. The default value is 2.

Web Command Processor Configuration

62

Viewing the Configuration

The Web Command Processor is configured with an HTTP Director, an HTTP
Binding Handler, and an HTTP Static Handler. The HTTP binding handler intercepts
XEP-124-compliant packets, and forwards them to the HTTP binding director.

Change to the controller’s Advanced configuration view.

In the Connection Manager Configuration page, in the table of configured
command processors, click Details beside Web Command Processor.

Add 3 New Command Processor

Add new items by selecting from the drop-down and

clicking 'GO",
Add a new JSM Command Processor —:j Go
Name Actions Description Remove
cmw-1_webcp-1.ha-cmps Web Command Processor Remove
cmw-1_jsmcp-1.ha-cmg JSM Command Processor Rer
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3

HTTP Binding (BOSH) Connection Manager

In the Web Command Processor Configuration page, click Details beside the

HTTP Director or the handlers, if you want to see their configurations.
[Web Command Processor Configuration
Ned Command Processor
D cmw-1_webep-1.ha-cmps
Description Web Command Proces
Director Configuration
Add new items by selecting from the drop-down and

clicking ‘GO".
Add a new HTTP Director (=] [Go)
Name Actions Description Remove
cmw-1_weobcp-1_hitpd-1 ha-cmps Details HTTP Director Remove
WEBCP Configuration
Handlers
Add new items by selecting from the drop-down and
Add 3 new Advanced File Transfer Handier [» | [Go)
Name Actions Description Remove
cmw-1_webcp-1_hitpbind-1 ha-cmps Details HTTP Binding Handier Remove
cmw-1_webcp-1_stath-1 ha-cmps Details HTTP Static Handler Remove

f
|

{Submit] [Reset| |Cancel

On the HTTP Binding Handler Configuration page, the Path has been configured
as /httpbinding. You can change this setting, if needed. The Path is the HTTP
URI path on which this handler listens for HTTP binding traffic. For example, in
the URI, http://www.example.com:7300/httpbinding, the path is
/httpbinding.

[HTTP Binding Handier Configuration

HTTP Binding Handles

o cmw-1_wedcp-1_hipbind-1.ha-cmps
HTTP Stase Paths Handled

Path /hapdinding

o] (Reset] (Gancel
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64

5

On the HTTP Static Handler Configuration page, you can change the values if
needed. They are described in the following table.
HTTP Static Handler Configuration

HTTP Static Handler

1D cmw-1_webdcp-1_stath-1.ha-cmps
Full Path to root documentabion fopticis colconductoriee
HTTP Static Paths Handled

Path /hraocs

Sudbmit| |Reset| Cancel

Parameter Description
Full Path to root The full path to the location where the files being served by the
documentation handler are stored.

HTTP Static Paths The prefix that the Web Command Processor uses to determine
Handled which handler to use. In the following URL, the file index.html is
served to the client by this handler using the default path, htdocs:

http://corp.example.com:5280/htdocs/index.html
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Single Domain Name Support

Introduction

This chapter provides instructions for configuring the Single Domain
Name Support (SDNS) plugin.

In This Chapter

B Overview of SDNS SUPPOTIt ......ccviriiiiiiiiiiiiicciccceeces 66
B Configuring the SDNS Plugin..........ccccocoviviniiiiiiiiiiiicccccce, 67
B SDNS Mapping Algorithm..........cccoviiniiiiiiiiiiiiice, 69
B Configuring JSM for SDNS..........cccoinnniiicccccccccee 71
B Configuring Pubsub for SDNS............ccccooiiiiiiiiiiicccaes 72
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Overview of SDNS Support

66

Single Domain Name Support (SDNS) provides a method for distributing the load
for a single domain over multiple, equivalent components or plugins. The SDNS
plugin accomplishes this by allowing you to deploy a single domain name across a
network of Videoscape Control Suite Msglnfra routers and components on different
computers, even at different locations or with different subdomain names. SDNS
allows two components with equivalent capabilities to act side by side, thereby
reducing performance bottlenecks and increasing the number of concurrent users
that are supported on each system.

The Msglnfra components and plugins that make the most effective use of SDNS are
JSM and Pubsub. When you use SDNS to front for one or more of these components
or plugins, you can configure an SDNS plugin on each router for each component or
plugin.

Note: SDNS is limited with regards to disco searches. When multiple, equivalent
components are configured for SDNS, only one of the components will be searched
when a disco request is received. For example, when multiple Pubsub components
are configured for SDNS and a user searches for existing categories, only one of the
Pubsub components will be searched.
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Configuring the SDNS Plugin

Conflgurlng the SDNS Plugin

2
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Change to the controller’s Advanced configuration view.

In the Router area on the controller’s main page, click Go to add an Single
Domain Name Support.

Router

Add a new | Segle Domain Name Support [» ] [Go)

Status Plugin An:ho-ns Pons Remove

T ‘74 0 N4
Running
Running
Running
Ranning

Choose Hostnames for this Component configuration. Enter the hostname with
which you want to use the SDNS plugin.

Hostnames for this Component
Separate each hostname (or IP address) with 3 line break
Host Filters

host ha.crdc.com

XDB
Namespace Filters
ns

Host Filters
Host(s)
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4 Choose one SDNS support configuration.

Singge Domain Name Suppor Coniguration

Select exactly one of the following options:

Modulo Mapping Algoethm
Uibrary sdns_plugins 50
o MOdulo_Mapper
Algorsthm Input Goneratoe

Livrary
Load

ugns.50

Map
The mode to use when a suitadle address for
hashing is not found on a packet
Use component presence

Prefec components on this SDNS' router

To
Compaonents
1D(s)
Databaze Mapping Aigornm
Library sdns 20
Load datadase_mapper
Aigorthm Input Generator
Library $dns_pluging. S0
Load tandard_alg
Map
Datanase Setup

Datasource Name

Database User Name

Database User's Password

Confirm Password

Datadbase Type T
Number of CONNEcions 10 the Catabase s

Time in 54C0Nds betwaen datadbase
connection heartbeats
15 datatase Gedep logging enabled?

Detautt mapgping for looksp tatture
Mawmum cache sie 100000
Magmum cache age (in seconds) 3600

Consistent Hash Magging Algorithm
Libeary

Losa conststent_hash_mapt

Agooenm Input Genarass
Uiseary sdns_plugins so
Load

Map

Submdt | Reset| Cancel

5 If you want to configure any other parameters, see their descriptions in the
online help for the SDNS Plugin Configuration page.

6 Click Submit to save your configuration.
7 Restart your Videoscape Control Suite Msglnfra system.
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SDNS Mapping Algorithm

When you configure the SDNS plugin, you can choose between the modulo
mapping algorithm and the database mapping algorithm (or you can write your
own) to store the mapping between subdomains and the global domain in a
supported database.

Modulo Mapping Algorithm

The modulo mapping algorithm algorithmically determines the mapping between
the global domain and subdomains, and is particularly effective if your scalability
needs are high. This algorithm is faster than the database mapping algorithm;
however, it provides less control over where stanzas are rerouted. The modulo
mapping algorithm uses the mathematical function modulo to map to the correct
subdomain within the global domain by hashing the user/host Jabber ID and using
the integral hash value modulo.

The following figure shows the Modulo Mapping Algorithm section in the SDNS
Configuration page. Use component presence should be “NO” for the JSM-SDNS
type plugin, and “YES” for the SDNS-Pubsub type plugin.

o

Modulo Mapping Algorthm

Library sans_plugins.so
Load modulo_mapper
gonthm input Generator
Libsrary sans_plugins. so
Load standard_aigo_input ||

Map
The mode to use when a suitable address fof bounce [ |*
hashing is not found on 3 packet S

Use component presence No .' .
Prefer components on this SONS' router No [=]
2 =)
Componen
1D(s) jsm-1 ha-jsml

jsm-1 ha-jsm2
jsm-Lha-jsm3
jsm-1ha-jsmé

Database Mapping Algorithm

OL-28289-01

The database mapping algorithm is recommended for distributed setups and is not
as fast as the modulo mapping algorithm. However, it provides finer control over
where stanzas are rerouted.
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The following figure shows the Database Mapping Algorithm section in the SDNS
Configuration page. SDNS will use the global database set up in the Core Router
configuration if you do not configure the Database Setup option shown in the figure.
If you prefer to use a database other than the one that is configured for the core
router, you can configure another one here.

°
Database Mapping Algorithm

Library sdns_plugins.so
Load database_mapper
Algorithm input Generator

Lidrary sdans_pluging.so

Load standard_algo_input 3

Map
To

Database Setup
Datasource Name

Database User Name

Database Users Password

Confirm Password

Database Type ¢
Number of connections 10 the database &

Time In seconds between database 300
connection heandeats

Is database debug logging enabled?
Default mapping for lookup failure
Maxdmum cache size 100000
Maximum cache age (in seconds) 3500

If you select the database mapping algorithm, you must insert mapping information
(JID and MAPPED_HOST) into the SDNS_MAP table in your database.

Note: If you have multiple SDNS plugins that use the database mapping algorithm,
you must have a separate SDNS_MAP table for each component. The simplest way
to give each SDNS plugin its own set of tables is to configure each component to
connect to the database with a different database username.
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Configuring JSM for SDNS

OL-28289-01

1 Change to the controller’s Advanced configuration view.

In the Router area on the controller’s main page, click Edit beside Jabber Session
Manager.

Router
AOd a new  Single Domain Name Suppornt -: Go.

Status Plugin Descrption Actons Ports Remove
Runn Cone R G IRA0T 5008 4 A
Runnin Re

sm 1 ha-mgrmt

3m-1.ha-mgent

In the Jabber Session Manager Configuration page, scroll down to the
Hostnames for this Component area and remove the host names as shown in
the following figure.

Hostnames for this Component
Separale each hostname (or IP address) with a line break
Hos!t Filters
host

Scroll down to the JSM Features area, and select Yes beside Apply Single
Domain Name Support semantics to local user lookups.

v1JSM Features

These oplions enable/disable a number of server features

Apply Single Domain Name Support semanticsto | yes [+]*
local user lookups

Allow invisible presence No [+]*
Allow restrictive offiine No E
Automatically provision new users No [=]

5 Click Submit to save your configuration.
6 Repeat this procedure for the JSM on the other router.
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Conflgurlng Pubsub for SDNS

Change to the controller’s Advanced configuration view.
2 In the Components area on the controller’s main page, click Edit, beside Pubsub.

Componerm
Add a new  Connection Manager [+] [Go
Status Component Description Ports Remove

yRunnxng | cm-1 ha-mgmt Connecion Manager ‘:2.::; :!' r:: 7
Running | pubsub-1na-mgmt NIA

Running 1 rest-1 ha-mgmt envice Component NIA

Running [ mee-1.ha-mgmi Managment console controlier NIA

R(;nnlng I me-1 ha-mgmit Management Core Edt. Stop NIA

3 In the Pubsub Configuration page, scroll down to the Hostnames for this
Component area and remove the host names, as shown in the following figure.

Hostnames for this Component
Separate each hostname (or IP address) with 3 line break

Host Filters
host

4 Click Submit to save your configuration.
5 Repeat this procedure for the Pubsub component on the other router.
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Pubsub

Introduction

The Pubsub is an enabling technology, which means that you must
write an application that uses its functionality. The Pubsub allows you
to organize different types of information into categories that are
accessible by users of your application. Users can create, publish to,
and subscribe to nodes.

B  The Pubsub is compliant with XEP 60:
(www . xmpp . org/extensions/xep-0060.html)

B  The Pubsub chapter in the MsgInfra Server Developer Guide
provides information about XEP-60 compliance and suggestions
for implementation.

In This Chapter

®  Planning Your Pubsub Deployment ............ccccoeeiinniiinncinnnns 74
B Pubsub Configuration...........cccoeeiviniciiniiiincceeceeeeenes 75
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Planning Your Pubsub Deployment

If you have a small deployment, you can configure the Pubsub service as a single
component. However, if your deployment is larger, you should add multiple
Pubsub components using the Single Domain Name Support functionality to spread
the load over multiple machines.

You can redirect Pubsub stanzas based on the node identifier. This means that any
given Pubsub instance handles a subset of the total number of Pubsub nodes in the
system. How large a subset it handles is determined by how many nodes are in the
system and how many Pubsub instances are available to share the load.
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Pubsub Configuration

This section describes how to configure the Pubsub component and its associated
categories.

Configuring the Pubsub Component

The following instructions describe only the intermediate parameters that are
specific to the Pubsub component. For descriptions of all of the parameters
associated with the component, see the Pubsub Configuration page’s online help.

1 Change to the controller’s Intermediate configuration view.

2 In the Components area on the controller’s main page, select Pubsub in the list,
and then click Go.

[Components
Add a pew | PubSud >lGeo
Connection Manager
Status  File Transfer Proxy Descrphon AChons Ports Remove

= OpenPon T T PO . e = m—te |
Runtod | Presence Mimor PO Conneca
| Running | Routerdo-Router Connection e Edn Stop

| Text Conferencing

Sasl Auth

{ Management Core
| Runreng | mgmt Console Controlier sl Auth Companent
Sk | Web Service Component =

on Manager Eon Stop 4280 740 MNIA

~~~~~~~~~~~~~~~

Runming

3 In the Hostnames for this Component option, enter the hostname for the
Pubsub component.

Note: The name “pubsub.service” is forbidden due to system internal usage.

Hostnames for this Component
Separate each hostname (or IP address) with a line break
Host Fiters

host PUbSUD.CONJUCIOr Cisco.com
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4 On the Pubsub Configuration page, scroll down to the Pubsub Configuration

area.
PubSub Configuration

Node Cache High-Water Mark (0 for unlimited) 10000
Node Cache Madmum Size (0 for unlimited) 15000
Madmum number of published items 10 store (-1 for 100
uniimited)
Madmum size of published item payloads (0 for 2048
uniimited)

PubSub Allowed Hosts

Allowed Hosl(s)

Pubsub Admin
Addiremove admini

Administrator(s)

s neaded

5 Configure the parameters, as follows.

Parameter

Description

Node Cache High-Water
Mark

Enter the high-water mark for nodes that can be served.

This is a load control parameter. If the Nodes number
exceeds the high-water mark, when a new Pubsub stanza
arrives, a delete operation will be put on the queue of
least-recently-used node.

®  The suggested value is 10000. Use 0 for unlimited.
The maximum value is 32767.

B It must be less than Node Cache maximum Size.

Node Cache maximum Size

Enter the maximum nodes that can be served.
This is a load control parameter. If the Nodes number
exceeds the maximum size, no new node can be handled.

B The suggested value is 15000. 0 for unlimited. The
maximum value is 32767.

Maximum number of
published items to store

Enter the maximum items a pubsub node can store if the
node is configured as a persist node.

B The suggested value is 100. Use -1 for unlimited.

Maximum mumber of
published item payloads

Enter the maximum bytes of payload in a Pubsub publish
message.

B The suggested value is 2048. Use 0 for unlimited.

Pubsub Allowed Hosts

Not used

Pubsub Administrators

Enter the Jabber IDs of users who can administer nodes;
for example, admin@example.com. Separate each ID with
a line break.
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Pubsub Configuration

6 The Pubsub requires a database access. If you configured one of these databases
when you installed the Msglnfra Server, you do not have to configure one here.
However, if you want to use a different database for the Pubsub, select the
Database Setup option and configure the parameters.

7 Click Submit to save your configuration.
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Simple Authentication and
Security Layer

Introduction

The Simple Authentication and Security Layer (SASL) is a method for
adding authentication support to connection-based protocols. SASL
supports both Plaintext and Digest-MD5 authentication types.

The SASL component is the default authentication component in
Videoscape Control Suite systems that process all authentication
requests coming from clients via the Connection Manager. The
Connection Manager (CM) responds by forwarding the authentication
request to the SASL component. The SASL component processes the
request and sends back the response to the CM. The CM interprets the
response and sends back the result to the client to complete a single
iteration. Multiple iterations can happen to complete the whole
authentication process. After the client has been successfully
authenticated, the CM sends requests to the Jabber Session Manager
(JSM) to create a client session with the client’s Jabber ID (JID).

In This Chapter

B SASL Management Interface...........c.cocceevvveieininncinnnccinncccns 80
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SASL Management Interface

The Videoscape Control Suite provides the GUI management interface that allows
the adding/removing/updating authentication mechanisms that exist in the
Videoscape Control Suite system. These are the steps to configure the SASL
mechanism from the management interface.

1 Switch to the Advanced view.

2 Open the SASL configuration page. Click Edit beside the Sasl Auth Component
in the Components area on the main page.

‘Components
|Add a new [Connection Manager ~| Go l
Status Component Description Actions Ports Remove
Runnmg ‘ cm-1 jabber Connection Manager Eor Stop 522252237400 NA
Running ‘::-1,3::»:—! Text Conferanch Ed A
Runnmg ‘ cm-2 j3bber Web Connection Manager Eol Stog 5280 7400
Running 1 $3sl_suth-1jabber  Sasi Auth Component Il_F-j'{ NIA

3 To edit the Sasl Auth Configuration, locate the Sasl Auth Configuration section
to add/update/remove mechanisms.
Sasl Auth Configuration
Add new items by
clicking 'GO".
Add a new Mechanism Gol

Id Actions Description Remove

1 Deta PLAIN Remove

2 Deta DIGEST-MDS Remove

Notes:

®  (Click Go to add a new mechanism.

®  (lick Remove to remove an existing mechanism.

®  Click Detail to show the detailed configuration of one mechanism.
4 Click Detail to edit a mechanism.

'Mechanism Configuration
Mechanism

Name [PLAN
Description [Peam

Library [ibsasi_ptain.so
Load |sasi_plain

submit | Reset| Cancel |

Note: The following parameters are used to configure an SASL mechanism.
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Parameter Attribute Description

Name Mandatory ~ The name of the mechanism that
appears in the server’s listing of
available mechanisms to the client,
when a client initiates the login request.
According to RFC4422, SASL
mechanisms are named by character
strings, from 1 to 20 characters in
length, consisting of ASCII uppercase
letters, digits, hyphens, and/or

underscores.

Description =~ Optional The text of the mechanism description
shows in the Sasl Auth Configuration
page.

Library Mandatory  The file name of the mechanism plugin.

The default location of the plugin is
$CONDUCTOR_HOME/1lib. You can
also specify the full path of the plugin.
This plug-in is loaded when the SASL
component starts.

Load Mandatory ~ The name of the entry function of the
mechanism plugin. The SASL
component calls this function to load
the mechanism during SASL
component start-up. This function must
assign the mechanism name that is
identical with the Name entered in the
management interface.

5 Click Submit to save your changes and return to the Sasl Auth Configuration
page.

6 Click Submit at the bottom of the page to save all SASL changes and return to
the main page.

7 Click Restart the system to implement the changes.

| Running

sasl_auth-1jabber* SaslAuth Component Edit, Stop N/A

Note: The asterisk to the right of sasl_auth-1.jabber indicates that the
configuration has been modified, but that the system must be restarted to
implement the changes.
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Router-to-Router Connection

Introduction

This chapter provides instructions for configuring the Router-to-
Router connection, which enable the Videoscape Control Suite
Msginfra Servers to communicate with one another.

In This Chapter
B Overview of Router-to-Router Connection..........cccceeueuevnireuinnnnes 84
®  Configuring the Router-to-Router Connection............ccccceevvueuennnnes 85
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Overview of Router-to-Router Connection

The Router-to-Router Connection provides Msginfra Servers the ability to
communicate with each other in a network environment without MDNS capability
or a cross-VLAN network environment. Users could manually set up Router-to-
Router Connections per network topology.
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Configuring the Router-to-Router Connection

OL-28289-01

1
2

Change to the controller’s Advanced configuration view.

In the Component area on the controller’s main page, click Go to add a Router-
to-Router Connection.

Components l
Add a new |Router-to-Router Connection 'I Go I
Status Component Description Actions Ports Remove

In the Router-to-Router Connection Configuration page, configure the following
parameters.
Router-to-Router Connection Configuration

Router-to-Router Connection

D jabberd-port-1 bootstrap-r21it-client-1
Description [Routerto-Router connecti
Runlevel o

Timeout for shutdown 6o

P Component Properties
Nurnber of packets buffered when component is down [s12

Bounce error packets to stderr |Yes :]-

Router Outbound Connection Information (1.e., Router connects 10 another router)
Component |# Iwo 60.202 -
Port |740) '
Password |cisco123
Connection wiright i .
Buffer size in bytes for outgoing data 55535
Buffer size in bytes for incoming data b5535
Log the delvery of packets to this component |Yes i]‘

(Disabie this option for logging components such as the
Message Archiver)

Submit I Reset I Cancel [
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Note: Refer to the following table for guidance.

Parameter Description

Component IP Enter the remote server’s IP address.

Port Enter the remote server’s Master Accept Port (the default
Master Accept Port is 7400).

Password Enter the password specified for the remote server’s
Master Accept Port.

Connection Weight ~ Enter the weight for this particular router connection. A

higher weight means the connection is less desirable, or
lower priority.

During route calculations, the weight of the path is taken
into consideration, and packets travel along the path of
least resistance.
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Management Core

Introduction

The Management Core component works as the back-end of the
Videoscape Control Suite Management Console. It cooperates with the
Node Controller which resides on every Videoscape Control Suite
node to provide a centralized management function for the whole
Videoscape Control Suite system. Customers can easily monitor the
status of an individual node, router, etc., and can operate their life-
cycle from within the Management Console.

This chapter provides instructions for configuring the Management
Core component.

In This Chapter

®  Configuring the Management Core Component ............ccceceeueeenes 88
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Configuring the Management Core Component

The default parameters provided in the controller’s configuration view are sufficient

for deploying the Management Core.

Adding a New Management Core Component

1 Change to the controller’'s Advanced configuration view.

2 In the Components area on the controller’s main page, click
Management Core.

Go to add a new

Components
Add a new Management Core v] L Go
Status Component Description Actions Ports Remove

3 Edit the Description of the Management Core component as you need.

Management Core Configuration

Management Core

D management-core-1. mnode-1-b-001
Description Management Core

Runlevel 70

Timeout for shutdown 80

4 Enter the Hostname value.
ames for this Component
ach hosthame (or I° addiess) with a line break

16re

5 Click Submit to save the configuration.
6 Click Restart the system to apply the new configuration.

Important: Only one Management Core component is supported in the Videoscape
Control Suite Management System, and it can only be deployed on the bootstrap

router of the Management Node. Multiple Management Core components deployed
in one system will result in management data confusion, which will introduce some

unexpected results to the system.

88
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Management Console
Controller

Introduction

The Management Console Controller (MCC) component is the
gateway between the Management GUI and the back-end service. It
provides the following services:

B Accepts commands from the Management GUI and send them to
their destination. It returns the results back to the GUI.

B Accepts service registration requests and provides registered
service information.

B Accepts events and sends them as SNMP trap packets back out.

B Works as a signal of service status. If the MCC is inactive for a
period of time, the whole managed node will be restarted or
reloaded to recover.

In This Chapter

B Architectural OVeIVIEW .........ccccocciviviiiiiiiniiiciinecceeeeeeeeeenes 90
B Configuring the MCC Component..........ccccceeeverueuerinenueeineneneennnnes 91
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Architectural Overview

90

The MCC serves as a gateway between the GUI, Msglnfra, and other services, such
as AlertManager, EventManager, and EAS.

B When the user performs an operation on the management console GUI, the
management console sends a command to the MCC. After it receives the
command, the MCC sends it to its destination component and waits for a
response. Execution results are returned back to the GUL

B An SNMP event and service registration request is published through Pubsub.
The MCC parses these message requests and performs the service registration or
SNMP trap operation, in accordance with the message format.

B The ServM process manages the lifecycle of the MCC component and checks the
status of the MCC. If the MCC has been inactive for a period of time, the ServM
process will treat the current managed node as inactive. It then performs a
restart or reload operation to initiate service recovery.
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Configuring the MCC Component

You can configure the MCC component from the Videoscape Control Suite Msglnfra

OL-28289-01

XCP controller page.
1 Change to the controller’s Advanced configuration view.
2 In the Components area on the controller’s main page, click Edit to edit the
existing MCC component.
Components
A 8 e Coonecton Manages -l | Go
Status Component Description Actions Ports Remseve
3 Configure the MCC parameters in the Component Config section.

Component Conig

ymponent LOggIng

Level Fibee NO s

Max File Sze (XB) 10240 <

Fomaet %d %-8p % 8T [%6F-%L] Yon*
ent Parrmeder

Admn X0

admingémanagement cisco*
CM P Acdress
CM IP Acdress 17217.2151

CM Pont 5222
Bacup CM # Address
Backup CM Pont

it Paramets

Tomcat Server IP Acdiess 127001
Toencat Server Pont 5200
WD O arametor

SNMP send Port 11162

Note: Use the information in the following table for guidance.

Parameter Description

Level Filter Log level filter. Options are ALL, INFO, DEBUG,
VERBOSE, WARNING, and ERROR.

Max Filter Size Sets the maximum logger file size.

Formatter Log content format.

Admin JID Administrator JID.

SNMP send Port The UDP port used by the MCC to send SNMP
traps.

4 Click Submit to save the configuration.
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Service Mapping Manager

Introduction

The Service Mapping Manager (SMM) is one of the components of
Service Virtualization, which provides the service request mapping
functionalities. The SMM is implemented as a plugin of the core
router, jabberd. It shares the same design idea of the existing SDNS,
and has more enhancements to enable a client-based service instance,
as well as a more robust load-balancing algorithm.

In This Chapter

®  Deployment Strategy of the Service Mapping Manager ................. 94
®  Configure the Service Mapping Manager Plugin ...........c.ccccccceeee. 95
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Deployment Strategy of the Service Mapping
Manager

94

The SMM is the entry point of all service requests which are to be delivered to the
Virtual Service. The SMM selects a proper service instance and assigns the request to
it. Although we can install just one SMM for all service requests, a better strategy is
that each jabberd, where there will be request packets requiring delivery, be
equipped with an SMM to reduce hops-to-destination. More SMMs provide the high
availability and the load balancing functions.
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Configure the Service Mapping Manager Plugin

Normally, the SMM will be installed on your system automatically upon the initial
configuration of the cluster. An SMM is also configured and installed whenever
required, such as when adding more nodes. To add/configure a new SMM, the
following steps apply.

OL-28289-01

1
2

Switch to Advanced view.

In the Router area on the controller’s main page, click Go to add a new SMM.

System

[Summary] (Stop the System) [Online Help]

IBATEES Sngle Domain Name Support
‘Router Jabber Session Manager

Add a noW AR LI | Co

Jabberd Logger

Status Plugin Description Actions Ports

Remove

Running l Core Router Global router sattings Ect 2

Runnmg | ogger-1 am2-router Logoer Pgn Emx

Ramove A Reatan

Configure the Service Mapping Manager.
‘Service Mapping Manager Configuration

Service Mapping Manager
0 smm-1 jsm2-router
Description SMM Pluga
Runlevel 20
Timeout for shutdown 20

Hostnames for this Component
Sepama each hostname (o IP address) with a line Dreak

Host Filters

host MM, CONAUCIOE.CI5C0.COM

Service Mapping Manager Configuration
Secvice Virtualization Manager hostname.
svm v conductor caco
Theoading policy for SMM.
Seloct exactly one of the following options:

destination
@
source
id
Swbmit Reset Cancel

Notes:

®  Hostname for This Component — Specify a hostname. All of the SMMs

within the same cluster should have an identical hostname.

®  Service Virtualization Manager hostname — Specify the hostname of the

Service Virtualization Manager .
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®  Threading policy for SMM — Strategy determining how the SMM allocates
task between its working threads. It is used to tune the performance of the
SMM. The default value is destination and that setting works fine for most

cases.

Note: Refer to the following table when configuring the threading policy.

Threading Mapping Location
policy
Destination Based on the JID of the All SMM of the client JSM
service request routers.
producer.
Source Based on the JID of the Currently not used.
service request
producer.
ID Based on the ID of the All SMMs of the service instance

service request 1Q. JSM routers, if there has been a
performance bottleneck.

4 Click Submit to save the configuration.
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Service Virtualization Manager

Introduction

The Service Virtualization Manager (SVM) is one of the components of
Service Virtualization, which provides the service provisioning and
service instance monitoring functionalities. The SVM is implemented
as a component of the core router, jabberd. We can deploy SDNS for
multiple SVMs in order to achieve SVM’s load balancing and high
availability.

In This Chapter

®  Configure the Service Virtualization Manager Component........... 98
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Configure the Service Virtualization Manager
Component

The Videoscape Control Suite provides the GUI management interface to allow for
management of the SVM component in the Videoscape Control Suite system. The
steps needed to add and manage the SVM component from the management
interface, follow.
1 Switch to Advanced view.
2 In the Components area on the controller’s main page, click Go to add a new
SVM component.
Compenents

A 8w | Con

Comporent Descrigtion AcSona

98 OL-28289-01



OL-28289-01

Configure the Service Virtualization Manager Component

3 Refer to the following image to configure the SVM.
Service Virtualization Manager Configuration

20N Mas
0
Descrption
Furdaved
Tiesodet ot shatdown
Number of packats buflered whin componsnt it down

Bounce sroe packets 1o siden

Comgonart P

Pent

Patswoed

Buflee wize n Bytes for outgoeng data
Suller 320 1 Sytes for ncomeng date
Sen? beepaives

20 delvpry of
Eegabie Tes ¢

Pochets 10 hit compenent
00 K¢ PN COMPOnents Such 3% e Metsage Archiver )

Maxarwm wtenal in seconds 10 wat belore restantng component
Maxiriaes tisrabit of Srods 10 (oSt COmpoemel

Irtonl i seconds ot which 1o seset thes value 50 1 second

Path to binaey

Command e to men

Nararpace(s}

Liwed Fitr
Max Fle S2e 5y

Fommatter

| Scoe | | Rese Cancet

e 1 boctsteap-swmget

Serace Vidushsaton M

fes ¥~

Note: If there is just one single SVM deployed in the cluster, you need to assign
a hostname for this SVM. In most cases, you will deploy a SDNS on top of
multiple SVMs for the high availability and load balancing purpose. For the
SDNS case, there is no need to assign a hostname to the SVMs.
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4 Add an SDNS plugin for the SVM component.
Router

Add a new |5

S Sarsce Magpeng Marage Phugin Description Actions
Jeblend Logge
S e o.dw s .
Rusning [T e— Logww Agt -
[—— r— -

5 Configure the SDNS plugin for the SVM component.

L] wne_phuge 2 toot wrap wemgmt
Descapten SO0 Pruge
Rurdeve! 2
Timecut for shetdown n
VoW I ERT PATY i B SATEIE] I 4 e e
bt v service
m
st Filten
Hentis)
o Dioenat Nams S 20

Select eractly ome of the following aptians:

Middo Mippeg Al
Uy tdne_piugng 30
anl MODED_meppar
Lbrary b0 _phQes 50
Load standard_sigo rout ¥
P
The eaode 00 ULe whan § Dt able 8&aas e hitheg o ot foond o8 & packet bounce ¥ *
Use comgorest pretence No ¥
Proler componats 0o tha SONS” ot No
o ovarl, router

o2,
wverd, router

uter

Note: Assign a hostname for this SDNS and list all the SVMs in the SDNS
component lists.
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Configure the Service Virtualization Manager Component

6 Configure the JSM plugin for the SVM component.

. e | BOSteReap 4w mgmt
Descrption abber Setaon Menag
Rurleve Q0

Tametet S5t shatdown

Note: The mod_presence_bcc module must be enabled.
7 Select Mirroring Presence and input the host of the SVM.

8 That shindd Randie Bind Cadhon Copy (BXC) packets
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Service Viewer

Introduction

The Service Viewer is one of the components of Service Virtualization,
which provides a web portal to view and download service
description files (WSDL or XSD).

In This Chapter
®  Deployment Strategy of the Service Viewer ..........ccccccccvvreinnnnnes 104
B Configure the Service VIEWET ...........cccccovveiiinnciiinncccrcccnes 105

OL-28289-01 103



Chapter 15 Service Viewer

Deployment Strategy of the Service Viewer

The Service Viewer is not a mandatory component because it simply provides a
more convenient way for application developers to view and download service
description files. It can be installed in a Service Node where the application
developers can access it. Because there is no internal load balancer provided for the
Service Viewer, an external load balancer should be used if load balancing and high
availability are needed.
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Configure the Service Viewer

Configure the Service Viewer

Normally, the Service Viewer is installed on your system automatically upon the
initial configuration of the cluster. A Service Viewer is also configured and installed
whenever required, such as when adding more nodes. To add or configure a new
Service Viewer, follow these steps.

1 Switch to Advanced view.

2 In the Components area on the controller’s main page, click Go to add a new
Service Viewer component.
Components
Addanew ComcronVonne o] [Go

Conmection Manager
Fie Teanshr Proxy

Status OpeePont yponent Description Actions Ports Remove
Presence Mima

Raning  RotertoRocter Coonection Serice VR R Ve
Taxt Conferencing
Runing PudSed

Sasl Auth

Senace Vituaization Manager
sy s AT nde Jemoogrt ® Compone

3 Configure the Service Viewer by specifying these parameters.

Component Config

¥: Component Logging
Level Fiter INFO [~
Max File Size (KB) 10240 [=]*
Formatter

%d 9%-8p %8t [%F-%L] ¥ *
Tomcat Parameter

Tomcat Server IP Address 1722999220
Tomcat Server Port 8300

SVM Host $vm sve conductor com

Note: The Component Logging area is the same as for other components, where
you can change the component’s logging level or format. For the Service Viewer,
focus on the Tomcat parameter and SVM host fields.

Parameter Description

Tomcat Server IP Address The IP address to which the Service Viewer binds.

Tomcat Server Port The port number on which the Service Viewer listens.

SVM Host The value of the SVM host depends on how SVM is
configured and deployed. If there is no SDNS configured for
SVM, then the value should be the hostname of SVM;
otherwise, the value should be the hostname of the
corresponding SDNS.

4 Click Submit to save the configuration.
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HTTP Gateway

Introduction

The HTTP Gateway (HTTP-GW) component is provided as the bridge
between the HTTP and XMPP services. It enables XMPP-based
Videoscape Control Suite service HTTP capability. Normally, the
HTTP-GW component should be installed at the Service Node. There
can be multiple HTTP-GW components installed simultaneously. By
default, the HTTP-GW will listen at port 8100.

In This Chapter
B Architectural OVeIVIeW ... 108
®  Configuring the HTTP-GW Component............ccccceveuevnreuinnnnnes 109
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Chapter 16 HTTP Gateway

Architectural Overview

The HTTP-GW translates HTTP requests into XMPP messages and sends them to
back-end XMPP-based Virtual Services. After invocation, the HTTP-GW will return
the results back to the HTTP client.

Cﬁem
HTTP

1 xwmep

(Lo (o s J e — —

\\ OMS @ Other Service /) |
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Configuring the HTTP-GW Component

Configuring the HTTP-GW Component

You can configure the HTTP-GW component from the Videoscape Control Suite
Msglnfra XCP controller page.

1 Change to the controller’s Advanced configuration view.

2 In the Components area on the controller’s main page, click Edit to edit the
existing HTTP-GW component.

Components
Add a2 new Coenscscn Mansger » |.Go

Status Component Description Actions Ports Rer

g

3 Inthe Component Config area, configure the HTTP-GW parameters.

Component Config

7] Component Logging

Level Filter INFO -t

Max File Size (KB) 10240 ~*

Formatter %d %-8p %-8t[%F-%L]"*
Component Parameter

JSM Domain Name svc.conductor.com

Binding JSM jsmelroutervmresve-2 ¢
CM IP Address

CM [P Address 107425230

CM Port 5224

Backup CM IP Address
Backup CM Port
Tomcat Parameter
Tomcat Server IP Address 107425230

Tomcat Server Port 8100

Submit Reset Cancel

Note: The following table describes the parameters.

Parameter Description
Level Filter Log level filters:
ALL, INFO, DEBUG, VERBOSE, WARNING, ERROR
Max Filter Size Maximum logger file size
Formatter Log content format

JSM Domain Name Service JSM domain name

Binding JSM Service JSM component ID

CM IP Address CM IP address

CM Port CM port number

Tomcat Server IP Tomcat HTTP server listening IP address

Tomcat Server Port ~ Tomcat HTTP server listening port number

4 Click Submit to save the configuration.
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Customer Information

If You Have Questions

If you have technical questions, call Cisco Services for assistance.
Follow the menu options to speak with a service engineer.

Access your company's extranet site to view or order additional
technical publications. For accessing instructions, contact the
representative who handles your account. Check your extranet site
often as the information is updated frequently.
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Standard Port Assignments

Introduction

This appendix lists the standard port assignments used by the
Videoscape Control Suite Msglnfra Server and by the Jabber clients.

In This Appendix

®  Component Connection Port...........ccoccceveiniiiniininnciiiniceeee, 114
B Client Connection POIts .........ccccccciiiiiiininiiiiiiiiiicccccccccee 115
B HTTP Gateway .....ccoeiiiiiiiiciiiciciiicccccc e 116
®  Management Console Controller............coccoeoivniioinnicininciinnes 117
B 5er1vice VIEWET ....c.cviiiiiiiiiiiii e 118
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Appendix A
Standard Port Assignments

Component Connection Port

By default, all components use port 7400 (the Master Accept Port) to connect to the
Videoscape Control Suite Msglnfra core router. Port 7300 is the default listening port
used by the controller. You can change both of these ports during server installation.
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Client Connection Ports

Client Connection Ports

These ports are used by Jabber clients to connect to components.

Connection Manager
B Port 5222 — Access for plaintext and TLS clients
B Port 5223 — Access for SSL clients
B Port 5280 — Access for WAP clients and HTTP binding (XEP-0124: BOSH)
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Appendix A
Standard Port Assignments

HTTP Gateway

By default, the HTTP Gateway uses port 8100 to export the HTTP interface.
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Management Console Controller

Management Console Controller

By default, the management console controller uses port 8200 to export the interface
and port 11162 for sending trap messages.
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Appendix A
Standard Port Assignments

Service Viewer

By default, the service viewer uses port 8300 to export the interface.
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