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Preface

Who Should Read This Guide
This Cisco® Smart Business Architecture (SBA) guide is for people who fill a 
variety of roles:

•	 Systems engineers who need standard procedures for implementing 
solutions

•	 Project managers who create statements of work for Cisco SBA 
implementations

•	 Sales partners who sell new technology or who create implementation 
documentation

•	 Trainers who need material for classroom instruction or on-the-job 
training

In general, you can also use Cisco SBA guides to improve consistency 
among engineers and deployments, as well as to improve scoping and 
costing of deployment jobs.

Release Series
Cisco strives to update and enhance SBA guides on a regular basis. As 
we develop a series of SBA guides, we test them together, as a complete 
system. To ensure the mutual compatibility of designs in Cisco SBA guides, 
you should use guides that belong to the same series.

The Release Notes for a series provides a summary of additions and 
changes made in the series. 

All Cisco SBA guides include the series name on the cover and at the 
bottom left of each page. We name the series for the month and year that we 
release them, as follows:

month year Series

For example, the series of guides that we released in August 2012 are  
the “August 2012 Series”.

You can find the most recent series of SBA guides at the following sites:

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

How to Read Commands
Many Cisco SBA guides provide specific details about how to configure 
Cisco network devices that run Cisco IOS, Cisco NX-OS, or other operating 
systems that you configure at a command-line interface (CLI). This section 
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:

configure terminal

Commands that specify a value for a variable appear as follows:

ntp server 10.10.48.17

Commands with variables that you must define appear as follows:

class-map [highest class name]

Commands shown in an interactive example, such as a script or when the 
command prompt is included, appear as follows:

Router# enable

Long commands that line wrap are underlined. Enter them as one command:

wrr-queue random-detect max-threshold 1 100 100 100 100 100 
100 100 100

Noteworthy parts of system output or device configuration files appear 
highlighted, as follows:

interface Vlan64
  ip address 10.5.204.5 255.255.255.0

Comments and Questions
If you would like to comment on a guide or ask questions, please use the 
SBA feedback form.

If you would like to be notified when new comments are posted, an RSS feed 
is available from the SBA customer and partner pages.

http://ciscosba.com/feedback/?id=Aug12-195
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About This Guide
This design overview provides the following information:

•	 An introduction to a Cisco SBA design

•	 An explanation of the requirements that shaped the design

•	 A description of the benefits that the design will provide your 
organization

You can find the most recent series of Cisco SBA guides at the following 
sites: 

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

What’s In This SBA Guide

Cisco SBA Borderless Networks
Cisco SBA helps you design and quickly deploy a full-service business 
network. A Cisco SBA deployment is prescriptive, out-of-the-box, scalable, 
and flexible. 

Cisco SBA incorporates LAN, WAN, wireless, security, data center, application 
optimization, and unified communication technologies—tested together as a 
complete system. This component-level approach simplifies system integration 
of multiple technologies, allowing you to select solutions that solve your  
organization’s problems—without worrying about the technical complexity.

Cisco SBA Borderless Networks is a comprehensive network design 
targeted at organizations with up to 10,000 connected users. The SBA 
Borderless Network architecture incorporates wired and wireless local  
area network (LAN) access, wide-area network (WAN) connectivity, WAN 
application optimization, and Internet edge security infrastructure.

Route to Success
To ensure your success when implementing the designs in this guide, you 
should first read any guides that this guide depends upon—shown to the 
left of this guide on the route below. As you read this guide, specific  
prerequisites are cited where they are applicable.

1What’s In This SBA GuideAugust 2012 Series
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IP Addressing Overview

An IP address uniquely identifies each device in an IP network. Allocating, 
recycling, and documenting IP addresses and subnets in a network can 
become confusing very quickly if you have not laid out an IP addressing 
plan. A sound plan helps you prepare the network foundation to support 
additional services such as unified communications, wireless access, and 
enhanced network security. 

IP addressing is a network foundation service, which makes it core to the 
network design. It provides the base for all other network and user services. 
Without the foundation, it would not be possible to interact with network and 
user services, from picking up the phone using the phone service to reading 
email using the email service. 

By following recommended IP address management standards, you can 
avoid:

•	 Overlapping or duplicate addressing

•	 Unsummarized routes in the network

•	 Wasted IP address space

•	 Unnecessary complexity
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IP Addressing Basics

IP version 4 (IPv4) addresses are 32 bits in length, divided into four eight-bit 
octets. Each octet has a decimal value from 0-255 or a binary value from 
00000000-11111111. IPv4 addresses are typically shown in dotted decimal 
notation. This IP address in binary notation, 11000000.10101000.0000101.0
0000001, becomes the much more human-readable IP address 192.168.5.1 
when converted to dotted decimal. IP addresses consist of a network prefix 
and a host portion. The bits of the address that make up the network prefix 
are determined by the subnet mask, and the remaining bits are used for 
hosts. 

Table 1 -  Example IP address in binary and dotted decimal notation

Type Binary notation
Dotted decimal 
notation

IP address 11000000.10101000.00000101
.00000001

192.168.5.1

Subnet mask 11111111.11111111.11111111
.00000000 

255.255.255.0 

Network 11000000.10101000.00000101
.00000000 

192.168.5.0 

Host 00000000.00000000.0000000
0.00000001

0.0.0.1 

In Table 1, the IP address 192.168.5.1 has a subnet mask of 255.255.255.0. 
The network prefix portion of the address is 192.168.5 and the host portion 
of the address is .1. 

Classful IP Addressing
IP addresses were initially divided into several different categories, or 
classes, based on how many bits of the address were used for the network 
prefix and how many bits were used for hosts. The classful addressing sys-
tem defined class A, B, C, D, and E address spaces. Classes A, B, and C were 
used for general networking. Class D was designated for IP Multicast traffic, 
and class E was set aside for experimental use. As illustrated in Figure 1, the 
network prefixes for addresses in classes A, B, and C are characterized by 
the following:

•	 In class A addresses, the first octet is the network prefix and the remain-
ing three octets are hosts. 

•	 In class B addresses, the first two octets are the network prefix and the 
remaining two octets are hosts. 

•	 In class C addresses, the first three octets are the network prefix and the 
remaining octet is the host. 

Figure 1 - Classful addresses

In the classful model, the class A address space consists of 127 networks, 
each with 16,777,214 hosts. A single, flat network with over 16 million hosts is 
not practical. An organization can subnet, or use bits from the host portion of 
the address as part of the network prefix, to create more networks with fewer 
hosts. This is desirable in larger, distributed Layer 3-routed networks that 
are used today.
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Subnetting and Supernetting
Subnetting allows you to create multiple logical networks that exist within 
a single class A, B, or C network. Without subnetting you could create only 
one network from a class A, B, or C network, which would not be very useful. 

Each Layer 2 segment on a network must have a unique network prefix, and 
each device on that segment must have a unique host address. Subnetting 
allows major networks (class A, B, or C networks) to be divided into smaller 
subnetworks (subnets). For example, instead of having a single network with 
16 million hosts, a class A network could be divided into 65,535 networks, 
each with 254 host addresses; this is a much more practical network size for 
most organizations.

To subnet a network, bits from the host portion of the address are used to 
create additional subnets. In class A, if you take 16 bits from the host portion 
of the address—specifically the second and third octets—and use them to 
create subnets, you can make a large number of smaller networks. This gives 
you a more flexible and practical network design.

The class A network 10.0.0.0 has a mask of 255.0.0.0, commonly called 
its natural mask. Using the next 16 bits as the subnet gives you a mask of 
255.255.255.0, or /24. This saves the last eight bits for host addresses, 
giving you 10.0.0.0-10.0.0.255 for the addresses for the network 10.0.0.0/24. 
This is shown in the example below. On the left-hand side the network 
10.0.0.0 and subnet mask 255.255.255.0 is shown in decimal notation and on 
the right their binary counterparts are shown.

10.0.0.0        - 00001010.00000000.00000000.00000000
255.255.255.0   - 11111111.11111111.11111111.00000000
---------------------------[    subnet      ]--------

When planning IP subnetting, sometimes it is easier to visualize the network 
prefix and host portions of the address by looking at them in binary nota-
tion. The subnet mask is also represented in dotted decimal and binary. 
Any address bits that have corresponding mask bits set to 1 represent the 
network prefix, and address bits that have corresponding mask bits set to 0 
represent the host addresses.

The slash or prefix/length notation is shorter and easier to read; 
in this example, you are using the first 24 bits for the subnet mask, 
so the prefix/length notation is written as “/24”. The network pre-
fix/length notation is used throughout the rest of this document 
unless dotted decimal masks are needed to explain additional 
concepts.

Tech Tip

In the early days of IPv4, organizations requested a class A, B, or C address 
space block based on their size. Many organizations were too large for the 
256 addresses in a class C block, but didn’t need the all 65,535 addresses 
from a class B block. A medium-size organization with a few thousand 
connected users would request a class B block, and over 90 percent of the 
address space would go unused. Subnetting in the classful model did not 
address this problem because you could only create additional, smaller 
networks out of an address block.

With supernetting, or classless interdomain routing (CIDR), you use bits 
from the network prefix to create a larger block of addresses. For example 
you can take several class C blocks and make the equivalent of one class 
B block—that is, 192.168.0.0 can be given a mask of 255.255.0.0 (or /16), 
effectively killing the old class-based system and turning all IP addresses 
into a single block that can be divided among organizations much more 
effectively. The hypothetical organization mentioned above with a few thou-
sand connected users can be given an IP block with a /20 mask, giving them 
4096 addresses to work with, which is a much more reasonable number for 
their size.

VLSM
Until CIDR and variable-length subnet masks (VLSM), when a network was 
subnetted there was only one subnet mask used for the whole block of 
addresses. The network 172.16.0.0 subnetted to /24 would consist of 256 
/24 subnets. Although this is reasonable for most subnets with users, it is 
wasteful for several types of links common in networks today (for example, 
loopbacks and point-to-point WAN links) and smaller networks at remote 
sites. VLSM allow you to use different masks per subnet and use address 
space efficiently.
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Use VLSM to:

•	 Create smaller subnets of fewer than 255 hosts for small WAN sites

•	 Create larger subnets of more than 255 hosts for large LANs

•	 Create very small subnets for WAN links

•	 Configure loopback addresses

VLSM Example 

Given the 192.168.5.0/24 network and requirements below, you can develop 
a subnetting plan with the use of VLSM: 

•	 Network A must support 80 hosts for users and devices at a remote site.

•	 Network B must support six hosts for a point-to-point WAN link support-
ing Hot Standby Router Protocol (HSRP).

•	 Network C must support two hosts for a T1 circuit to a remote site. 

•	 Network D must support a single address for a router loopback. 

The first step is to determine which mask allows the required number of 
hosts:

•	 Network A requires a /25 (255.255.255.128) mask to support 126 hosts 

•	 Network B requires a /29 (255.255.255.248) mask to support 6 hosts 

•	 Network C requires a /30 (255.255.255.252) mask to support 2 hosts 

•	 Network D requires a /32 (255.255.255.255) mask to support 1 address 

The easiest way to assign the subnets is to assign the largest first. For 
example, you can assign the subnets in this manner: 

•	 Network A—192.168.5.0/25 address range .0 to .127

•	 Network B—192.168.5.128/29 address range .128 to .135 

•	 Network C—192.168.5.136/30 address range .136 to .139 

•	 Network D—192.168.5.140/32 address of .140 

For specific information on IP addressing and VLSM, see “IP 
Addressing and Subnetting for New Users” at: http://www.cisco.
com/en/US/tech/tk365/technologies_tech_note09186a00800a67f5.
shtml.

Reader Tip

Summarization
Network summarization allows for the creation of a single summary route 
made up of a block of contiguous subnets. In a network with no summariza-
tion, a route for each subnet exists in the routing process on every router 
in the network. This can cause several problems: First, networks with large 
numbers of subnets will have a large number of routes, which can use a lot 
of memory and CPU and degrade performance on smaller routers. Second, 
every time a subnet is added or removed from a network, the routers in the 
network have to recompute the routing table. While the network reconverges 
to a stable state, IP traffic may not be routed properly. In a stable network, 
routes are not often added or removed. This is not an issue, but an unreli-
able WAN link or malfunctioning router can cause a route to “flap,” causing 
frequent reconvergence of the routing table and network instability. 

Figure 2 - Route summarization

2
0

4
6

The following routes:
 10.4.0.0/24
 10.4.1.0/24
 10.4.2.0/24
 10.4.3.0/24
 

Can be summarized
into a single route:

10.4.0.0/22

 
}

Summarization has a number of benefits. It reduces the size of the rout-
ing table, allowing the router to handle more routes. With fewer routes, 
the routing table reconverges faster, lessening the chance of suboptimal 
routing. Most importantly, a summary route will only be removed from the 
routing table if all of the routes it contains are removed—this means that any 
instability in the network behind the summary will not propagate to the rest 
of the network.

http://www.cisco.com/en/US/tech/tk365/technologies_tech_note09186a00800a67f5.shtml
http://www.cisco.com/en/US/tech/tk365/technologies_tech_note09186a00800a67f5.shtml
http://www.cisco.com/en/US/tech/tk365/technologies_tech_note09186a00800a67f5.shtml
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In smaller networks, summarization is often not necessary because of the 
small number of routes (although it can minimize the impact of unreliable 
WAN links, which is helpful in a network of any size). However, as an organi-
zation grows, the ability to summarize network routes allows the network to 
scale. 

An example of summarization from the network headquarters out to the 
remote-site locations is shown in Figure 3. Normal IP routing advertisement 
would have sent out seven routes in the routing table. With summarization, 
all seven routes are summarized back to the headquarters as a single route. 

Figure 3 - IP summarization at headquarters

2
0

4
7

10.4.48.0/24 Data Subnet
10.4.49.0/24 Data Subnet

10.4.0.0/24 Data Subnet
10.4.2.0/24 Voice Subnet
10.4.16.0/24 Wireless Data Subnet
10.4.20.0/24 Wireless Voice Subnet

Single Route 
Advertised as
10.4.0.0/18  

10.4.32.0/24 
Core Routing
Subnet

Server
Room

HQ Access 2

HQ Access 1

Summarization can be used anywhere the addressing is contiguous, but is 
most commonly used where many networks connect, like WAN aggregation 
points, or at the edge of a LAN where it connects to the WAN. It is often 
difficult to add summarization to existing networks if it was not planned for 
during the initial network design.

IP Multicast 
IP Multicast is a bandwidth conservation technology that reduces traffic and 
server loads by allowing a single stream of data (typically multimedia) on the 
network to be received by many users. 

Applications that take advantage of multicast technologies include: 

•	 Video conferencing

•	 Corporate communications

•	 Music on hold

•	 Distance learning

•	 Distribution of software, stock quotes, and news 

Internet Assigned Numbers Authority (IANA) has reserved the range of 
239.0.0.0/8 as administratively scoped addresses for use in private multicast 
domains. These addresses are similar to the reserved IP ranges defined 
in RFC 1918 in that they will not be assigned by IANA to any other group or 
protocol and are for private network use.

For more information on IP Multicast, please visit http://www.cisco.
com/go/multicast.

Reader Tip

Private IP Addressing 
IANA has reserved three blocks of addresses for use in private intranets.

     10.0.0.0        -   10.255.255.255 (10/8 prefix)
     172.16.0.0      -   172.31.255.255 (172.16/12 prefix)
     192.168.0.0     -   192.168.255.255 (192.168/16 prefix)

These network addresses are expected to be filtered by ISPs per the 
RFC so that the addresses are not routed on the public Internet. RFC 1918 
addresses, as they are commonly called, are reserved for organizations that 
want to build an internal TCP/IP network but either do not have, or do not 
want to use, public IP space. The supply of IPv4 addresses is dwindling at 
such a brisk rate that the only option for most organizations is to use RFC 
1918 addresses, and many organizations with publicly routable addresses 
are renumbering with private addresses and using the public addresses 
for external-facing services, or even selling them. For access to the Internet 
from privately addressed networks, organizations can use Network Address 
Translation (NAT) or Port Address Translation (PAT). These technologies 
allow for a small pool of public IP addresses to be used by a large number 
of privately addressed hosts. The downside of private addressing is that 
because any organization can use addresses from this space, it is possible 

http://www.cisco.com/go/multicast
http://www.cisco.com/go/multicast
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for more than one organization to use the same addresses. Normally this is 
not an issue because these addresses are not routed outside the organiza-
tion; however, when organizations merge with or are bought by other organi-
zations, they might have difficulty connecting their networks together. One 
group will be forced to renumber parts of their network or use NAT inside 
the network, which limits their free access to network resources inside the 
newly formed organization. 

Building an IP Addressing Plan
It is important to approach an IP addressing plan with the entire network 
in mind. Proper planning of IP address space across each of the layers 
is critical to ensuring that their interaction is seamless and integrated. 
Well-planned and documented IP address space can save many hours of 
troubleshooting time. 

Define Addressing Standards

Using consistent standards across the different locations simplifies network 
maintenance and troubleshooting. Create standards for IP address assign-
ments within each subnet range, and use them throughout the network. You 
may consider applying the following standards: 

•	 Create addresses for VLANs to match the third octet of the IP subnet 
plus 100. For example, x.x.71.x. is assigned VLAN 171. This results in a 
self-documenting design.

•	 Assign the first available addresses within a subnet to routers and HSRP 
virtual addresses. Routers may be assigned the .2 and .3 addresses, and 
the HSRP address assigned the .1 address. 

•	 Reserve a small block of addresses for devices that may need static IP 
addresses (for example, printers).

•	 Use the remaining addresses for a Dynamic Host Configuration Protocol 
(DHCP) pool. For example, if the subnet is a /24 with 254 available 
address assignments for hosts, the DHCP pool could be .10 through 
.254. 

Using a consistent, meaningful naming convention for Domain Name System 
(DNS) for network and endpoints makes management easier. Include the 
device type, site name, and interface or network information in the DNS 
name; this allows you to easily access and identify devices in the network.

Identify DHCP ranges and add them to DNS, including the location of the 
users. This range may be a portion of the IP address or a physical location. 
An example might be dhcp-bldg-c2-10 to dhcp-bldg-c2-254, which identi-
fies IP addresses in building C, second floor.

IP Address Range Selection

Determine which address space to use by evaluating user and server 
requirements. For most organizations, private addressing is the only avail-
able option; this discussion assumes you are using RFC 1918 addressing.

The 192.168.0.0 range is used by many network equipment vendors for 
consumer and home devices. This address range has the lowest number 
of available addresses, a single /16, which can be quickly consumed in a 
growing organization. In addition, because this range is so commonly used, 
the likelihood of overlap is high when organizations merge. The 172.16.0.0/12 
range is larger, equal to sixteen /16 networks, and most midsize and enter-
prise organizations could fit their network in this space. The 172.16.0.0/12 
range is also less commonly used in consumer devices, so the risk of 
overlap or duplicate addressing is slightly lower. The 10.0.0.0/8 range is 
the largest, and all but the largest organizations could address their entire 
network inside this range easily.

When addressing a new network, there may be an advantage to starting 
somewhere other than the beginning of an address range. If organizations 
merge networks, it is more likely that there will be overlap if you use 10.0.0.0, 
but there is no guarantee that picking addresses randomly prevents overlap. 
It is more helpful in this scenario if your address space is from an easy-to-
summarize block, say 10.192.0.0/12, and well documented.

Allocate IP Space 

Carefully define the size of the IP space that will use public addresses, 
because it is available only in a finite amount. Be sure to take into account 
the following: 

•	 Private addresses are not constrained.

•	 For ease of use, you should use /24 mask for user subnets. 

•	 End devices always grow in number, so there is no reason to set a low 
limit on the number of private addresses, which are readily available. 

•	 WAN connections have much smaller requirements for IP addresses. In 
general, a point-to-point network connection between two sites has two 
IP addresses in use. If HSRP is used with redundant routes on each side, 
the number of addresses increases to six—three for each side of the 
link. 

 ◦ /30 subnet mask allows for two usable IP addresses 

 ◦ /29 subnet allows for six usable IP addresses 
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Reserve a subnet for physical security. Security requirements can be as 
simple as a subnet to control door access to a building or something more 
complex like video surveillance for the entire building. Even if physical secu-
rity is not required at the initial setup, you should still complete this step.

Reserve a subnet for facilities. This subnet addresses physical plant require-
ments such as remote power control, air conditioning, and facilities monitor-
ing, which can now be monitored with new technology on the IP network. 

Allocate public addresses for all production networks in the demilitarized 
zone (DMZ), which is the network or networks situated between an ISP edge 
router and corporate firewalls. An alternative is to use NAT. 

Allocate a subnet for remote access, which is generally set up as a virtual 
private network (VPN). 

Allocate a subnet for network management to provide access to network 
devices such as Ethernet switches, firewalls, routers, etc. This subnet allows 
for easy management with a separate logical network. Cisco SBA uses VLAN 
1 for management of network devices. 

Create a loopback address to make it easier to manage a single address for 
a router that has multiple interfaces. 

Loopbacks:

•	 Are always up. 

•	 Are reachable even if a single interface goes down when the router has 
multiple interfaces.

•	 Can provide a single source address for voice applications, network 
management, routing, etc. 

•	 Give continuity to a voice gateway in a router. If the voice gateway is 
configured for the WAN interface and the WAN interface goes down, 
the voice gateway also goes down. Loopbacks prevent these problems 
because they stay up as long as the router stays up and is reachable 
over an interface. 

•	 Need to be advertised by the IP routing protocol.

Loopback interfaces can be assigned an address of /24 or up to a single /32 
(be sure to use summarization if you are using /32 loopbacks). Configure 
loopback interfaces as the source IP address for traps, Secure Shell (SSH) 
Protocol, and Simple Network Management Protocol (SNMP).

Documentation

Document the entire IP address space in a worksheet showing site-allo-
cation, usage, and available subnets for each subnet size within the block, 
along with summary addresses for each particular block of addresses. 

An example of a simple IP addressing worksheet is available in Appendix A, 
in this guide. 

Maintaining and Growing Network Space 
After the IP addressing plan is in place, you are ready to resolve situations 
as they come up. The following procedures explain how to handle some of 
the special situations you may encounter. 

Overlay Networks

When adding devices to a network for a new service, sometimes it is help-
ful to overlay a new private IP address range on an existing IP addressing 
scheme. This can help solve scalability issues with an addressing plan that 
was not designed to accommodate enough subnets and hosts for each site 
to support a new service. A common scenario is adding voice to an existing 
data network. In a network that is currently numbered with 192.168.0.0/16, 
a voice subnet could be added to each site from the 10.0.0.0/8 or 
172.16.0.0/16 blocks. This is simpler than renumbering the sites to include a 
voice subnet, and has the added benefit that voice traffic is easily identifi-
able. A simple mask covering all 172.16.0.0/16 or 10.0.0.0/8 addresses could 
be used to classify voice traffic across all sites for a QoS or security policy.

In Figure 4, the two existing remote sites have wired and wireless data net-
works, and you need to add voice. There are no addresses available in the 
192.168.0.0 subnet space at the sites. To keep from renumbering the WAN, a 
voice subnet is overlaid in a 10.x.x.x address range at each site, highlighted 
in red in the illustration.
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Figure 4 - Voice overlay subnets
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In this example, you could use subnets from 10.1.0.0/16 for all of the remote 
sites. This makes it easy to apply policy to the voice network.

Resolve Overlapping Address Ranges 

When address ranges overlap in a network, it is commonly due to one of two 
reasons.

In the first scenario, the ranges are the same but the subnets do not overlap, 
as seen in Figure 5. This is really a result of over-summarization in the 
routing table. Removing the summarized routes from the remote-site router 
allows all hosts to communicate properly. This is not optimal because it 
means that the address space at the sites is not contiguous, but at least 
hosts at each site can communicate. Optionally, the addresses at the remote 
site could be renumbered into a new range that doesn’t overlap with the 
10.4.0.0/19 space at the headquarters site, and a new summary route could 
be added to the remote site router. 

Figure 5 - Overlapping IP address space, non conflicting
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In the second scenario, the same subnets have been allocated to two sites, 
as shown in Figure 6. This is a much more serious issue, because hosts on 
these networks will not be able to communicate properly on the network. 
The duplicate networks need to be readdressed with addresses that are not 
being used anywhere else in the network. If you need a temporary quick fix, 
you can use NAT to readdress the duplicate networks at the remote site to 
an unused address block on the network so they can communicate with the 
rest of the network. To make the NAT fix work, you must remove the duplicate 
networks from the routing table so they are not advertised into the network.

Figure 6 - Overlapping IP address space, conflicting
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Increase the Number of IP Addresses 

As an organization grows, so does its need for IP addresses. Ideally, growth 
would be built into the organization’s addressing plan, but because you can-
not build in infinite growth or see into the future, it often becomes necessary 
to add address space to a network.

A simple way to add space to an existing subnet is to move bits from the net-
work portion of the subnet to the host portion. For example, by changing the 
subnet mask from /24 to /23, the number of supported hosts in the subnet is 
doubled. This approach works if the adjacent subnet is available. You need 
to reconfigure the router interface for the new mask and update the DHCP 
scope for the network to reflect the new address space. After the change, 
it may be necessary to have clients release and renew their addresses or 
reboot so that they have the correct information from the DHCP server.

If there are no adjacent address blocks, there are two options:

•	 You can provision a new block of addresses that is large enough to 
handle the entire site, and the site can be renumbered. This has the 
advantage that addresses from that site are easily recognized and the 
whole site can be advertised to the rest of the network by using a single 
route summary.

•	 You can add a new block of addresses to the site. This is typically easier, 
because most of the subnets at the site will probably not have to be 
readdressed. This causes more routes to be advertised from the site out 
to the rest of the network, which typically is not a problem if the number 
of sites is small. If this is done on a large scale, adding hundreds of 
entries to the routing table, it can cause memory issues on older routers 
or stability issues on routers that do not have enough CPU to process a 
large number of routes.

Merge with Another Organization 

When two organizations combine networks, there are several scenarios 
that might occur. The organization being connected to your network could 
be using addressing in a completely different block than yours, as shown in 
Figure 7. This is the simplest case to deal with. The networks can be con-
nected and summarized routes advertised between the networks with very 
little risk that any issues will arise.

Figure 7 - Merging with a different IP address space
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As the new organization sites are migrated into the existing network design, 
they can be renumbered into the existing IP addressing plan or the plan can 
be expanded to accommodate more sites as needed.

The second scenario is when the new organization has addresses that are in 
the same block as your organization but there are no overlapping networks. 
For example, both groups could have used addresses from the block 
10.0.0.0/8, making it difficult to send a single summary route between the 
networks without running into the over-summarization issue discussed in the 
previous section. The risk in this scenario is that you would potentially need 
to send most or all of the new organization’s routes into your network unsum-
marized, which could cause issues on older routers with less memory or 
slow CPUs. You can minimize the impact by having good summarization in 
the existing network. After the networks are connected, the overlapping net-
works can be renumbered so that you can implement proper summarization.

The last and most difficult scenario to deal with is when there are duplicate 
addresses in use on both networks. When this occurs, it is often impossible 
to renumber the segments before you need to connect the networks, but 
you will need a temporary solution because the networks will not function 
properly unless something is done. You can use NAT at the peering point 
between the two networks to hide the overlapping addresses as a tempo-
rary fix until the networks can be readdressed. 
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For more information on IP addressing, please see the following 
resources: 

Routing and Switching Best Practices: How Cisco IT Deploys IP 
Addressing in the Enterprise, http://www.cisco.com/web/about/cis-
coitatwork/downloads/ciscoitatwork/pdf/Cisco_IT_IP_Addressing_
Best_Practices.pdf 

Configuration Management: Best Practices White Paper http://
www.cisco.com/en/US/tech/tk869/tk769/technologies_white_
paper09186a008014f924.shtml 

Reader Tip

http://www.cisco.com/web/about/ciscoitatwork/downloads/ciscoitatwork/pdf/Cisco_IT_IP_Addressing_Best_Practices.pdf
http://www.cisco.com/web/about/ciscoitatwork/downloads/ciscoitatwork/pdf/Cisco_IT_IP_Addressing_Best_Practices.pdf
http://www.cisco.com/web/about/ciscoitatwork/downloads/ciscoitatwork/pdf/Cisco_IT_IP_Addressing_Best_Practices.pdf
http://www.cisco.com/en/US/tech/tk869/tk769/technologies_white_paper09186a008014f924.shtml
http://www.cisco.com/en/US/tech/tk869/tk769/technologies_white_paper09186a008014f924.shtml
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Managing IP Addresses 

With proper planning, the IP network will be more organized, easier to set up, 
and easier to troubleshoot.

IP Addressing in Cisco SBA
Cisco SBA uses the 10.0.0.0/8 and 192.168.0.0/16 address ranges. Your IP 
space requirements determine the range or ranges of addresses you imple-
ment. These same examples can apply to public address range, but most 
midsize organizations will likely deploy private addresses internally and use 
public addresses from an ISP when connecting to a public network such as 
the Internet. 

Cisco SBA uses RFC1918 IP addresses 10.4.0.0/15 to cover the following 
main sections of the network: 

•	 Headquarters 

•	 WAN 

•	 Remote sites

•	 Server room

•	 Regional site 

•	 Security 

•	 Voice 

The Internet DMZ uses addresses from the 192.168.0.0/16 block.

The chosen address space is allocated in contiguous IP address blocks to 
each of these areas to allow for easy IP summarization: 

•	 Headquarters is assigned addresses in the 10.4.0.0/18 block, allowing 
for 64/24 subnets. 

•	 The regional site is assigned a separate block. 

•	 Remote sites are assigned a block of 8 /24 subnets.  

•	 For the network foundation, the following guidelines apply: 

 ◦ Data subnets are required for wired and wireless users. 

 ◦ Wireless access may require additional subnets for guest access.

 ◦ Subnets for end-user access are commonly specified as /24 or 
/23, and allow for 254 hosts or 510 hosts, respectively, with a single 
address reserved for the default gateway.

 ◦ Voice subnets are separate from data networks to simplify configu-
ration of QoS and to avoid having IP phones contribute to the lack of 
space on data subnets that are already heavily populated.

 ◦ One subnet for wired data and one subnet for wireless allows for 
flexibility. Subnets can be /24 or /23, and allow for 254 hosts or 510 
hosts, respectively, with a single address reserved for the default 
gateway. 

Table 2 presents an example of IP address assignment and summarization. 

In Figure 8 following the table, you can find a diagram of Cisco SBA with 
sample IP subnet assignment and summarization. Summarization can be 
extrapolated to each remote site and across the LAN as required. To add 
another remote site, simply assign another block of eight /24 subnets. For 
example, the second remote site would be assigned the address block 
10.5.8.0/21. 
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Table 2 -  Cisco SBA assigned IP addresses

Location VLAN Subnet Department
Summary 
address

Headquarters 10.4.0.0/18

100 10.4.0.0/24 HQ Wired 
Data

102 10.4.2.0/24 HQ Wired 
Voice

104 10.4.4.0/24 HQ Wired 
Data

106 10.4.6.0/24 HQ Wired 
Voice

115 10.4.15.0/25 HQ 
Management

116 10.4.16.0/22 HQ Wireless 
Data

120 10.4.20.0/22 HQ Wireless 
Voice

127 10.4.27.0/25 Internet Edge

132 10.4.32.0/24 HQ WAN

148-63 10.4.48.0/24 HQ Server 
Room

Remote Site 1 10.5.0.0/21

N/A 10.5.0.0/21 Infrastructure

64 10.5.4.0/24 Wired Data

65 10.5.2.0/24 Wireless Data

69 10.5.5.0/24 Wired Voice

70 10.5.3.0/24 Wireless 
Voice

Guest & DMZ 192.168.64.0/19

1164 192.168.64.0/24 Internet DMZ

1176 192.168.76.0/22 Guest 
Wireless



14Managing IP Addresses August 2012 Series

Figure 8 - Cisco SBA design with assigned IP addresses and summarization
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Appendix A: Subnet Design Worksheet for Cisco SBA 

Location VLAN Subnet Department Summary address
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