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Preface

* Audience, on page xi

+ Conventions, on page xi

* Related Cisco UCS Documentation, on page xiii
» Documentation Feedback, on page xiii

Audience

This guide is intended primarily for data center administrators with responsibilities and expertise in one or
more of the following:

* Server administration
* Storage administration
* Network administration

* Network security

Conventions

Text Type Indication

GUI elements GUI elements such as tab titles, area names, and field labels appear in this font.

Main titles such as window, dialog box, and wizard titles appear in this font.

Document titles Document titles appear in this font.

TUI elements In a Text-based User Interface, text the system displays appears in this font.

System output Terminal sessions and information that the system displays appear in this
font.

CLI commands CLI command keywords appear in this font.

Variables in a CLI command appear in this font.

[ Elements in square brackets are optional.

Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3 .
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Text Type Indication

{xly|z} Required alternative keywords are grouped in braces and separated by vertical
bars.

[x|y]|z] Optional alternative keywords are grouped in brackets and separated by vertical
bars.

string A nonquoted set of characters. Do not use quotation marks around the string or

the string will include the quotation marks.

<> Nonprinting characters such as passwords are in angle brackets.
[] Default responses to system prompts are in square brackets.
L# An exclamation point (!) or a pound sign (#) at the beginning of a line of code

indicates a comment line.

Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the
document.

Je

Tip  Means the following information will help you solve a problem. The tips information might not be
troubleshooting or even an action, but could be useful information, similar to a Timesaver.

Timesaver Means the described action savestime. You can save time by performing the action described in the paragraph.

A

Caution Means reader be careful. In this situation, you might perform an action that could result in equipment damage
or loss of data.

A

Warning IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work
on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard
practices for preventing accidents. Use the statement number provided at the end of each warning to locate
its translation in the translated safety warnings that accompanied this device.

SAVE THESE INSTRUCTIONS
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Related Cisco UCS Documentation

Documentation Roadmaps

For a complete list of all B-Series documentation, see the Cisco UCSB-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/overview/
guide/UCS_roadmap.html

For a complete list of all C-Series documentation, see the Cisco UCSC-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/overview/
guide/ucs_rack roadmap.html.

For information on supported firmware versions and supported UCS Manager versions for the rack servers
that are integrated with the UCS Manager for management, refer to Release Bundle Contents for Cisco UCS
Software.

Documentation Feedback

To provide technical feedback on this document, or to report an error or omission, please send your comments
to ucs-docfeedback@external.cisco.com. We appreciate your feedback.
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CHAPTER 1

New and Changed Information for This Release

* New and Changed Information for This Release, on page 1

New and Changed Information for This Release

New in Release 4.3(2c)

Cisco UCS X410c M7 Compute Node

The Cisco UCS X410c M7 Compute Node is the first 4-socket 4th Gen Intel” Xeon" Scalable Processors
computing device to integrate into the Cisco UCS X-Series Modular System. Up to four compute nodes or
two compute nodes and two GPU nodes can reside in the 7-rack-unit (7RU) Cisco UCS X9508 Server Chassis,
offering high performance and efficiency gains for a wide range of mission-critical enterprise applications,
memory-intensive applications and bare-metal and virtualized workloads.

The Cisco UCS X410c M7 Compute Node provides these main features:

» CPU: Four 4th Gen Intel Xeon Scalable Processors with up to 60 cores per processor
* Memory: Up to 16TB of main memory with 64x 256 GB DDR5-4800 Memory DIMMs

» Storage: Up to six hot-pluggable solid-state drives (SSDs), or non-volatile memory express (NVMe)
2.5-inch drives with a choice of enterprise-class RAID or passthrough controllers, up to two M.2 SATA
drives with optional hardware RAID

» mLOM virtual interface cards:

* Cisco UCS VIC 15420 occupies the server's modular LAN on motherboard (mLOM) slot, enabling
up to 50 Gbps of unified fabric connectivity to each of the chassis’s intelligent fabric modules (IFMs)
for 100 Gbps connectivity per server.

* Cisco UCS VIC 15231 occupies the server's modular LAN on motherboard (mLOM) slot, enabling
up to 100 Gbps of unified fabric connectivity to each of the chassis’s intelligent fabric modules
(IFMs) for 100 Gbps connectivity per server.

* Cisco UCS VIC 15230 (with secure boot feature) occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 100 Gbps of unified fabric connectivity to each of the chassis’s
intelligent fabric modules (IFMs) for 100 Gbps connectivity per server.

* Optional mezzanine card:

Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3 .
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* Cisco UCS 5th Gen VIC 15422 can occupy the server's mezzanine slot at the bottom rear of the
chassis. This card's I/O connectors link to Cisco UCS X-Fabric technology. An included bridge card
extends this VIC's 2x 50 Gbps of network connections through IFM connectors, bringing the total
bandwidth to 100 Gbps per fabric (for a total of 200 Gbps per server).

* Cisco UCS PCI Mezz card for Cisco UCS X-Fabric can occupy the server's mezzanine slot at the
bottom rear of the chassis. This card's I/O connectors link to Cisco UCS X-Fabric modules and
enable connectivity to the Cisco UCS X440p PCle Node.

* All VIC mezzanine cards also provide I/O connections from the X410c M7 compute node to the
X440p PCIe node.

* Security: The server supports an optional trusted platform module (TPM). Additional features include a
secure boot FPGA and ACT?2 anti-counterfeit provisions.

Cisco UCS VIC Cards
Following Cisco UCS VIC Cards are supported from release 4.3(2¢c) onwards:

* Cisco UCS VIC 15427—The Cisco UCS VIC 15427 is a Quad Port CNA MLOM, 4 x 10/25/50G with
Secure Boot for Cisco UCS C-Series M6 and M7 servers.

* Cisco UCS VIC 15230—The Cisco UCS VIC 15230 is a MLOM with Secure Boot for Cisco UCS X210c¢
M6, X210c M7, and X410c M7 servers.

« Cisco UCS VIC 15237 MLOM—The Cisco UCS VIC 15237 MLOM is a MLOM, 2x40/100/200G with
Secure Boot for Cisco UCS C-Series M6 and M7 servers.

New in Release 4.3(2b)

Cisco UCS X210c M7 Compute Node

The Cisco UCS X210c M7 Compute Node is the second generation of compute node to integrate into the
Cisco UCS X-Series Modular System. It delivers performance, flexibility, and optimization for deployments
in data centers, in the cloud, and at remote sites. This enterprise-class server offers market-leading performance,
versatility, and density without compromise for workloads. Up to eight compute nodes can reside in the
7-rack-unit (7RU) Cisco UCSX-9508 Chassis, offering one of the highest densities of compute, I/0, and
storage per rack unit in the industry.

The Cisco UCS X210c M7 Compute Node provides these main features:

» CPU: Up to 2x 4th Gen Intel” Xeon” Scalable Processors with up to 60 cores per processor and up to
2.625 MB Level 3 cache per core and up to 112.5 MB per CPU.

* Memory: Up to 8TB of main memory with 32x 256 GB DDR5-4800 DIMMs.

» Storage: Up to six hot-pluggable, solid-state drives (SSDs), or non-volatile memory express (NVMe)
2.5-inch drives with a choice of enterprise-class redundant array of independent disks (RAIDs) or
passthrough controllers, up to two M.2 SATA and M.2 NVMe drives with optional hardware RAID.

* Optional front mezzanine GPU module: The Cisco UCS front mezzanine GPU module is a passive PCle
Gen 4.0 front mezzanine option with support for up to two U.2 NVMe drives and two HHHL GPUs.

« mLOM virtual interface cards:

. Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3
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* Cisco UCS Virtual Interface Card (VIC) 15420 occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 50 Gbps of unified fabric connectivity to each of the chassis intelligent
fabric modules (IFMs) for 100 Gbps connectivity per server.

* ° Cisco UCS Virtual Interface Card (VIC) 15231 occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 100 Gbps of unified fabric connectivity to each of the chassis intelligent
fabric modules (IFMs) for 100 Gbps connectivity per server.

* Optional mezzanine card:

« Cisco UCS 5™ Gen Virtual Interface Card (VIC) 15422 can occupy the server's mezzanine slot at
the bottom rear of the chassis. This card's I/O connectors link to Cisco UCS X-Fabric technology.
An included bridge card extends this VIC's 2x 50 Gbps of network connections through IFM
connectors, bringing the total bandwidth to 100 Gbps per fabric (for a total of 200 Gbps per server).

* Cisco UCS PCI Mezz card for X-Fabric can occupy the server's mezzanine slot at the bottom rear
of the chassis. This card's I/O connectors link to Cisco UCS X-Fabric modules and enable connectivity
to the Cisco UCS X440p PCle Node.

* All VIC mezzanine cards also provide I/O connections from the X210c M7 compute node to the
X440p PCle Node.

* Security: The server supports an optional trusted platform module (TPM). Additional features include a
secure boot FPGA and ACT2 anti-counterfeit provisions.

Cisco UCS X210c M6 Compute Node

The Cisco UCS X210c M6 Compute Node is the first computing device to integrate into the Cisco UCS
X-Series Modular System. Up to eight compute nodes can reside in the 7-Rack-Unit (7RU) Cisco UCS X9508
Chassis, offering one of the highest densities of compute, 1/O, and storage per rack unit in the industry.

The Cisco UCS X210c M6 Compute Node provides these main features:

» CPU: Up to 2x 3rd Gen Intel” Xeon” Scalable Processors with up to 40 cores per processor and 1.5 MB
Level 3 cache per core

* Memory: Up to 32x 256 GB DDR4-3200 DIMM s for up to 8 TB of main memory. Configuring up to
16x 512-GB Intel Optane persistent memory DIMMs can yield up to 12 TB of memory.

* Storage: Up to 6 hot-pluggable, solid-state drives (SSDs), or non-volatile memory express (NVMe)
2.5-inch drives with a choice of enterprise-class redundant array of independent disks (RAIDs) or
pass-through controllers with four lanes each of PCle Gen 4 connectivity and up to 2 M.2 SATA drives
for flexible boot and local storage capabilities

* Optional front mezzanine GPU module: The Cisco UCS Front Mezzanine GPU module is a passive PCle
Gen 4 front mezzanine option with support for up to two U.2 NVMe drives and two GPUs.

« mLOM virtual interface cards:

* Cisco UCS Virtual Interface Card (VIC) 14425 occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 50 Gbps of unified fabric connectivity to each of the chassis intelligent
fabric modules (IFMs) for 100 Gbps connectivity per server.

* Cisco UCS VIC 15231 occupies the server's modular LAN on motherboard (mLOM) slot, enabling
up to 100 Gbps of unified fabric connectivity to each of the chassis intelligent fabric modules (IFMs)
for 100 Gbps connectivity per server.

Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3 .
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* Cisco UCS VIC 15420 occupies the server's modular LAN on motherboard (mLOM) slot, enabling
up to 100 Gbps of unified fabric connectivity to each of the chassis intelligent fabric modules (IFMs)
for 100 Gbps connectivity per server.

* Optional mezzanine card:

* Cisco UCS VIC 14825 can occupy the server's mezzanine slot at the bottom rear of the chassis.
This card's I/O connectors link to Cisco UCS X-Fabric technology. An included bridge card extends
this VIC's 2x 50 Gbps of network connections through IFM connectors, bringing the total bandwidth
to 100 Gbps per fabric (for a total of 200 Gbps per server).

* Cisco UCS VIC 15422 X-Series mezz (UCSX-ME-V5Q50G) 4x25G can occupy the server's
mezzanine slot at the bottom rear of the chassis. This card's I/O connectors link to Cisco UCS
X-Fabric technology. An included bridge card extends this VIC's 2x 50 Gbps of network connections
through IFM connectors, bringing the total bandwidth to 100 Gbps per fabric (for a total of 200
Gbps per server).

* Cisco UCS PCI Mezz card for X-Fabric can occupy the server's mezzanine slot at the bottom rear
of the chassis. This card's I/O connectors link to Cisco UCS X-Fabric modules and enable connectivity
to the X440p PCle Node.

* Security: The server supports an optional trusted platform module (TPM). Additional features include a
secure boot FPGA and ACT?2 anti-counterfeit provisions

Cisco UCS C240 M7 Server

The Cisco UCS C240 M7 Server is well-suited for a wide range of storage and I/O-intensive applications
such as big data analytics, databases, collaboration, virtualization, consohdatlon and hlgh performance
computing in its two-socket, 2RU form factor. It incorporates the 4th Gen Intel” Xeon” Scalable Processors
with up to 60 cores per socket.

In addition to the advanced features, the server is also equipped with the PCle Gen 5.0 for high-speed /O, a
DDRS5 memory bus, and expanded storage capabilities (up to 32 DDRS5 DIMMs for up to 8 TB of capacity
using 128 GB DIMMs (16 DIMMs per socket)) and delivers sigficant performance and efficiency gains that
will improve your application performance.

You can deploy the Cisco UCS C-Series Rack Servers as standalone servers or as part of the Cisco Unified
Computing System managed by Cisco Intersight or Intersight Managed Mode.

Cisco UCS C220 M7 Server

The Cisco UCS C220 M7 Server is a versatile general-purpose infrastructure and application server. This
high-density, 1RU, 2-socket rack server delivers industry-leading performance and efficiency for a wide range
of workloads including virtualization, collaboration, and bare-metal applications. It incorporates the 4th Gen
Intel” Xeon" Scalable Processors, with up to 52 cores per socket. With advanced features such as Intel
Advanced Matrix Extensions (AMX), Data Streaming Accelerator (DSA), In-Memory Analytics Accelerator
(IAA), and QuickAssist Technology (QAT), the server offers significant performance improvements.

In addition to the advanced features, the server is also equipped with the PCle Gen 5.0 for high-speed 1/0, a
DDRS memory bus, and expanded storage capabilities (up to 32 DDRS5 DIMMs for up to 4 TB of capacity
using 128 GB DIMMs (16 DIMMs per socket)).

You can deploy the Cisco UCS C-Series rack servers as standalone servers or as part of the Cisco Unified
Computing System™ with the Cisco Intersight Infrastructure Service cloud-based management platform.

. Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3
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These computing innovations help reduce Total Cost of Ownership (TCO) and increase their business agility.
These improvements deliver significant performance and efficiency gains that improve your application
performance.

Intelligent Fabric Module (IFM for Cisco UCS X-Series Servers)

Beginning with release 4.3(2a), Cisco UCS Manager supports Cisco UCS X9508 server chassis with Cisco
UCS X-Series servers. Cisco UCS X-Series servers support Intelligent Fabric Modules (IFM), which function
similarly to the Input/Output Module (IOM) in Cisco UCS B-Series servers. This guide uses the term IOM
to refer both IOM and IFM.

New Cisco UCS VIC Cards
Following new Cisco VIC cards are supported in this release:

* Cisco UCS VIC 15425
* Cisco UCS VIC 15235
» Cisco UCS VIC 15420
+ Cisco UCS VIC 15231
* Cisco UCS VIC 14425
* Cisco UCS VIC 15422
* Cisco UCS VIC 14825
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* System Monitoring Overview, on page 7
* The Cisco UCS Manager Core and Fault Generation, on page 8
* Cisco UCS Manager User CLI Documentation, on page 10

System Monitoring Overview

This guide describes how to configure and use system monitoring to manage a Cisco UCS Manager
environment.

Cisco UCS Manager can detect system faults: critical, major, minor, and warnings. We recommend that:

* You monitor all faults of either critical or major severity status, as immediate action is not required for
minor faults and warnings.

* You monitor faults that are not of type Finite State Machine (FSM), as FSM faults will transition over
time and resolve.

This guide covers the following information:
* System Log

* System logs including faults, failures, and alarm thresholds (Syslog)
* The three types of Syslogs: Fault, Event, and Audit logs

¢ The Global Fault Policy and settings that control Syslogs

*» System Event Log

* System hardware events for servers and chassis components and their internal components (System
Event Log [SEL] logs)

» The SEL policy that controls SEL logs

* Simple Network Management Protocol

* SNMP for monitoring devices from a central network management station and the host and user
settings

* Fault suppression policies for SNMP traps, Call Home notifications, and specific devices

Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3 .
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* Core File Exporter and logs, such as Syslog, Audit Log, and the System Event Log

» Statistics Collection and Threshold Policies for adapters, chassis, host, ports, and servers
* Call Home and Smart Call Home Cisco embedded device support

» Hardware monitoring using the Cisco UCS Manager user interface

* Traffic Monitoring sessions for analysis by a network analyzer

* Cisco Netflow Monitor for IP network traffic accounting, usage-based network billing, network planning,
security, Denial of Service monitoring capabilities, and network monitoring

The Cisco UCS Manager Core and Fault Generation

The Cisco UCS Manager core is made up of three elements, which are the Data Management Engine,
Application Gateway, and user accessible northbound interface. The northbound interface comprises of SNMP,
Syslog, XML API, and UCSM CLI.

You can monitor the Cisco UCS Manager servers through XML API, SNMP, and Syslog. Both SNMP and
Syslog are interfaces used only used for monitoring as they are read-only, so no configuration changes are
allowed from these interfaces. Alternatively, the XML API is a monitoring interface that is read-write, which
allows you to monitor Cisco UCS Manager, and change the configuration if needed.

. Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3
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Figure 1: Cisco UCS Manager Core and Monitoring Interfaces
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Data Management Engine (DME)

The DME is the center of the Cisco UCS Manager system, which maintains:

* The Cisco UCS XML database which houses the inventory database of all physical elements (blade and
rack mount servers, chassis, modules, and fabric interconnects).

* The logical configuration data for profiles, policies, pools, VNIC, and vHBA templates.

* The various networking-related configuration details like VLANs, VSANS, port channels, network
uplinks, and server downlinks.

The DME monitors:
* The current health and state of all components of all physical and logical elements in a Cisco UCS domain.

* The transition information of all Finite State Machine (FSM) tasks occurring.

Only the current information of inventory, health, and configuration data of the managed endpoints are stored
in the Cisco UCS XML database resulting in near real time. By default the DME does not store a historical
log of faults that have occurred on a Cisco UCS domain. As fault conditions are raised on the endpoints, the
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DME creates faults in the Cisco UCS XML database. As those faults are mitigated, the DME clears and
removes the faults from the Cisco UCS XML database.

Application Gateway (AG)

Application Gateways are software agents that communicate directly with the endpoints to relay the health
and state of the endpoints to the DME. AG-managed endpoints include servers, chassis, modules, fabric
extenders, fabric interconnects, and NX-OS. The AGs actively monitor the server through the IPMI and SEL
logs using the Cisco Integrated Management Controller (CIMC). They provide the DME with the health, state,
configuration, and potential fault conditions of a device. The AGs manage configuration changes from the
current state to the desired state during FSM transitions when changes are made to the Cisco UCS XML
database.

The module AG and chassis AG communicate with the Chassis Management Controller (CMC) to get
information about the health, state, configuration, and fault conditions observed by the CMC. The fabric
interconnect NX-OS AG communicates directly with NX-OS to get information about the health, state,
configuration, statistics, and fault conditions observed by NX-OS on the fabric interconnects. All AGs provide
the inventory details to the DME about the endpoints during the various discovery processes. The AGs perform
the state changes necessary to configure an endpoint during FSM-triggered transitions, monitor the health
and state of the endpoints, and notify the DME of any faults.

Northbound Interfaces

The northbound interfaces include SNMP, Syslog, CLI, and XML API. The XML API present in the Apache
webserver layer sends login, logout, query, and configuration requests using HTTP or HTTPS. SNMP and
Syslog are both consumers of data from the DME.

SNMP informs and traps are translated directly from the fault information stored in the Cisco UCS XML
database. SNMP GET requests are sent through the same object translation engine in reverse, where the DME
receives a request from the object translation engine. The data is translated from the XML database to an
SNMP response.

Syslog messages use the same object translation engine as SNMP, where the source of the data (faults, events,
audit logs) is translated from XML into a Cisco UCS Manager-formatted Syslog message.

Cisco UCS Manager User CLI Documentation

Cisco UCS Manager offers you a set of smaller, use-case based documentation described in the following

table:
Guide Description
Cisco UCS Manager Getting Started Guide Discusses Cisco UCS architecture and Day 0
operations, including Cisco UCS Manager initial
configuration, and configuration best practices.
Cisco UCS Manager Administration Guide Discusses password management, role-based access

configuration, remote authentication, communication
services, CIMC session management, organizations,
backup and restore, scheduling options, BIOS tokens
and deferred deployments.
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Guide

Description

Cisco UCS Manager Infrastructure Management
Guide

Discusses physical and virtual infrastructure
components used and managed by Cisco UCS
Manager.

Cisco UCS Manager Firmware Management Guide

Discusses downloading and managing firmware,
upgrading through Auto Install, upgrading through
service profiles, directly upgrading at endpoints using
firmware auto sync, managing the capability catalog,
deployment scenarios, and troubleshooting.

Cisco UCS Manager Server Management Guide

Discusses the new licenses, registering Cisco UCS
domains with Cisco UCS Central, power capping,
server boot, server profiles and server-related policies.

Cisco UCS Manager Storage Management Guide

Discusses all aspects of storage management such as
SAN and VSAN in Cisco UCS Manager.

Cisco UCS Manager Network Management Guide

Discusses all aspects of network management such
as LAN and VLAN connectivity in Cisco UCS
Manager.

Cisco UCS Manager System Monitoring Guide

Discusses all aspects of system and health monitoring
including system statistics in Cisco UCS Manager.

Cisco UCS S3260 Server Integration with Cisco UCS
Manager

Discusses all aspects of management of UCS S-Series
servers that are managed through Cisco UCS Manager.
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CHAPTER 3

Syslog

* Syslog, on page 13
* Enabling Syslog Messages to Store In a Local File, on page 14

Cisco UCS Manager generates system log, or syslog messages to record the following incidents that take
place in the Cisco UCS Manager system:

* Routine system operations
* Failures and errors

» Critical and emergency conditions

There are three kinds of syslog entries: Fault, Event, and Audit.

Each syslog message identifies the Cisco UCS Manager process that generated the message and provides a
brief description of the operation or error that occurred. The syslog is useful both in routine troubleshooting,
incident handling, and management.

Cisco UCS Manager collects and logs syslog messages internally. You can send them to external syslog
servers running a syslog daemon. Logging to a central syslog server helps in aggregation of logs and alerts.
Some syslog messages to monitor include, DIMM problems, equipment failures, thermal problems, voltage
problems, power problems, high availability (HA) cluster problems, and link failures.

)

Note

traps are generated for the threshold fault events.

The FSM faults, threshold faults, and unresolved policy events are not sent to syslog server. However, SNMP

Syslog messages contain an event code and fault code. To monitor syslog messages, you can define syslog
message filters. These filters can parse the syslog messages based on the criteria you choose. You can use the
following criteria to define a filter:

* By event or fault codes: Define a filter with a parsing rule to include only the specific codes that you
intend to monitor. Messages that do not match these criteria are discarded.
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* By severity level: Define a filter with a parsing rule to monitor syslog messages with specific severity
levels. You can set syslog severity levels individually for OS functions, to facilitate logging and display
of messages ranging from brief summaries to detailed information for debugging.

Cisco devices can send their log messages to a Unix-style syslog service. A syslog service simply accepts
messages, then stores them in files or prints them according to a simple configuration file. This form of logging
is the best available for Cisco devices because it can provide protected long-term storage of logs.

Enabling Syslog Messages to Store In a Local File

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope monitoring

Enters monitoring mode.

Step 2

UCS-A /monitoring # {enable| disable}
syslog console

Enables or disables the sending of syslogs to
the console.

Step 3

(Optional) UCS-A /monitoring # set syslog
consolelevel {emergencies|alerts|critical}

Select the lowest message level that you want
displayed. If syslogs are enabled, the system
displays that level and above on the console.
The level options are listed in order of
decreasing urgency.The default level is
Critical.

Step 4

UCS-A /monitoring # {enable | disable}
syslog monitor

Enables or disables the monitoring of syslog
information by the operating system.

Step 5

(Optional) UCS-A /monitoring # set syslog
monitor level {emergencies| alerts|critical
| errors| warnings| notifications |
information | debugging}

Select the lowest message level that you want
displayed. If the monitor state is enabled, the
system displays that level and above. The level
options are listed in order of decreasing
urgency.The default level is Critical.

Note Messages at levels below Critical
are displayed on the terminal
monitor only if you have entered
the terminal monitor
command.

Step 6

UCS-A /monitoring # {enable| disable}
sysdlog rfc-5424-compliance

Enables or disables the writing of syslog
information as per RFC 5424 format.

Note This option is applicable only for
Cisco UCS 6500 and 6400 series
Fabric Interconnects.

Step 7

UCS-A /monitoring # {enable| disable}
syslog file

Enables or disables the writing of syslog
information to a syslog file.
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Command or Action

Purpose

Step 8 UCS-A /monitoring # set syslog filename | The name of'the file in which the messages are
filename logged. Up to 16 characters are allowed in the

file name.

Step 9 (Optional) UCS-A /monitoring # Set syslog | Select the lowest message level that you want
filelevel {emergencies|alerts| critical | stored to a file. If the file state is enabled, the
errors| warnings| notifications | system stores that level and above in the syslog
information | debugging} file. The level options are listed in order of

decreasing urgency.The default level is
Critical.

Step 10 (Optional) UCS-A /monitoring # Set syslog | The maximum file size, in bytes, before the

filesizefilesize system begins to write over the oldest
messages with the newest ones. The range is
4096 to 4194304 bytes.

Step 11 UCS-A /monitoring # {enable| disable} Enables or disables the sending of syslog
syslog remote-destination {server-1 | messages to up to three external syslog servers.
server-2 | server-3}

Step 12 (Optional) UCS-A /monitoring # Set syslog | Select the lowest message level that you want
remote-destination {server-1| server-2 | stored to the external log. If the
server-3} level {emergencies| alerts| critical | remote-destination is enabled, the system sends
| errors|warnings| notifications| that level and above to the external server. The
information | debugging} level options are listed in order of decreasing

urgency.The default level is Critical.

Step 13 UCS-A /monitoring # set syslog The hostname or IP address of the specified
remote-destination {server-1| server-2 | remote syslog server. Up to 256 characters are
server-3} hosthame hostname allowed in the hostname.

Step 14 (Optional) UCS-A /monitoring # set syslog | The facility level contained in the syslog
remote-destination {server-1| server-2| messages sent to the specified remote syslog
server-3} facility {localO | locall|local2| |server.
local3 | local4 | local5 | local6 | local 7}

Step 15 UCS-A /monitoring # {enable| disable} This can be one of the following:
syslog source {audits| events| faults} - audits—Enables or disables the logging

of all audit log events.

* events—Enables or disables the logging
of all system events.

» faults—Enables or disables the logging
of all system faults.

Step 16 UCS-A /monitoring # commit-buffer Commits the transaction.
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Example

This example shows how to enable the storage of syslog messages in a local file and commits the
transaction:

UCS-A# scope monitoring

UCS-A /monitoring # disable syslog console

UCS-A /monitoring* # disable syslog monitor

UCS-A /monitoring* # enable syslog file

UCS-A /monitoring* # set syslog file name SysMsgsUCSA

UCS-A /monitoring* # set syslog file level notifications

UCS-A /monitoring* # set syslog file size 4194304

UCS-A /monitoring* # disable syslog remote-destination server-1
UCS-A /monitoring* # disable syslog remote-destination server-2
UCS-A /monitoring* # disable syslog remote-destination server-3
UCS-A /monitoring* # commit-buffer

UCS-A /monitoring #
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CHAPTER 4

System Event Log

* System Event Log, on page 17

* Viewing the System Event Log for a Server, on page 18

* Configuring the SEL Policy, on page 19

* Backing Up the System Event Log for a Server, on page 21
* Clearing the System Event Log for a Server, on page 22

System Event Log

The System Event Log (SEL) resides on the CIMC in NVRAM. The SEL is used for troubleshooting system
health. It records most server-related events, such as instances of over or under voltage, temperature events,
fan events, and BIOS events. The types of events supported by SEL include BIOS events, memory unit events,
processor events, and motherboard events.

The SEL logs are stored in the CIMC NVRAM, through a SEL log policy. It is best practice to periodically
download and clear the SEL logs. The SEL file is approximately 40KB in size, and no further events can be
recorded once it is full. It must be cleared before additional events can be recorded.

You can use the SEL policy to back up the SEL to a remote server, and optionally to clear the SEL after a
backup operation occurs. Backup operations can be triggered based on specific actions, or they can be set to
occur at regular intervals. You can also manually back up or clear the SEL.

The backup file is automatically generated. The filename format is
sel-SystemName-Chassisl D-Server | D-Server Serial Number-Timestamp.

For example, sel-UCS-A-ch01-serv01-QCI112522939-20091121160736.
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Viewing the System Event Log for a Server

Viewing the System Event Log for an Individual Server

Procedure

Command or Action Purpose

Step 1 UCS-A# show sel  chassis-id / blade-id Displays the system event log for the specified
server.

Example
The following example displays the system event log for blade 3 in chassis 1.

UCS-A# show sel 1/3

1 | 01/01/1970 01:23:27 | System Event 0x83 | Timestamp clock synch | SEL timestamp
clock updated, event is £
irst of pair | Asserted

2 | 01/01/1970 01:23:28 | Drive slot(Bay) SASO LINK STATUS | Transition to Degraded |

Asserted

3 | 01/01/1970 01:23:28 | Drive slot(Bay) SASO LINK STATUS | Transition to On Line |
Deasserted

4 | 01/01/1970 01:23:28 | Platform alert LED SASO FAULT | LED is blinking fast |
Asserted

5 | 01/01/1970 01:23:28
| 01/01/1970 01:23:28
| 01/01/1970 01:23:28
| 01/01/1970 01:23:29
|
|

Platform alert LED SASO FAULT | LED is on | Deasserted
Platform alert LED FPID | LED is on | Asserted

Platform alert LED_FPID | LED is off | Deasserted

Entity presence MAIN POWER | Device Absent | Asserted
01/01/1970 01:23:29 Entity presence MAIN POWER | Device Present | Deasserted
01/01/1970 01:23:29 Platform alert LED SASO FAULT | LED is on | Asserted

b | 01/01/1970 01:23:29 | Platform alert LED SASO FAULT | LED color is green | Asserted

©® W 0 J o

c | 01/01/1970 01:23:29 | Platform alert LED SASO FAULT | LED is blinking fast |
Deasserted
d | 01/01/1970 01:23:29 | Platform alert LED SASO FAULT | LED color is amber | Deasserted

e | 01/01/1970 00:00:22 | Drive slot(Bay) SASO LINK STATUS | Transition to Degraded |
Asserted

£ | 01/01/1970 00:00:22 | Entity presence MEZZ PRS | Device Present | Asserted

10 | 01/01/1970 00:00:22 | Entity presence HDD1l PRS | Device Absent | Asserted

Viewing the System Event Log for All of the Servers in a Chassis

Procedure
Command or Action Purpose
Step 1 UCS-A# scopeserver chassis-id/ blade-id | Enters chassis server mode for the specified
server.
Step 2 UCS-A /chassis/server # show sel Displays the system event log.
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The following example displays the system event log from chassis server mode for blade 3 in chassis

1.

UCS-A# scope server 1/3
UCS-A /chassis/server # show

1 | 01/01/1970 01:23:27
clock updated, event is f
irst of pair | Asserted

2 | 01/01/1970 01:23:28
Asserted

3 ] 01/01/1970 01:23:28
Deasserted

4 | 01/01/1970 01:23:28
Asserted

5 ] 01/01/1970 01:23:28

6 | 01/01/1970 01:23:28

7 1 01/01/1970 01:23:28

8 | 01/01/1970 01:23:29

9 | 01/01/1970 01:23:29

a | 01/01/1970 01:23:29

b | 01/01/1970 01:23:29

c | 01/01/1970 01:23:29
Deasserted

d | 01/01/1970 01:23:29

e | 01/01/1970 00:00:22
Asserted

£ | 01/01/1970 00:00:22

10 | 01/01/1970 00:00:22

Configuring the SEL Policy

sel

| System Event 0x83 | Timestamp clock synch | SEL timestamp

| Drive slot (Bay) SASO_LINK STATUS | Transition to Degraded |

| Drive slot (Bay) SASO_LINK STATUS | Transition to On Line |

| Platform alert LED SASO FAULT | LED is blinking fast |
Platform alert LED_SASO FAULT | LED is on | Deasserted
Platform alert LED_FPID | LED is on | Asserted
Platform alert LED_FPID | LED is off | Deasserted
Entity presence MAIN POWER | Device Absent | Asserted
Entity presence MAIN POWER | Device Present | Deasserted
Platform alert LED_SASO FAULT | LED is on | Asserted
Platform alert LED SASO FAULT | LED color is green | Asserted

| Platform alert LED SASO FAULT | LED is blinking fast |

Platform alert LED SASO FAULT | LED color is amber | Deasserted
| Drive slot (Bay)

SASO_LINK STATUS | Transition to Degraded |

Asserted
Asserted

Device Present |
Device Absent |

| Entity presence MEZZ PRS |
| Entity presence HDDl1 PRS |

Procedure
Command or Action Purpose

Step 1 UCS-A# scope org org-name Enters organization mode for the specified
organization. To enter the root organization
mode, type / as the org-name.

Step 2 UCS-A /org # scope ep-log-policy sel Enters organization endpoint log policy mode
and scopes the SEL policy.

Step 3 (Optional) UCS-A /org/ep-log-policy # set | Provides a description for the policy.

description description

Note If your description includes
spaces, special characters, or
punctuation, begin and end your
description with quotation marks.
The quotation marks will not
appear in the description field of

any show command output.
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Command or Action

Purpose

Step 4

UCS-A /org/ep-log-policy # set backup
action [log-full] [on-change-of-association]
[on-clear] [timer] [none]

Specifies an action or actions that will trigger
a backup operation.

Step 5

UCS-A /org/ep-log-policy # set backup
clear-on-backup {no | yes}

Specifies whether to clear the system event log
after a backup operation occurs.

Step 6

UCS-A /org/ep-log-policy # set backup
destination URL

Specifies the protocol, user, password, remote
hostname, and remote path for the backup
operation. Depending on the protocol used,
specify the URL using one of the following
syntaxes:

« ftp:// username@hostname / path
» scp:// username @ hostname / path
* sftp:// username @ hostname / path

« tftp:// hostname : port-num / path

Note You can also specify the backup
destination by using the set
backup hostname, set backup
password, set backup protocol
, Set backup remote-path , set
backup user commands, or by
using the set backup
destination command. Use
either method to specify the
backup destination.

Step 7

UCS-A /org/ep-log-policy # set backup
format {ascii | binary}

Specifies the format for the backup file.

Step 8

UCS-A /org/ep-log-policy # set backup
hostname {hostname | ip-addr }

Specifies the hostname or IP address of the
remote server.

Step 9

UCS-A /org/ep-log-policy # set backup
interval {1-hour | 2-hours|4-hours| 8-hours
| 24-hours| never}

Specifies the time interval for the automatic
backup operation. Specifying the never
keyword means that automatic backups will
not be made.

Step 10

UCS-A /org/ep-log-policy # set backup
password password

Specifies the password for the username. This
step does not apply if the TFTP protocol is
used.

Step 11

UCS-A /org/ep-log-policy # set backup
protocol {ftp | scp | sftp | tftp}

Specifies the protocol to use when
communicating with the remote server.

Step 12

UCS-A /org/ep-log-policy # set backup
remote-path path

Specifies the path on the remote server where
the backup file is to be saved.
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Backing Up the System Event Log for a Server .

Command or Action

Purpose

Step 13

UCS-A /org/ep-log-policy # set backup user
username

Specifies the username the system should use
to log in to the remote server. This step does
not apply if the TFTP protocol is used.

Step 14

UCS-A /org/ep-log-policy # commit-buffer

Commits the transaction.

Example

The following example configures the SEL policy to back up the system event log (in ASCII format)
every 24 hours or when the log is full, clears the system event log after a backup operation occurs,
and commits the transaction:

UCS-A# scope org /
UCS-A /org # scope ep-log-policy sel
UCS-A /org/ep-log-policy # set backup destination scp://user@R192.168.1.10/logs

Password:
UCS-A
UCs-A
UCS-A
UCS-A
UCS-A
UCS-A

/org/ep-log-policy* #
/org/ep-log-policy* #
/org/ep-log-policy* #
/org/ep-log-policy* #
/org/ep-log-policy* #
/org/ep-log-policy #

commit-buffer

set backup action log-full

set backup clear-on-backup yes
set backup format ascii

set backup interval 24-hours

Backing Up the System Event Log for a Server

Backing Up the System Event Log for an Individual Server

Before you begin

Configure the system event log policy. The manual backup operation uses the remote destination configured
in the system event log policy.

Procedure

Command or Action

Purpose

Step 1

UCS-A /chassis/server # backup sel chassis-id
/ blade-id

Backs up the system event log.

Step 2

UCS-A# commit-buffer

Commits the transaction.

Example

The following example backs up the system event log for blade 3 in chassis 1 and commits the

transaction.
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UCS-A# backup sel 1/3

UCS-A*
UCS-A#

# commit-buffer

System Event Log |

Backing Up the System Event Log for All of the Servers in a Chassis

Before you begin

Configure the system event log policy. The manual backup operation uses the remote destination configured
in the system event log policy.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope server chassis-id / blade-id

Enters chassis server mode for the specified
server.

Step 2

UCS-A /chassis/server # backup sel

Backs up the system event log.

Step 3

UCS-A /chassis/server # commit-buffer

Commits the transaction.

Example

The following example backs up the system event log from chassis server mode for blade 3 in chassis
1 and commits the transaction.

UCS-A# scope server 1/3
UCS-A /chassis/server # backup sel

UCS-A /chassis/server*

# commit-buffer

UCS-A /chassis/server #

Clearing the System Event Log for a Server

Clearing the System Event Log for an Individual Server

Procedure

Command or Action

Purpose

Step 1

UCS-A# clear sdl chassis-id / blade-id

Clears the system event log.

Step 2

UCS-A# commit-buffer

Commits the transaction.

Example

The following example clears the system event log for blade 3 in chassis 1 and commits the transaction:
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UCS-A# clear sel 1/3
UCS-A* # commit-buffer
UCS-A#

Clearing the System Event Log for All of the Servers in a Chassis

Procedure
Command or Action Purpose
Step 1 UCS-A# scope server chassis-id / blade-id | Enters chassis server mode for the specified
server.
Step 2 UCS-A /chassis/server # clear sel Clears the system event log.
Step 3 UCS-A /chassis/server # commit-buffer Commits the transaction.
Example

The following example clears the system event log from chassis server mode for blade 3 in chassis
1 and commits the transaction:

UCS-A# scope server 1/3

UCS-A /chassis/server # clear sel

UCS-A /chassis/server* # commit-buffer
UCS-A /chassis/server #
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Audit Logs

* Audit Logs, on page 25
* Viewing Audit Logs, on page 25

Audit Logs

Audit Logs record system events that occurred, where they occurred, and which users initiated them.

Viewing Audit Logs

Procedure

Command or Action Purpose
Step 1 UCS-A# scope security Enters security mode.
Step 2 UCS-A /security # show audit-logs Displays the audit logs.

Note Use the id option to view a
specific audit-log. Use the detail
option to view more detailed
information in the audit log
output.

Example
The following example displays the audit logs:
UCS-A# scope security
UCS-A /security # show audit-logs
Audit trail logs:
Creation Time User ID Action Description
2015-12-24T12:34:02.980
internal 6572175 Creation Web A: local user admin logged
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6512791

6512767

6512763
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Modification

Modification
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Server port A/1/21 created

Server Port Channel A/1025

Acknowledged chassis 1.

chassis discovery policy
Server Member Port A/1/23

Server port A/1/21 deleted

Server Port Channel A/1025



CHAPTER 6

Log File Exporter

* Log File Exporter, on page 27
* Exporting Log Files to a Remote Server, on page 27

Log File Exporter

Cisco UCS Manager generates log files for each executable. The log files can be up to 20 MB in size, and up
to five backups can be stored on the server. The log file exporter allows you to export the log files to a remote
server before they are deleted. The log file names contain the following information:

* The name of the process
* Timestamp

» The name and ID of the fabric interconnect

)

Note If you do not enable log exporting, the oldest log files are deleted whenever the maximum backup file limit
is reached.

Guidelines and Limitations

» We recommend that you use tftp or password-less scp or sftp for log export. When standard scp or sftp
is used, the user password is stored in the configuration file in encrypted format.

* On a HA setup, the log files from each side are exported separately. If one side fails to export logs, the
other side does not compensate.

Exporting Log Files to a Remote Server

Procedure

Command or Action Purpose

Step 1 UCS-A# scope monitoring Enters monitoring mode.
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Command or Action

Purpose

Step 2

UCS-A /monitoring # scope sysdebug

Enters monitoring system debug mode.

Step 3

UCS-A /monitoring/sysdebug # scope
log-export-policy

Enters log file export mode.

Step 4

UCS-A
/monitoring/sysdebug/log-export-policy # Set
admin-state {disabled | enabled}

Whether log file exporting is enabled.

Step 5

(Optional) UCS-A
/monitoring/sysdebug/log-export-policy # Set
desc description

Provides a description for the log export policy

Step 6

UCS-A
/monitoring/sysdebug/log-export-policy # Set
hostname hostname

Specifies the hostname of the remote server.

Step 7

UCS-A
/monitoring/sysdebug/log-export-policy # Set
passwd

After you press Enter, you are prompted to
enter the password.

Specifies the password for the remote server
username. This step does not apply if the TFTP
protocol is used.

Step 8

UCS-A
/monitoring/sysdebug/log-export-policy # Set
passwordless-ssh {no | yes}

Enables SSH login without a password.

Step 9

UCS-A
/monitoring/sysdebug/log-export-policy # Set
proto {scp | ftp | sftp | tftp}

Specifies the protocol to use when
communicating with the remote server.

Step 10

UCS-A
/monitoring/sysdebug/log-export-policy # set
path path

Specifies the path on the remote server where
the log file is to be saved.

Step 11

UCS-A
/monitoring/sysdebug/log-export-policy # Set
user username

Specifies the username the system should use
to log in to the remote server. This step does
not apply if the TFTP protocol is used.

Step 12

UCS-A
/monitoring/sysdebug/log-export-policy #
commit-buffer

Commits the transaction.

Example

The following example shows how to enable the log file exporter, specify the remote server hostname,
set the protocol to scp, enable passwordless login, and commit the transaction.

UCS-A# scope monitoring

UCS-A /monitoring # scope sysdebug
UCS-A /monitoring/sysdebug # scope log-export-policy

UCS-A /monitoring/sysdebug/log-export-policy # set admin-state enable
UCS-A /monitoring/sysdebug/log-export-policy* # set hostname 10.10.1.1
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set path /

set user testuser
set proto scp

set passwd

UCS-A /monitoring/sysdebug/log-export-policy*
UCS-A /monitoring/sysdebug/log-export-policy*
UCS-A /monitoring/sysdebug/log-export-policy*
UCS-A /monitoring/sysdebug/log-export-policy*
password:

UCS-A /monitoring/sysdebug/log-export-policy* # set passwordless-ssh yes
UCS-A /monitoring/sysdebug/log-export-policy* # commit-buffer

UCS-A /monitoring/sysdebug/log-export-policy #
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Core File Exporter

* Core File Exporter, on page 31

* Configuring the Core File Exporter, on page 31

* Disabling the Core File Exporter, on page 32

Core File Exporter

Critical failures in the Cisco UCS components, such as a fabric interconnect or an I/O module, can cause the
system to create a core dump file. Cisco UCS Manager uses the Core File Exporter to immediately export the
core dump files to a specified location on the network through TFTP. This functionality allows you to export
the tar file with the contents of the core dump file. The Core File Exporter provides system monitoring and
automatic export of core dump files that need to be included in TAC cases.

Configuring the Core File Exporter

Procedure

CHAPTER 7

Command or Action

Purpose

Step 1

UCS-A# scope monitoring

Enters monitoring mode.

Step 2

UCS-A /monitoring # scope sysdebug

Enters monitoring system debug mode.

Step 3

UCS-A /monitoring/sysdebug # enable
core-export-tar get

Enables the core file exporter. When the core
file exporter is enabled and an error causes the
server to perform a core dump, the system
exports the core file via TFTP to the specified
remote server.

Step 4

UCS-A /monitoring/sysdebug # set
core-export-target path path

Specifies the path to use when exporting the
core file to the remote server.

Step 5

UCS-A /monitoring/sysdebug # set
core-export-target port port-num

Specifies the port number to use when exporting
the core file via TFTP. The range of valid values
is 1 to 65,535.
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. Disabling the Core File Exporter

Command or Action Purpose

Step 6 UCS-A /monitoring/sysdebug # set Provides a description for the remote server
core-export-target server-description used to store the core file.
description

Step 7 UCS-A /monitoring/sysdebug # set Specifies the hostname of the remote server to
core-export-target server-name hostname | connect with via TFTP.

Step 8 UCS-A /monitoring/sysdebug # commit-buffer | Commits the transaction.

Example

The following example enables the core file exporter, specifies the path and port to use when sending
the core file, specifies the remote server hostname, provides a description for the remote server, and
commits the transaction.

UCS-A# scope monitoring

UCS-A /monitoring # scope sysdebug

UCS-A /monitoring/sysdebug # enable core-export-target

UCS-A /monitoring/sysdebug* # set core-export-target path /root/CoreFiles/core

UCS-A /monitoring/sysdebug* # set core-export-target port 45000

UCS-A /monitoring/sysdebug* # set core-export-target server-description CoreFilel02.168.10.10
UCS-A /monitoring/sysdebug* # set core-export-target server-name 192.168.10.10

UCS-A /monitoring/sysdebug* # commit-buffer

UCS-A /monitoring/sysdebug #

Disabling the Core File Exporter

Procedure
Command or Action Purpose

Step 1 UCS-A# scope monitoring Enters monitoring mode.

Step 2 UCS-A /monitoring # scope sysdebug Enters monitoring system debug mode.

Step 3 UCS-A /monitoring/sysdebug # disable Disables the core file exporter. When the core
cor e-export-tar get file exporter is disabled core files are not

automatically exported.
Step 4 UCS-A /monitoring/sysdebug # commit-buffer | Commits the transaction.

Example
The following example disables the core file exporter and commits the transaction.

UCS-A# scope monitoring

UCS-A /monitoring # scope sysdebug

UCS-A /monitoring/sysdebug # disable core-export-target
UCS-A /monitoring/sysdebug* # commit-buffer

UCS-A /monitoring/sysdebug #
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Fault Collection and Suppression

* Global Fault Policy, on page 33
* Fault Suppression, on page 34

Global Fault Policy

The global fault policy controls the lifecycle of a fault in a Cisco UCS domain, including when faults are
cleared, the flapping interval (the length of time between the fault being raised and the condition being cleared),
and the retention interval (the length of time a fault is retained in the system).

A fault in Cisco UCS has the following lifecycle:
1. A condition occurs in the system and Cisco UCS Manager raises a fault. This is the active state.

2. When the fault is alleviated, it enters a flapping or soaking interval that is designed to prevent flapping.
Flapping occurs when a fault is raised and cleared several times in rapid succession. During the flapping
interval, the fault retains its severity for the length of time specified in the global fault policy.

3. [If the condition reoccurs during the flapping interval, the fault returns to the active state. If the condition
does not reoccur during the flapping interval, the fault is cleared.

4. The cleared fault enters the retention interval. This interval ensures that the fault reaches the attention of
an administrator even if the condition that caused the fault has been alleviated and the fault has not been
deleted prematurely. The retention interval retains the cleared fault for the length of time specified in the
global fault policy.

5. Ifthe condition reoccurs during the retention interval, the fault returns to the active state. If the condition
does not reoccur, the fault is deleted.

Configuring the Fault Collection Policy

Procedure
Command or Action Purpose
Step 1 UCS-A# scope monitoring Enters monitoring mode.
Step 2 UCS-A /monitoring # scope fault policy Enters monitoring fault policy mode.
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Command or Action Purpose
Step 3 UCS-A /monitoring/fault-policy # set Specifies whether to retain or delete all cleared
clear-action {delete|retain} messages. If the retain option is specified,

then the length of time that the messages are
retained is determined by the set
retention-interval command.

Step 4 UCS-A /monitoring/fault-policy # set Specifies the time interval (in seconds) the
flap-interval seconds system waits before changing a fault state.
Flapping occurs when a fault is raised and
cleared several times in rapid succession. To
prevent this, the system does not allow a fault
to change state until the flapping interval has
elapsed after the last state change. If the fault
is raised again during the flapping interval, it
returns to the active state, otherwise, the fault

is cleared.
Step 5 UCS-A /monitoring/fault-policy # set Specifies the time interval the system retains
retention-interval {dayshoursminutesseconds | all cleared fault messages before deleting them.
| forever} The system can retain cleared fault messages

forever, or for the specified number of days,
hours, minutes, and seconds.

Step 6 UCS-A /monitoring/fault-policy # Commits the transaction.
commit-buffer

Example

This example configures the fault collection policy to retain cleared fault messages for 30 days, sets
the flapping interval to 10 seconds, and commits the transaction.

UCS-A# scope monitoring

UCS-A /monitoring # scope fault policy

UCS-A /monitoring/fault-policy # set clear-action retain

UCS-A /monitoring/fault-policy* # set flap-interval 10

UCS-A /monitoring/fault-policy* # set retention-interval 30 0 0 O
UCS-A /monitoring/fault-policy* # commit-buffer

UCS-A /monitoring/fault-policy #

Fault Suppression

Fault suppression allows you to suppress SNMP trap and Call Home notifications during a planned maintenance
time. You can create a fault suppression task to prevent notifications from being sent whenever a transient
fault is raised or cleared.

Faults remain suppressed until the time duration has expired, or the fault suppression tasks have been manually
stopped by you. After the fault suppression has ended, Cisco UCS Manager will send notifications for any
outstanding suppressed faults that have not been cleared.

You can configure fault suppression using the following methods.
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Fixed Time Intervals or Schedules
You can use the following to specify the maintenance window during which you want to suppress faults:

* Fixed time intervals allow you to create a start time and a duration when fault suppression is active. Fixed
time intervals cannot be reused.

* Schedules are used for one time occurrences or recurring time periods. They can be saved and reused.

Suppression Policies

These policies define which causes and types of faults you want to suppress. Only one policy can be assigned
to a task. The following policies are defined by Cisco UCS Manager:

» default-chassis-all-maint—Suppresses faults for the chassis and all components installed into the chassis,
including all servers, power supplies, fan modules, and IOMs.

This policy applies only to chassis.

« default-chassis-phys-maint—Suppresses faults for the chassis, all fan modules, and power supplies
installed into the chassis.

This policy applies only to chassis.

« default-fex-all-maint—Suppresses faults for the FEX, all power supplies, fan modules, and IOMs in
the FEX.

This policy applies only to FEXes.

» default-fex-phys-maint—Suppresses faults for the FEX, all fan modules and power supplies in the FEX.
This policy applies only to FEXes.

« default-server-maint—Suppresses faults for servers.

This policy applies to chassis, organizations, and service profiles.

Note When applied to a chassis, only servers are affected.

Note Cisco UCS Manager does not suppress SNMP MIB-2 faults generated by NX-OS
network operating system designed to support high performance, high reliability
server access switches used in the data center. These SNMP MIB-2 faults have
no association with this fault suppression policy.

« default-iom-maint—Suppresses faults for IOMs in a chassis or FEX.

This policy applies only to chassis, FEXes, and IOMs.

Suppression Tasks

You can use these tasks to connect the schedule or fixed time interval and the suppression policy to a component.
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Note

After you create a suppression task, you can edit the fixed time interval or schedule of the task in both the

Cisco UCS Manager GUI and Cisco UCS Manager CLI. However, you can only change between using a
fixed time interval and using a schedule in the Cisco UCS Manager CLI.

Configuring Fault Suppression for a Chassis

Configuring Fault Suppression Tasks for a Chassis Using a Fixed Time Interval

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope chassis chassis-num

Enters chassis mode for the specified chassis.

Step 2

UCS-A/chassis # create fault-suppress-task
name

Creates a fault-suppress-task on the chassis, and
enters fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/chassis/fault-suppress-task # set
fault-suppress-poalicy policy-name

Specifies the fault suppression policy that you
want to apply. This can be one of the following:

« default-chassis-all-maint—Suppresses
faults for the chassis and all components
installed into the chassis, including all
servers, power supplies, fan modules, and
IOMs.

+ default-chassis-phys-maint—Suppresses
faults for the chassis, all fan modules, and
power supplies installed into the chassis.

+ default-server-maint—Suppresses faults
for servers.

Note When applied to a chassis,

only servers are affected.

« default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.

Step 4

UCS-A/chassis/fault-suppress-task # create
local-schedule

Creates a local schedule and enters
local-schedule mode.
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Command or Action

Purpose

Step 5

UCS-A/chassis/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 6

UCS-A/dhassis/fault-suppress-tasklocalscheduleisingle-one-ime
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 7

UCS-Alessisfuitsuppress-askliocatscheduieingle o time

# set max-duration {none| num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

UCS-A/dhassis/fault-suppress-tasklocalschedule/single-one-time

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task2 for the chassis,
apply the default-chassis-all-maint policy to the task, set the start date to January 1, 2013 at 11:00,
and commit the transaction:

UCS-A# scope chassis 1

UCS-A/chassis # create fault-suppress-task task2
UCS-A/chassis/fault-suppress-task* # set fault-suppress-policy default-chassis-all-maint
UCS-A/chassis/fault-suppress-task* # create local-schedule
UCS-A/chassis/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/chassis/fault-suppress-task/local-schedule* # set date jan 1 2013 11 00 00
UCS-A/chassis/fault-suppress-task/local-schedule* # commit-buffer

Configuring Fault Suppression Tasks for a Chassis Using a Schedule

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope chassis chassis-num

Enters chassis mode for the specified chassis.

Step 2

UCS-A/chassis # create fault-suppress-task
name

Creates a fault-suppress-task on the chassis, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/chassis/fault-suppress-task # set
schedule name

Specifies the schedule that you want to use.
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Command or Action

Purpose

Note The schedule must exist before
you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.

Step 4 UCS-A/chassis/fault-suppress-task # set
fault-suppress-palicy policy-name

Selects the fault suppression policy you want
to apply. This can be one of the following:

« default-chassis-all-maint—Suppresses
faults for the chassis and all components
installed into the chassis, including all
servers, power supplies, fan modules, and
IOMs.

« default-chassis-phys-maint—Suppresses
faults for the chassis, all fan modules, and
power supplies installed into the chassis.

« default-server-maint—Suppresses faults
for servers.

Note When applied to a chassis,
only servers are affected.

» default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.

Step 5 UCS-A/chassis/fault-suppress-task #
commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task1 for the chassis,
apply the scheduler called weekly maint and the default-chassis-all-maint policy to the task, and

commit the transaction:

UCS-A# scope chassis 2

UCS-A/chassis # create fault-suppress-task taskl

UCS-A/chassis/fault-suppress-task* # set schedule weekly maint
UCS-A/chassis/fault-suppress-task* # set fault-suppress-policy default-chassis-all-maint

UCS-A/chassis/fault-suppress-task* # commit-buffer
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Modifying Fault Suppression Tasks for a Chassis

Procedure

Modifying Fault Suppression Tasks for a Chassis .

Command or Action

Purpose

Step 1

UCS-A# scope chassis chassis-num

Enters chassis mode for the specified chassis.

Step 2

UCS-A/chassis # scope fault-suppress-task
name

Enters fault-suppress-task mode.

Step 3

UCS-A/chassis/fault-suppress-task # set
fault-suppress-policy policy-name

Modifies the fault suppression policy. This can
be one of the following:

« default-chassis-all-maint—Suppresses
faults for the chassis and all components
installed into the chassis, including all
servers, power supplies, fan modules, and
IOMs.

« default-chassis-phys-maint—Suppresses
faults for the chassis, all fan modules, and
power supplies installed into the chassis.

+ default-server-maint—Suppresses faults
for servers.

+ default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.
Note To apply a different schedule to
the fault suppression task, go to
Step 4. To change the fixed time
interval of the fault suppression
task, go to Step 5.

Step 4

UCS-A/chassis/fault-suppress-task # set
schedule name

Applies the schedule you want to use.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 5

UCS-A/chassis/fault-suppress-task # scope
local-schedule

Enters local-schedule mode.

Step 6

UCS-A/chassis/fault-suppress-task/local-schedule
# scope occur rence single-one-time

Enters single-one-time mode.
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Command or Action

Purpose

Step 7

UCS-A/chassis/fauit-suppress-taslocalschedule/single-one-time
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 8

UCS-A/dhassis/fault-suppress-tasklocalscheduleisingle-one-ime
# set max-duration {none | num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 9

UCS-Alessisfuitsuppress-askflocascheduieingle o time

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2:

UCS-A# scope chassis 1

UCS-A/chassis # scope fault-suppress-task task2
UCS-A/chassis/fault-suppress-task # set fault-suppress-policy default-server-maint
UCS-A/chassis/fault-suppress-task* # scope local-schedule
UCS-A/chassis/fault-suppress-task/local-schedule* # scope occurrence single-one-time
UCS-A/chassis/fault-suppress-task/local-schedule/single-one-time* # set date dec 31 2013

11 00 0O

UCS-A/chassis/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called

taskl:

UCS-A# scope chassis 1
UCS-A/chassis # scope fault-suppress-task taskl
UCS-A/chassis/fault-suppress-task # set schedule monthly-maint

UCS-A/chassis/fault-suppress-task* # commit-buffer

Viewing Suppressed Faults and Fault Suppression Tasks for a Chassis

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope chassis chassis-num

Enters chassis mode for the specified chassis.

Step 2

UCS-A/chassis # show fault suppressed

Displays the suppressed faults for the chassis.

Note Only faults owned by the selected

component are displayed.

Step 3

UCS-A/chassis # scope fault-suppress-task
name

Enters fault-suppress-task mode.

Step 4

UCS-A/chassis/fault-suppress-task # show
detail expand

Displays the schedule or fixed time interval for
the task.
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Example
The following example shows how to display the suppressed faults for a chassis:

UCS-A# scope chassis 1
UCS-A/chassis # show fault suppressed
Fault Suppress Task:

Name Status Global Schedule Suppress Policy Name

taskl Active test schedulel Default Chassis Phys Maint

UCS-A/chassis #

The following example shows how to display the fault suppression task called taskl:

UCS-A# scope chassis 1
UCS-A/chassis # scope fault-suppress-task taskl
UCS-A/chassis/fault-suppress-task # show detail expand
Fault Suppress Task:

Name: taskl

Status: Active

Global Schedule: test schedulel

Suppress Policy Name: Default Chassis Phys Maint

UCS-A/chassis/fault-suppress-task #

Deleting Fault Suppression Tasks for a Chassis

Procedure

Command or Action Purpose

Step 1 UCS-A# scope chassis chassis-num Enters chassis mode for the specified chassis.

Step 2 UCS-A/chassis # delete fault-suppress-task | Deletes the specified fault suppression task.
name

Step 3 UCS-A/chassis # commit-buffer Commits the transaction to the system
configuration.

Example
The following example shows how to delete the fault suppression task called taskl:

UCS-A# scope chassis 1
UCS-A/chassis # delete fault-suppress-task taskl
UCS-A/chassis* # commit-buffer
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Configuring Fault Suppression Tasks for an I0M Using a Fixed Time Interval

The default-iom-maint suppression policy is selected by default.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope [chassis chassis-num | fex
fex-num]

Enters chassis mode for the specified chassis
or FEX.

Step 2

UCS-A /chassis|fex # scopeiom iom-id

Enters chassis I/O module mode for the selected
I/0 module.

Step 3

UCS-A/chassis|fex/iom # create
fault-suppress-task name

Creates a fault-suppress-task on the IOM, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
__(underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 4

UCS-A/chassis|fex/iom/fault-suppress-task #
create local-schedule

Creates a local schedule and enters
local-schedule mode.

Step 5

UCS-A/chassis{fex/iom/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 6

# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 7

# set max-duration {none| numof days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

# commit- buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task2 for the IOM on a
chassis, set the start date to January 1, 2013 at 11:00, and commit the transaction:

UCS-A# scope chassis 1
UCS-A/chassis # scope iom a
UCS-A/chassis/iom # create fault-suppress-task task2
UCS-A/chassis/iom/fault-suppress-task* # create local-schedule
UCS-A/chassis/iom/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/chassis/iom/fault-suppress-task/local-schedule/single-one-time* # set date jan 1 2013
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11 00 0O

UCS-A/chassis/iom/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to create a fault suppression task called task2 for the IOM on a
FEX, set the start date to January 1, 2013 at 11:00, and commit the transaction:

UCS-A# scope fex 1

UCS-A/fex # scope iom a

UCS-A/fex/iom # create fault-suppress-task task2
UCS-A/fex/iom/fault-suppress—-task* # create local-schedule
UCS-A/fex/iom/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/fex/iom/fault-suppress-task/local-schedule/single-one-time* # set date jan 1 2013 11

00 00

UCS-A/fex/iom/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

Configuring Fault Suppression Tasks for an IOM Using a Schedule

The default-iom-maint suppression policy is selected by default.

Procedure
Command or Action Purpose
Step 1 UCS-A# scope [chassis chassis-num | fex Enters chassis mode for the specified chassis
fex-num] or FEX.
Step 2 UCS-A /chassis|fex # scope iom iom-id Enters chassis I/0 module mode for the selected
/O module.
Step 3 UCS-A/chassis|fex/iom # create Creates a fault-suppress-task on the IOM, and
fault-suppress-task name enters the fault-suppress-task mode.
This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_(underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.
Step 4 UCS-A/chassis|fex/iom/fault-suppress-task # | Specifies the schedule that you want to use.
st schedule name Note The schedule must exist before
you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.
Step 5 UCS-A/chassis|fex/iom/fault-suppress-task # | Commits the transaction to the system
commit-buffer configuration.
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The following example shows how to create a fault suppression task called task1 for the IOM on a
chassis, apply the scheduler called weekly maint to the task, and commit the transaction:

UCS-A# scope chassis 1
UCS-A/chassis # scope iom a
UCS-A/chassis/iom # create fault-suppress-task taskl
UCS-A/chassis/iom/fault-suppress-task* # set schedule weekly maint
UCS-A/chassis/iom/fault-suppress-task* # commit-buffer

The following example shows how to create a fault suppression task called task1 for the IOM on a
FEX, apply the scheduler called weekly maint to the task, and commit the transaction:

UCS-A# scope fex 1

UCS-A/fex # scope iom a

UCS-A/fex/iom # create fault-suppress-task taskl
UCS-A/fex/iom/fault-suppress-task* # set schedule weekly maint
UCS-A/fex/iom/fault-suppress-task* # commit-buffer

Modifying Fault Suppression Tasks for an IOM

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope [chassis chassis-num | fex
fex-num]

Enters chassis mode for the specified chassis
or FEX.

Step 2

UCS-A /chassis|fex # scopeiom iom-id

Enters chassis I/O module mode for the selected
I/0 module.

Step 3

UCS-A/chassis|fex/iom # scope
fault-suppress-task name

Enters fault-suppress-task mode.

Note To apply a different schedule to
the fault suppression task, go to
Step 4. To change the fixed time
interval of the fault suppression

task, go to Step 5.

Step 4

UCS-A/chassis|fex/iom/fault-suppress-task #
set schedule name

Applies a different schedule.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 5

UCS-A/chassis|fex/iom/fault-suppress-task #

scope local-schedule

Enters local-schedule mode.
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Command or Action Purpose

Step 6 UCS-A/chassisffex/iom/fault-suppress-task/local-schedule | Enters single-one-time mode.
# scope occur rence single-one-time

Step 7 g Specifies the date and time that this occurrence
# set date month day- of—month year hour should run.
minute seconds

Step 8 g ¢ Specifies the maximum length of time that this
# set max- duratlon {none| num—of days task can run. To run the task until it is manually
num-of-hours num-of-minutes num-of-seconds} | stopped, enter none or omit this step.

Step 9 Commits the transaction to the system
# commit-buffer configuration.

Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2 for an IOM on a chassis:

UCS-A# scope chassis 1

UCS-A/chassis # scope iom a

UCS-A/chassis/iom # scope fault-suppress-task task2

UCS-A/chassis/iom/fault-suppress-task # scope local-schedule

UCS-A/chassis/iom/fault-suppress-task/local-schedule # scope occurrence single-one-time

UCS-A/chassis/iom/fault-suppress-task/local-schedule/single-one-time # set date dec 31 2013
11 00 00

UCS-A/chassis/iom/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called
task1 for an IOM on a FEX:

UCS-A# scope fex 3

UCS-A/fex # scope iom a

UCS-A/fex/iom # scope fault-suppress-task taskl
UCS-A/fex/iom/fault-suppress-task # set schedule monthly-maint
UCS-A/fex/iom/fault-suppress-task* # commit-buffer

Viewing Suppressed Faults and Fault Suppression Tasks for an IOM

Procedure
Command or Action Purpose

Step 1 UCS-A# scope [chassis chassis-num | fex Enters chassis mode for the specified chassis
fex-num] or FEX.

Step 2 UCS-A /chassis|fex # scopeiom iom+-id Enters chassis I/O module mode for the selected

I/O module.

Step 3 UCS-A/chassis|fex/iom # show fault Displays the suppressed faults for the IOM.

Suppressed Note Only faults owned by the selected
component are displayed.
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Command or Action Purpose

Step 4 UCS-A/chassis|fex/iom # scope Enters fault-suppress-task mode.
fault-suppress-task name

Step 5 UCS-A/chassis|fex/iom/fault-suppress-task # | Displays the schedule or fixed time interval for
show detail expand the task.

Example

The following example shows how to display the suppressed faults for an IOM on a chassis:

UCS-A# scope chassis 1

UCS-A/chassis # scope iom a
UCS-A/chassis/iom # show fault suppressed
Fault Suppress Task:

Name Status Global Schedule Suppress Policy Name

taskl Active test schedulel Default Iom Maint

UCS-A/chassis/iom #

The following example shows how to display the fault suppression task called taskl for an IOM on
a chassis:

UCS-A# scope chassis 1
UCS-A/chassis # scope iom a
UCS-A/chassis/iom # scope fault-suppress-task taskl
UCS-A/chassis/iom/fault-suppress-task # show detail expand
Fault Suppress Task:

Name: taskl

Status: Active

Global Schedule: test schedulel

Suppress Policy Name: Default Iom Maint

UCS-A/chassis/iom/fault-suppress-task #

The following example shows how to display the fault suppression task called task1 for an IOM on
a FEX:

UCS-A# scope fex 3
UCS-A/fex # scope iom a
UCS-A/fex/iom # scope fault-suppress-task taskl
UCS-A/fex/iom/fault-suppress-task # show detail expand
Fault Suppress Task:

Name: taskl

Status: Active

Global Schedule: test schedulel

Suppress Policy Name: Default Iom Maint

UCS-A/chassis/iom/fault-suppress-task #
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Deleting Fault Suppression Tasks for an IOM

Procedure
Command or Action Purpose
Step 1 UCS-A# scope [chassis chassis-num | fex Enters chassis mode for the specified chassis
fex-num] or FEX.
Step 2 UCS-A /chassis|fex # scope iom iom+-id Enters chassis I/O module mode for the selected
I/O module.
Step 3 UCS-A/chassis|fex/iom # delete Deletes the specified fault suppression task.
fault-suppress-task name
Step 4 UCS-A/chassis|fex/iom # commit-buffer Commits the transaction to the system
configuration.
Example

The following example shows how to delete the fault suppression task called task1 for an IOM on a
chassis:

UCS-A# scope chassis 1

UCS-A/chassis # scope iom a

UCS-A/chassis/iom # delete fault-suppress-task taskl
UCS-A/chassis/iom* # commit-buffer

The following example shows how to delete the fault suppression task called task1 for an IOM on a
FEX:

UCS-A# scope fex 3

UCS-A/fex # scope iom a

UCS-A/fex/iom # delete fault-suppress-task taskl
UCS-A/fex/iom* # commit-buffer

Configuring Fault Suppression for a FEX
Configuring Fault Suppression Tasks for a FEX Using a Fixed Time Interval

Procedure

Command or Action Purpose

Step 1 UCS-A# scope fex fex-num Enters fex mode for the specified FEX.

Step 2 UCS-A/fex # createfault-suppress-task name | Creates a fault-suppress-task on the fex, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
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Command or Action

Purpose

_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/fex/fault-suppress-task # set
fault-suppress-policy policy-name

Specifies the fault suppression policy you want
to apply. This can be one of the following:

« default-fex-all-maint—Suppresses faults
for the FEX, all power supplies, fan
modules, and IOMs in the FEX.

« default-fex-phys-maint—Suppresses
faults for the FEX, all fan modules and
power supplies in the FEX.

+ default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.

Step 4

UCS-A/fex/fault-suppress-task # create
local-schedule

Creates a local schedule and enters
local-schedule mode.

Step 5

UCS-A/fex/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 6

UCS-A/fex/fault-suppress-task/local-schedulesingle-one-time
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 7

UCS-A/fex/fault-suppress-task/local-schedulesingle-one-time
# set max-duration {none | num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

UCS-A/fex/fault-suppress-task/local-schedule/single-one-time
# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task2 for the FEX, apply
the default-fex-all-maint policy to the task, set the start date to January 1, 2013 at 11:00, and commit
the transaction:

UCS-A# scope fex 1

UCS-A/fex # create fault-suppress-task task2
UCS-A/fex/fault-suppress-task* # set fault-suppress-policy default-fex-all-maint
UCS-A/fex/fault-suppress—-task* # create local-schedule
UCS-A/fex/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/fex/fault-suppress-task/local-schedule/single-one-time* # set date jan 1 2013 11 00

00

UCS-A/fex/fault-suppress-task/local-schedule/single-one-time* # commit-buffer
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Configuring Fault Suppression Tasks for a FEX Using a Schedule

Procedure

Command or Action Purpose

Step 1 UCS-A# scope fex fex-num Enters fex mode for the specified FEX.

Step 2 UCS-A/fex # createfault-suppress-task name | Creates a fault-suppress-task on the fex, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3 UCS-A/fex/fault-suppress-task # set schedule | Specifies the schedule that you want to use.

name .
Note The schedule must exist before

you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.

Step 4 UCS-A/fex/fault-suppress-task # set Specifies the fault suppression policy that you
fault-suppress-palicy policy-name want to apply. This can be one of the following:

« default-fex-all-maint—Suppresses faults
for the FEX, all power supplies, fan
modules, and IOMs in the FEX.

+ default-fex-phys-maint—Suppresses
faults for the FEX, all fan modules and
power supplies in the FEX.

« default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.

Step 5 UCS-A/fex/fault-suppress-task # Commits the transaction to the system
commit-buffer configuration.

Example

The following example shows how to create a fault suppression task called task1 for the FEX, apply
the scheduler called weekly maint and the default-fex-all-maint policy to the task, and commit the
transaction:

UCS-A# scope fex 1
UCS-A/fex # create fault-suppress-task taskl
UCS-A/fex/fault-suppress-task* # set schedule weekly maint
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UCS-A/fex/fault-suppress-task* # set fault-suppress-policy default-fex-all-maint
UCS-A/fex/fault-suppress-task* # commit-buffer

Modifying Fault Suppression Tasks for a FEX

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope fex fex-num

Enters fex mode for the specified FEX.

Step 2

UCS-A/fex # scope fault-suppress-task name

Enters fault-suppress-task mode.

Step 3

UCS-A/fex/fault-suppress-task # set
fault-suppress-policy policy-name

Modifies the fault suppression policy. This can
be one of the following:

« default-fex-all-maint—Suppresses faults
for the FEX, all power supplies, fan
modules, and IOMs in the FEX.

« default-fex-phys-maint—Suppresses
faults for the FEX, all fan modules and
power supplies in the FEX.

+ default-iom-maint—Suppresses faults for
IOMs in a chassis or FEX.
Note To apply a different schedule to
the fault suppression task, go to
Step 4. To change the fixed time
interval of the fault suppression
task, go to Step 5.

Step 4

UCS-A/fex/fault-suppress-task # set schedule
name

Applies a different schedule.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 5

UCS-A/fex/fault-suppress-task # scope
local-schedule

Enters local-schedule mode.

Step 6

UCS-A/fex/fault-suppress-task/local-schedule
# scope occur rence single-one-time

Enters single-one-time mode.

Step 7

UCS-A/fex/fault-suppress-task/local-schedule/single-one-time
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.
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Command or Action Purpose

Step 8 UCS-A/fex/fault-suppress-taslk/local-schedulesingle-one-time | Specifies the maximum length of time that this
# set max-duration {none | num-of-days task can run. To run the task until it is manually
num-of-hours num-of-minutes num-of-seconds} | stopped, enter none or omit this step.

Step 9 UCS-A/fex/fault-suppress-task/local-schedulesingle-one-time | Commits the transaction to the system
# commit-buffer configuration.

Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2:

UCS-A# scope fex 1

UCS-A/fex # scope fault-suppress-task task2

UCS-A/fex/fault-suppress-task # set fault-suppress-policy default-iom-maint

UCS-A/fex/fault-suppress-task* # scope local-schedule

UCS-A/fex/fault-suppress-task/local-schedule* # scope occurrence single-one-time

UCS-A/fex/fault-suppress-task/local-schedule/single-one-time* # set date dec 31 2013 11 00
00

UCS-A/fex/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called
task1:

UCS-A# scope fex 1

UCS-A/fex # scope fault-suppress-task taskl
UCS-A/fex/fault-suppress-task # set schedule monthly-maint
UCS-A/fex/fault-suppress-task* # commit-buffer

Viewing Suppressed Faults and Fault Suppression Tasks for a FEX

Procedure
Command or Action Purpose

Step 1 UCS-A# scope fex fex-num Enters fex mode for the specified FEX.

Step 2 UCS-A/fex # show fault suppressed Displays the suppressed faults for the FEX.

Note Only faults owned by the selected
component are displayed.

Step 3 UCS-A/fex # scopefault-suppress-task name | Enters fault-suppress-task mode.

Step 4 UCS-A/fex/fault-suppress-task # show detail | Displays the schedule or fixed time interval for
expand the task.

Example

The following example shows how to display the suppressed faults for a FEX:

Cisco UCS Manager System Monitoring Guide Using the CLI, Release 4.3 .



Fault Collection and Suppression |
. Deleting Fault Suppression Tasks for a FEX

UCS-A# scope fex 1
UCS-A/fex # show fault suppressed
Fault Suppress Task:

Name Status Global Schedule Suppress Policy Name

taskl Active test_schedulel Default FEX Phys Maint

UCS-A/fex #

The following example shows how to display the fault suppression task called task1:

UCS-A# scope fex 1
UCS-A/fex # scope fault-suppress-task taskl
UCS-A/fex/fault-suppress-task # show detail expand
Fault Suppress Task:

Name: taskl

Status: Active

Global Schedule: test schedulel

Suppress Policy Name: Default FEX Phys Maint

UCS-A/fex/fault-suppress-task #

Deleting Fault Suppression Tasks for a FEX

Procedure

Command or Action Purpose

Step 1 UCS-A# scope fex fex-num Enters fex mode for the specified FEX.

Step 2 UCS-A/fex # deletefault-suppress-task name | Deletes the specified fault suppression task.

Step 3 UCS-A/fex # commit-buffer Commits the transaction to the system
configuration.

Example

The following example shows how to delete the fault suppression task called task1:

UCS-A# scope fex 1
UCS-A/fex # delete fault-suppress-task taskl
UCS-A/fex* # commit-buffer

Configuring Fault Suppression for a Server

Configuring Fault Suppression Tasks for a Server Using a Fixed Time Interval

The default-server-maint suppression policy is selected by default.
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Procedure

Configuring Fault Suppression Tasks for a Server using a Schedule .

Command or Action

Purpose

Step 1

UCS-A# scope server [chassis-nunyserver-num
| dynamic-uuid]

Enters server mode for the specified server.

Step 2

UCS-A/server # create fault-suppress-task
name

Creates a fault-suppress-task on the server, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/server/fault-suppress-task # create
local-schedule

Creates a local schedule and enters
local-schedule mode.

Step 4

UCS-A/server/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 5

UCS-Alserverfault-suppress-task/localschedulesingle-oneime

# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 6

UCS-Alserverfanlt-suppress-tasik/local-schedulesingle-one-ime

# set max-duration {none| num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 7

UCS-Alkserverfault-suppresstask/ocal-schedulesingle-oneime

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task2 for the server, set
the start date to January 1, 2013 at 11:00, and commit the transaction:

UCS-A# scope server 1/1

UCS-A/server # create fault-suppress-task task2
UCS-A/server/fault-suppress-task* # create local-schedule
UCS-A/server/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/server/fault-suppress-task/local-schedule/single-one-time* # set date jan 1 2013 11

00 00

UCS-A/server/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

Configuring Fault Suppression Tasks for a Server using a Schedule

The default-server-maint suppression policy is selected by default.
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Command or Action

Purpose

Step 1

UCS-A# scope server [chassis-nunyserver-num
| dynamic-uuid]

Enters server mode for the specified server.

Step 2

UCS-A/server # create fault-suppress-task
name

Creates a fault-suppress-task on the server, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/server/fault-suppress-task # set
schedule name

Specifies the schedule that you want to use.

The schedule must exist before
you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.

Note

Step 4

UCS-A/server/fault-suppress-task #
commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to creates a fault suppression task called task1 for the server,
apply the scheduler called weekly maint to the task, and commit the transaction:

UCS-A# scope server 1/1

UCS-A/server # create fault-suppress-task taskl
UCS-A/server/fault-suppress-task* # set schedule weekly maint
UCS-A/server/fault-suppress-task* # commit-buffer

Modifying Fault Suppression Tasks for a Server

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope server [chassis-nunmyserver-num
| dynamic-uuid]

Enters server mode for the specified server.

Step 2

UCS-A/server # scope fault-suppress-task
name
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Command or Action

Purpose

Note To apply a different schedule to
the fault suppression task, go to
Step 3. To change the fixed time
interval of the fault suppression

task, go to Step 4.

Step 3

UCS-A/server/fault-suppress-task # set
schedule name

Applies a different schedule.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 4

UCS-A/server/fault-suppress-task # scope
local-schedule

Enters local-schedule mode.

Step 5

UCS-A/server/fault-suppress-task/local-schedule
# scope occur rence single-one-time

Enters single-one-time mode.

Step 6

UCS-Alserverfault-suppress-task/local-schedulesingle-one-ime

# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 7

UCS-Alsarverfault-suppresstasik/local-schedulesingle-oneime

# set max-duration {none| num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

UCS-Alserverfautt-suppress-task/local-schedulesingle-one-ime

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2:

UCS-A# scope server 1/1

UCS-A/server # scope fault-suppress-task task2
UCS-A/server/fault-suppress-task # scope local-schedule
UCS-A/server/fault-suppress-task/local-schedule # scope occurrence single-one-time
UCS-A/server/fault-suppress-task/local-schedule/single-one-time # set date dec 31 2013 11

00 00

UCS-A/server/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called

taskl:

UCS-A# scope server 1/1
UCS-A/server # scope fault-suppress-task taskl
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UCS-A/server/fault-suppress-task # set schedule monthly-maint
UCS-A/server/fault-suppress-task* # commit-buffer

Creating a Schedule

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope system

Enters system mode.

Step 2

UCS-A /system # create scheduler
sched-name

Creates a scheduler and enters scheduler mode.

Step 3

UCS-A /system/scheduler # commit-buffer

Commits the transaction to the system
configuration.

Example

The following example creates a scheduler called maintenancesched and commits the transaction:

UCS-A# scope system

UCS-A /system # create scheduler maintenancesched
UCS-A /system/scheduler* # commit-buffer

UCS-A /system/scheduler #

What to do next

Create a one time occurrence or recurring occurrence for the schedule.

Viewing Suppressed Faults and Fault Suppression Tasks for a Server

Procedure

Command or Action

Purpose

Step 1

UCS-A# scopeserver [chassis-nunvserver-num
| dynamic-uuid]

Enters server mode for the specified server.

Step 2

UCS-A/server # show fault suppressed

Displays the suppressed faults for the server.

Note Only faults owned by the selected

component are displayed.

Step 3

UCS-A/server # scope fault-suppress-task
name

Enters fault-suppress-task mode.

Step 4

UCS-A/server/fault-suppress-task # show detail
expand

Displays the schedule or fixed time interval for
the task.
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Example
The following example shows how to display the suppressed faults for a server:

UCS-A# scope server 1/1
UCS-A/server # show fault suppressed
Fault Suppress Task:

Name Status Global Schedule Suppress Policy Name

taskl Active test schedulel Default Server Maint

UCS-A/server #

The following example shows how to display the fault suppression task called taskl:

UCS-A# scope server 1/1
UCS-A/server # scope fault-suppress-task taskl
UCS-A/server/fault-suppress-task # show detail expand
Fault Suppress Task:

Name: taskl

Status: Active

Global Schedule: test schedulel

Suppress Policy Name: Default Server Maint

UCS-A/server/fault-suppress-task #

Deleting Fault Suppression Tasks for a Server

Procedure
Command or Action Purpose

Step 1 UCS-A# scope server [chassis-nunvserver-num | Enters server mode for the specified server.
| dynamic-uuid]

Step 2 UCS-A/server # delete fault-suppresstask | Deletes the specified fault suppression task.
name

Step 3 UCS-A/server # commit-buffer Commits the transaction to the system

configuration.

Example
The following example shows how to delete the fault suppression task called task1:

UCS-A# scope server 1/1
UCS-A/server # delete fault-suppress-task taskl
UCS-A/server* # commit-buffer
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Configuring Fault Suppression for a Service Profile

Configuring Fault Suppression Tasks for a Service Profile Using a Fixed Time Interval

The default-server-maint suppression policy is selected by default.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope service-profile
profile-name

Enters service profile organization mode for the
service profile.

Step 3

UCS-A /org/service-profile # create
fault-suppress-task name

Creates a fault-suppress-task on the chassis, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 4

UCS-A/org/service-profile/fault-suppress-task
# create local-schedule

Creates a local schedule and enters
local-schedule mode.

Step 5

UCS-A/org/service-profile/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 6

# set date month day-of-month year hour
minute seconds

ime | Specifies the date and time that this occurrence

should run.

Step 7

UCSAagsvieofefuks ppestddocalstedibSngbaetine
# set max-duration {none | num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

# comlt buffer

e | Commits the transaction to the system

configuration.

Example

The following example shows how to create a fault suppression task called task2 under the accounting
service profile, set the start date to January 1, 2013 at 11:00, and commit the transaction:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting
UCS-A/org/service-profile # create fault-suppress-task task2
UCS-A/org/service-profile/fault-suppress-task* # create local-schedule
UCS-A/org/service-profile/fault-suppress-task/local-schedule* # create occurrence
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single-one-time
UCS-A/org/service-profile/fault-suppress-task/local-schedule/single-one-time* # set date
jan 1 2013 11 00 00
UCS-A/org/service-profile/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

Configuring Fault Suppression Tasks for a Service Profile Using a Schedule

The default-server-maint suppression policy is selected by default.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope service-profile
profile-name

Enters service profile organization mode for the
service profile.

Step 3

UCS-A /org/service-profile # create
fault-suppress-task name

Creates a fault-suppress-task on the chassis, and
enters the fault-suppress-task mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
__(underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 4

UCS-A/org/service-profile/fault-suppress-task
# set schedule name

Specifies the schedule that you want to use.

The schedule must exist before
you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.

Note

Step 5

UCS-A/org/service-profile/fault-suppress-task
# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task1 under the accounting
service profile, apply the scheduler called weekly maint to the task, and commit the transaction:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting
UCS-A/org/service-profile # create fault-suppress-task taskl
UCS-A/org/service-profile/fault-suppress-task* # set schedule weekly maint
UCS-A/org/service-profile/fault-suppress-task* # commit-buffer
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Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A Jorg # scope service-profile
profile-name

Enters service profile organization mode for the
service profile.

Step 3

UCS-A/org/service-profile # scope
fault-suppress-task name

Enters fault-suppress-task mode.

Note To apply a different schedule to
the fault suppression task, go to
Step 4. To change the fixed time
interval of the fault suppression

task, go to Step 5.

Step 4

UCS-A/org/service-profile/fault-suppress-task
# set schedule name

Applies a different schedule.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 5

UCS-A/org/service-profile/fault-suppress-task
# scope local-schedule

Enters local-schedule mode.

Step 6

UCS-A/org/service-profile/fault-suppress-task/local-schedule
# scope occur rence single-one-time

Enters single-one-time mode.

Step 7

# set date month day-of-month year hour
minute seconds

e | Specifies the date and time that this occurrence

should run.

Step 8

UCSAagsviepofefuks ppestddocalstedibSngbaetine
# set max-duration {none | num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 9

# comlt buffer

e | Commits the transaction to the system

configuration.
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Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting

UCS-A/org/service-profile # scope fault-suppress-task task2

UCS-A/org/service-profile/fault-suppress-task # scope local-schedule

UCS-A/org/service-profile/fault-suppress-task/local-schedule # scope occurrence
single-one-time

UCS-A/org/service-profile/fault-suppress-task/local-schedule/single-one-time # set date dec
31 2013 11 00 0O

UCS-A/org/service-profile/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called
taskl:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting

UCS-A/org/service-profile # scope fault-suppress-task taskl
UCS-A/org/service-profile/fault-suppress-task # set schedule monthly-maint
UCS-A/org/service-profile/fault-suppress-task* # commit-buffer

Viewing Suppressed Faults and Fault Suppression Tasks for a Service Profile

Procedure
Command or Action Purpose
Step 1 UCS-A# scope org org-name Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.
Step 2 UCS-A /org # scope service-profile Enters service profile organization mode for the
profile-name service profile.
Step 3 UCS-A/org/service-profile # show fault Displays the suppressed faults for the server.
SUpp Note Only faults owned by the selected
component are displayed.
Step 4 UCS-A/org/service-profile # scope Enters fault-suppress-task mode.
fault-suppress-task name
Step 5 UCS-A/org/service-profile/fault-suppress-task | Displays the schedule or fixed time interval for
# show detail expand the task.

Example
The following example shows how to display the suppressed faults for a service profile:

UCS-A# scope org /
UCS-A/org # scope service-profile accounting
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UCS-A/org/service-profile

UCS-A/org/service-profile #
Fault Suppress Task:

Status

# show fault suppressed

Fault Collection and Suppression |

Global Schedule Suppress Policy Name

Active

UCS-A/org/service-profile #

test schedulel

Default Server Maint

The following example shows how to display the fault suppression task called taskl:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting
UCS-A/org/service-profile # scope fault-suppress-task taskl
UCS-A/org/service-profile/fault-suppress-task # show detail expand
Fault Suppress Task:

Name:

taskl
Status:

Active

Global Schedule: test schedulel

Suppress Policy Name:

Default Server Maint

UCS-A/org/service-profile/fault-suppress-task #

Deleting Fault Suppression Tasks for a Service Profile

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A /org # scope service-profile
profile-name

Enters service profile organization mode for the
service profile.

Step 3

UCS-A/org/service-profile # delete
fault-suppress-task name

Deletes the specified fault suppression task.

Step 4

UCS-A/org/service-profile # commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to delete the fault suppression task called task1:

UCS-A# scope org /

UCS-A/org # scope service-profile accounting
UCS-A/org/service-profile # delete fault-suppress-task taskl
UCS-A/org/service-profile* # commit-buffer
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Configuring Fault Suppression for an Organization

Configuring Fault Suppression Tasks for an Organization Using a Fixed Time Interval

The default-server-maint suppression policy is selected by default.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A/org # createfault-suppress-task name

Creates a fault-suppress-task for the
organization, and enters fault-suppress-task
mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),
_ (underscore), : (colon), and . (period), and you
cannot change this name after the object is
saved.

Step 3

UCS-A/org/fault-suppress-task # create
local-schedule

Creates a local schedule and enters
local-schedule mode.

Step 4

UCS-A/org/fault-suppress-task/local-schedule
# create occurrence single-one-time

Creates a one-time occurrence, and enters
single-one-time mode.

Step 5

UCS-A/org/fault-suppress-task/local-schedulesingle-one-time
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 6

UCS-A/org/fault-suppress-task/local-schedule/single-one-time
# set max-duration {none| num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 7

UCS-A/org/fault-suppress-task/local-schedule/single-one-time

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task2 under the Root
organization, set the start date to January 1, 2013 at 11:00, and commit the transaction:

UCS-A# scope org /

UCS-A/org # create fault-suppress-task task2
UCS-A/org/fault-suppress-task* # create local-schedule
UCS-A/org/fault-suppress-task/local-schedule* # create occurrence single-one-time
UCS-A/org/fault-suppress-task/local-schedule/single-one-time* # set date jan 1 2013 11 00

00

UCS-A/org/fault-suppress-task/local-schedule/single-one-time* # commit-buffer
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Configuring Fault Suppression Tasks for an Organization Using a Schedule

The default-server-maint suppression policy is selected by default.

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A/org # createfault-suppress-task name

Creates a fault-suppress-task for the
organization, and enters the fault-suppress-task
mode.

This name can be between 1 and 16
alphanumeric characters. You cannot use spaces
or any special characters other than - (hyphen),

_ (underscore), : (colon), and . (period), and you

cannot change this name after the object is
saved.

Step 3

UCS-A/org/fault-suppress-task # set schedule
name

Specifies the schedule that you want to use.

The schedule must exist before
you can use it in a fault
suppression task. For more
information about creating
schedules, see Creating a
Schedule, on page 56.

Note

Step 4

UCS-A/org/fault-suppress-task #
commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to create a fault suppression task called task1 under the Root
organization, apply the scheduler called weekly maint to the task, and commit the transaction:

UCS-A# scope org /

UCS-A/org # create fault-suppress-task taskl
UCS-A/org/fault-suppress-task* # set schedule weekly maint
UCS-A/org/fault-suppress-task* # commit-buffer
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Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A/org # scope fault-suppress-task name

Enters fault-suppress-task mode.

Note To apply a different schedule to
the fault suppression task, go to
Step 3. To change the fixed time
interval of the fault suppression

task, go to Step 4.

Step 3

UCS-A/org/fault-suppress-task # set schedule
name

Applies a different schedule.

Note If you change from a fixed time
interval to a schedule, the fixed
time interval is deleted when you

commit.

If you change from a schedule to
a fixed time interval, the reference
to the schedule is cleared when
you commit.

Step 4

UCS-A/org/fault-suppress-task # scope
local-schedule

Enters local-schedule mode.

Step 5

UCS-A/org/fault-suppress-task/local-schedule
# scope occur rence single-one-time

Enters single-one-time mode.

Step 6

UCS-A/org/fault-suppress-task/local-schedule/single-one-time
# set date month day-of-month year hour
minute seconds

Specifies the date and time that this occurrence
should run.

Step 7

UCS-A/org/fault-suppress-task/local-schedule/single-one-time
# set max-duration {none| num-of-days
num-of-hours num-of-minutes num-of-seconds}

Specifies the maximum length of time that this
task can run. To run the task until it is manually
stopped, enter none or omit this step.

Step 8

UCS-A/org/fault-suppress-task/local-schedule/single-one-time

# commit-buffer

Commits the transaction to the system
configuration.

Example

The following example shows how to change the date and the fault suppression policy of the fault
suppression task called task2:

UCS-A# scope org /
UCS-A/org # scope fault-suppress-task task2
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UCS-A/org/fault-suppress-task* # scope local-schedule
UCS-A/org/fault-suppress-task/local-schedule # scope occurrence single-one-time
UCS-A/org/fault-suppress-task/local-schedule/single-one-time # set date dec 31 2013 11 00

00

UCS-A/org/fault-suppress-task/local-schedule/single-one-time* # commit-buffer

The following example shows how to apply a different schedule to the fault suppression task called

task1:

UCS-A# scope org

UCS-A/org # scope fault-suppress-task taskl
UCS-A/org/fault-suppress-task # set schedule monthly-maint
UCS-A/org/fault-suppress-task* # commit-buffer

Viewing Suppressed Faults and Fault Suppression Tasks for an Organization

Procedure

Command or Action

Purpose

Step 1

UCS-A# scope org org-name

Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2

UCS-A/org # show fault suppressed

Displays the suppressed faults for the
organization

Note Only faults owned by the selected

component are displayed.

Step 3

UCS-A/org # scopefault-suppress-task name

Enters fault-suppress-task mode.

Step 4

UCS-A/org/fault-suppress-task # show detail
expand

Displays the schedule or fixed time interval for
the task.

Example

The following example shows how to display the suppressed faults for an organization:

UCS-A# scope org Finance
UCS-A/org # show fault suppressed
UCS-A/org #

Fault Suppress Task:

Global Schedule Suppress Policy Name

Active

UCS-A/org #

test schedulel

Default Server Maint

The following example shows how to display the fault suppression task called task1:

UCS-A# scope org Finance
UCS-A/org # scope fault-suppress-task taskl

UCS-A/org/fault-suppress-task # show detail expand
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Fault Suppress Task:
Name: taskl
Status: Active
Global Schedule: test schedulel
Suppress Policy Name: Default Server Maint

UCS-A/org/fault-suppress-task #

Deleting Fault Suppression Tasks for an Organization

Procedure

Command or Action Purpose

Step 1 UCS-A# scope org org-name Enters the organization mode for the specified
organization. To enter the root organization
mode, enter / as the org-name.

Step 2 UCS-A/org # deletefault-suppress-task name | Deletes the specified fault suppression task.

Step 3 UCS-A/org # commit-buffer Commits the transaction to the system
configuration.

Example
The following example shows how to delete the fault suppression task called task1:

UCS-A# scope org /
UCS-A/org # delete fault-suppress-task taskl
UCS-A/org* # commit-buffer
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SNMP Overview

The Simple Network Management Protocol (SNMP) is an application-layer protocol that provides a message
format for communication between SNMP managers and agents. SNMP provides a standardized framework
and a common language for monitoring and managing devices in a network.

SNMP Functional Overview

The SNMP framework consists of three parts:

* An SNMP manager—The system used to control and monitor the activities of network devices using
SNMP.

* An SNMP agent—The software component within Cisco UCS, the managed device that maintains the
data for Cisco UCS, and reports the data as needed to the SNMP manager. Cisco UCS includes the agent
and a collection of MIBs. To enable the SNMP agent and create the relationship between the manager
and agent, enable and configure SNMP in Cisco UCS Manager.

* A managed information base (MIB)—The collection of managed objects on the SNMP agent. Cisco
UCS release 1.4(1) and higher supports a larger number of MIBs than earlier releases.

Cisco UCS supports SNMPv1, SNMPv2c and SNMPv3. Both SNMPv1 and SNMPv2c use a community-based
form of security. SNMP is defined in the following:

* RFC 3410 (http://tools.ietf.org/html/rfc3410)
* RFC 3411 (http://tools.ietf.org/html/rfc3411)
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* RFC 3412 (http://tools.ietf.org/html/rfc3412)
* RFC 3413 (http://tools.ietf.org/html/rfc3413)
* RFC 3414 (http://tools.ietf.org/html/rfc3414)
* RFC 3415 (http://tools.ietf.org/html/rfc3415)
* RFC 3416 (http://tools.ictf.org/html/rfc3416)
* RFC 3417 (http://tools.ietf.org/html/rfc3417)
* RFC 3418 (http://tools.ietf.org/html/rfc3418)
» RFC 3584 (http://tools.ietf.org/html/rfc3584)

SNMP Notifications

A key feature of SNMP is the ability to generate notifications from an SNMP agent. These notifications do
not require that requests be sent from the SNMP manager. Notifications can indicate improper user
authentication, restarts, the closing of a connection, loss of connection to a neighbor router, or other significant
events.

Cisco UCS Manager generates SNMP notifications as either traps or informs. Traps are less reliable than
informs because the SNMP manager does not send any acknowledgment when it receives a trap, and Cisco
UCS Manager cannot determine if the trap was received. An SNMP manager that receives an inform request
acknowledges the message with an SNMP response Protocol Data Unit (PDU). If the Cisco UCS Manager
does not receive the PDU, it can send the inform request again.

SNMP Security Levels and Privileges

SNMPv1, SNMPv2c, and SNMPv3 each represent a different security model. The security model combines
with the selected security level to determine the security mechanism applied when the SNMP message is
processed.

The security level determines the privileges required to view the message associated with an SNMP trap. The
privilege level determines whether the message requires protection from disclosure or whether the message
is authenticated. The supported security level depends on which security model is implemented. SNMP security
levels support one or more of the following privileges:

» noAuthNoPriv—No authentication or encryption
* authNoPriv—Authentication but no encryption

* authPriv—Authentication and encryption

SNMPv3 provides for both security models and security levels. A security model is an authentication strategy
that is set up for a user and the role in which the user resides. A security level is the permitted level of security
within a security model. A combination of a security model and a security level determines which security
mechanism is employed when handling an SNMP packet.
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Supported Combinations of SNMP Security Models and Levels

The following table identifies the combinations of security models and levels.

Table 1: SNMP Security Models and Levels

Model | Level Authentication Encryption | What Happens
vl noAuthNoPriv | Community string No Uses a community string match for authentication.
v2¢ | noAuthNoPriv | Community string No Uses a community string match for authentication.
v3 noAuthNoPriv | Username No Uses a username match for authentication.
v3 authNoPriv | HMAC-MD?5 or No Provides authentication based on the Hash-Based
HMAC-SHA Message Authentication Code (HMAC) Message
Digest 5 (MD5) algorithm or the HMAC Secure
Hash Algorithm (SHA).
v3 authPriv HMAC-MDS or DES Provides authentication based on the HMAC-MDS5
HMAC-SHA or HMAC-SHA algorithms. Provides Data
Encryption Standard (DES) 56-bit encryption in
addition to authentication based on the Cipher
Block Chaining (CBC) DES (DES-56) standard.

SNMPv3 Security Features

SNMPv3 provides secure access to devices through a combination of authenticating and encrypting frames

over the network. SNMPv3 authorizes only configured users to perform management operations and encrypts
SNMP messages. The SNMPv3 User-Based Security Model (USM) refers to SNMP message-level security
and offers the following services:

» Message integrity—Ensures that messages are not altered or destroyed in an unauthorized manner, and
that data sequences are not altered beyond what can occur non-maliciously.

* Message origin authentication—Ensures that the identity of a message originator is verifiable.

* Message confidentiality and encryption—Ensures that information is not made available or disclosed to
unauthorized individuals, entities, or processes.

SNMP Support

Cisco UCS provides the following support for SNMP:

Support for MIBs

Cisco UCS supports read-only access to MIBs.
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For information about the specific MIBs available for Cisco UCS and where you can obtain them, see the
http://www.cisco.com/en/US/docs/unified _computing/ucs/sw/mib/b-series/b UCS_MIBRef.html for B-series
servers, and http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/mib/c-series/b_UCS_Standalone
C-Series. MIBRef.html C-series servers.

Authentication Protocols for SNMPv3 Users

Cisco UCS supports the following authentication protocols for SNMPv3 users:
* HMAC-MD5-96 (MD5)
* HMAC-SHA-96 (SHA)

AES Privacy Protocol for SNMPv3 Users

Cisco UCS uses Advanced Encryption Standard (AES) as one of the privacy protocols for SNMPv3 message
encryption and conforms with RFC 3826.

The privacy password, or priv option, offers a choice of DES or 128-bit AES encryption for SNMP security
encryption. If you enable AES-128 configuration and include a privacy password for an SNMPv3 user, Cisco
UCS Manager uses the privacy password to generate a 128-bit AES key. The AES privacy password can have
a minimum of eight characters. If the passphrases are specified in clear text, you can specify a maximum of
64 characters.

Configuring SNMP

Enabling SNMP and Configuring SNMP Properties

SNMP messages from a Cisco UCS domain display the fabric interconnect name rather than the system name.

Procedure
Command or Action Purpose
Step 1 UCS-A# scope monitoring Enters monitoring mode.
Step 2 UCS-A /monitoring # enable snmp Enables SNMP.
Step 3 UCS-A /monitoring # set snmp community | Enters snmp community mode.
Step 4 UCS-A /monitoring # Enter a snmp Specifies SNMP community. Use the
community: community-name community name as a password. The
community name can be any alphanumeric
string up to 32 characters.
Step 5 UCS-A /monitoring # set snmp syscontact | Specifies the system contact person responsible
system-contact-name for the SNMP. The system contact name can
be any alphanumeric string up to 255 characters,
such as an email address or name and telephone
number.
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Command or Action Purpose
Step 6 UCS-A /monitoring # set snmp syslocation | Specifies the location of the host on which the
system-location-name SNMP agent (server) runs. The system location
name can be any alphanumeric string up to 512
characters.
Step 7 UCS-A /monitoring # commit-buffer Commits the transaction to the system
configuration.
Example

The following example enables SNMP, configures an SNMP community named SnmpCommSystem?2,
configures a system contact named contactperson, configures a contact location named systemlocation,
and commits the transaction:

UCS-A#
UCS-A

scope monitoring
/monitoring # enable snmp

UCS-A /monitoring* # set snmp community

UCS-A /monitoring* # Enter a snmp community: SnmpCommSystem2
UCS-A /monitoring* # set snmp syscontact contactpersonl
UCS-A /monitoring* # set snmp syslocation systemlocation
UCS-A /monitoring* # commit-buffer

UCS-A /monitoring #

What to do next

Create SNMP traps and users.

Creating an SNMP Trap

Procedure
Command or Action Purpose
Step 1 UCS-A# scope monitoring Enters monitoring mode.
Step 2 UCS-A /monitoring # enable snmp Enables SNMP.
Step 3 UCS-A /monitoring # create snmp-trap Creates an SNMP trap host with the specified
{hostname | ip-addr | ip6-addr } host name, I[Pv4 address, or IPv6 address.
The host name can be a fully qualified domain
name of an IPv4 address.
Step 4 UCS-A /monitoring/snmp-trap # set Specifies the SNMP community name to be
community  community-name used for the SNMP trap.
Step 5 UCS-A /monitoring/snmp-trap # Set port Specifies the port to be used for the SNMP trap.
port-num
Step 6 UCS-A /monitoring/snmp-trap # set version | Specifies the SNMP version and model used
{vl|v2c|v3} for the trap.
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Command or Action Purpose
Step 7 (Optional) UCS-A /monitoring/snmp-trap # set | The type of trap to send. If you select v2c or v3
notificationtype {traps| informs} for the version, this can be:
* traps—SNMP trap notifications
+ informs—SNMP inform notifications
Step 8 (Optional) UCS-A /monitoring/snmp-trap # set | If you select v3 for the version, the privilege
v3 privilege {auth | noauth | priv} associated with the trap can be
* auth—Authentication but no encryption
* noauth—No authentication or encryption
* priv—Authentication and encryption
Step 9 UCS-A /monitoring/snmp-trap # Commits the transaction to the system
commit-buffer configuration.
Example

The following example enables SNMP, creates an SNMP trap using an IPv4 address, specifies that
the trap will use the SnmpCommSystem2 community on port 2, sets the version to v3, sets the
notification type to traps, sets the v3 privilege to priv, and commits the transaction:

UCS-A#
UCs-A
UCs-A
UCS-A
UCs-A
UCS-A
UCS-A
UCs-A
UCS-A
UCs-A

scope monitoring

/monitoring # enable snmp

/monitoring* # create snmp-trap 100.10.111.112
/monitoring/snmp-trap* # set community SnmpCommSystem2
/monitoring/snmp-trap* # set port 2
/monitoring/snmp-trap* # set version v3
/monitoring/snmp-trap* # set notificationtype traps
/monitoring/snmp-trap* # set v3 privilege priv
/monitoring/snmp-trap* # commit-buffer
/monitoring/snmp-trap #

The following example enables SNMP, creates an SNMP trap using an IPv6 address, specifies that
the trap will use the SnmpCommSystem3 community on port 2, sets the version to v3, sets the
notification type to traps, sets the v3 privilege to priv, and commits the transaction:

UCS-A#
UCs-A
UCS-A
UCs-A
UCs-A
UCS-A
UCs-A
UCS-A
UCS-A
UCS-A

scope monitoring

/monitoring # enable snmp

/monitoring* # create snmp-trap 2001::1
/monitoring/snmp-trap* set community SnmpCommSystem3
/monitoring/snmp-trap* set port 2
/mo