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      Part I. Introduction
      

      
         This part contains the following chapters: 
            		
         

         
      

      
      
      
         
         	New and Changed Information

         
         	Overview of Cisco Unified Computing System

         
         	Overview of Cisco UCS Manager

         
         	Overview of Cisco UCS Manager CLI

         
      

      
      
      
   
      
      
      Chapter 1. New and Changed Information
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	New and Changed Information for this Release

         
      

      
      
      
         
      

      
      
      
   
      
      
      New and Changed Information for this Release

      
         
            
            The following table provides an overview of the significant changes to this guide for this current release. 
               		
               	 The table does not provide an exhaustive list of all changes made to the configuration guides or of the new features in
               this release. For information about new supported hardware in this release, see the Cisco UCS B-Series Servers Documentation Roadmap available  at the following URL:  
                     
                     http:/​/​www.cisco.com/​go/​unifiedcomputing/​b-series-doc.
            

            
            
         

         
         
         
            
               New Features and Changed Behavior in  Cisco UCS, Release 2.1(1)
               
                  
                     	 
                        				
                        Feature

                        
                        			 
                     
                     
                     	 
                        				
                        Description 
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Where Documented 
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	
                        Cisco UCS Central

                        
                     
                     
                     	
                        Provides a global view of an entire data center through multiple Cisco UCS Manager sessions. You can use Cisco UCS Central  to manage Cisco UCS operations for  an individual data center or for  multiple data centers. Cisco UCS Central facilitates  operational management for registered Cisco UCS domains for  firmware management, catalog management, global service profiles, statistics management, configuration backup and restore
                           operations, monitor log, core files, and faults.
                        

                        
                     
                     
                     	
                        This feature is documented in the Cisco UCS Central configuration guides and other documentation.
                        

                        
                        The Cisco UCS Central documentation is available at the following URL: http:/​/​www.cisco.com/​en/​US/​products/​ps12502/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
                  
                     	
                        Cisco UCS C-Series Server Integration through Single Wire Management
                        

                        
                     
                     
                     	
                        Enables you to integrate Cisco UCS C-Series rack servers through a single-wire management mode, using Network Controller Sideband Interface (NC-SI).
                        

                        
                        Integration through double-wire management is also available in this release.

                        
                     
                     
                     	
                        This feature is documented in Cisco UCS C-Series Server Integration with Cisco UCS Manager 2.1.
                        

                        
                        The C-Series integration guides can be found here: http:/​/​www.cisco.com/​en/​US/​partner/​products/​ps11736/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
                  
                     	
                        Default vNIC and vHBA Behavior Policies

                        
                     
                     
                     	
                        Enables you to specify how vNICs and vHBAs are created for a  service profile. You can choose to create vNICS and vHBAs manually,
                           or you can allow Cisco UCS Manager to create them automatically.
                        

                        
                     
                     
                     	
                        Default vNIC Behavior Policy: Configuring Network-Related Policies

                        
                        Default vHBA Behavior Policy: Configuring Storage-Related Policies

                        
                     
                     
                  

                  
                  
                     	
                        Fault Suppression

                        
                     
                     
                     	
                        Enables you to suppress SNMP trap and Call Home notifications during planned maintenance time. You can create a fault suppression
                           task to prevent notifications from being sent whenever a transient fault is raised or cleared.   
                        

                        
                     
                     
                     	
                        Fault Suppression

                        
                     
                     
                  

                  
                  
                     	
                        FCoE Uplink Ports

                        
                     
                     
                     	
                        Enables you to configure an Ethernet port as an  FCoE uplink port to carry Ethernet traffic and/or Fibre Channel traffic.

                        
                     
                     
                     	
                        FCoE Uplink Ports

                        
                     
                     
                  

                  
                  
                     	
                        FCoE Port Channels

                        
                     
                     
                     	
                        Enables you to  group several physical FCoE ports to create one logical FCoE channel link to provide fault-tolerance and high-speed
                           connectivity.
                        

                        
                     
                     
                     	
                        FCoE Port Channels

                        
                     
                     
                  

                  
                  
                     	
                        Fibre Channel Zoning

                        
                     
                     
                     	
                        Enables you to partition the  Fibre Channel fabric into one or more  zones. Each zone defines the set of Fibre Channel initiators
                           and Fibre Channel targets that can communicate with each other in a VSAN. Zoning also enables you to set up access control
                           between hosts and storage devices or user groups.
                        

                        
                     
                     
                     	
                        Configuring Fibre Channel Zoning

                        
                     
                     
                  

                  
                  
                     	
                        Firmware Auto Install

                        
                     
                     
                     	
                        Enables you to upgrade a Cisco UCS domain to the firmware versions contained in a single package in the following two stages: infrastructure firmware upgrade and server
                           firmware upgrade.
                        

                        
                     
                     
                     	
                        This feature is documented in the following configuration guides:

                        
                        
                           	Cisco UCS B-Series Firmware GUI Configuration Guide
                              
                           

                           
                           	Cisco UCS B-Series Firmware CLI Configuration Guide
                              
                           

                           
                        

                        
                        The firmware configuration guides can be found here: http:/​/​www.cisco.com/​en/​US/​products/​ps10281/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
                  
                     	
                        Firmware Cross-Version Support

                        
                     
                     
                     	
                        Enables you to upgrade the infrastructure firmware in a Cisco UCS domain to Cisco UCS, Release 2.1 and leave the server firmware at Cisco UCS, Release 2.0, allowing you to avoid disruptive server reboots.
                        

                        
                        
                     
                     
                     	
                        This feature is documented in the following configuration guides:

                        
                        
                           	Cisco UCS B-Series Firmware GUI Configuration Guide
                              
                           

                           
                           	Cisco UCS B-Series Firmware CLI Configuration Guide
                              
                           

                           
                        

                        
                        The firmware configuration guides can be found here: http:/​/​www.cisco.com/​en/​US/​products/​ps10281/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
                  
                     	
                        LAN and SAN Connectivity Policies for Service Profile Configuration

                        
                     
                     
                     	
                        Enables you to configure connectivity policies that govern the connections and the network communication resources between
                           the server and the LAN or SAN on the network. These policies enable you to restrict the creation of LAN and SAN connectivity
                           to network and storage administrators, while still allowing employees with the appropriate privileges to create service profiles
                           and service profile templates.
                        

                        
                     
                     
                     	
                        LAN Connectivity Policies: Configuring Network-Related Policies

                        
                        SAN Connectivity Policies: Configuring Storage-Related Policies

                        
                     
                     
                  

                  
                  
                     	
                        Multicast Policy

                        
                     
                     
                     	
                        Enables you to  configure Internet Group Management Protocol (IGMP) snooping and IGMP querier to   dynamically determine which
                           hosts in a VLAN should be included in particular multicast transmissions.
                        

                        
                     
                     
                     	
                        Multicast Policy

                        
                     
                     
                  

                  
                  
                     	
                        Privileges documentation

                        
                     
                     
                     	
                        Provides detailed information about user privileges in Cisco UCS in a separate reference document.
                        

                        
                     
                     
                     	
                        This feature is documented in Privileges in Cisco UCS available  at the following URL:  http:/​/​preview.cisco.com/​en/​US/​products/​ps10281/​prod_​technical_​reference_​list.html.
                        

                        
                     
                     
                  

                  
                  
                     	
                        Scheduled backups

                        
                     
                     
                     	
                        Enables you to schedule full state backups and all configuration exports.

                        
                     
                     
                     	
                        Scheduled Backups

                        
                     
                     
                  

                  
                  
                     	
                        Service Profile Renaming

                        
                     
                     
                     	
                        Enables you to change the name of an existing service profile.

                        
                     
                     
                     	
                        Configuring Service Profiles

                        
                     
                     
                  

                  
                  
                     	
                        Support for discovery of flash I/O devices

                        
                     
                     
                     	
                        Includes discovery and inventory for  PCIe-based flash storage devices in supported Cisco UCS servers.
                        

                        
                     
                     
                     	 
                     
                  

                  
                  
                     	
                        Support for Multiple Receive Queue Support (MRQS) on Linux

                        
                     
                     
                     	
                        Includes eNIC support for the Multiple Receive Queue Support (MRQS) feature on Red Hat Enterprise Linux Version 6.x and SUSE
                           Linux Enterprise Server Version 11.x.
                           
                        

                        
                     
                     
                     	
                        Configuring an Ethernet Adapter Policy to Enable eNIC Support for MRQS on Linux Operating Systems

                        
                     
                     
                  

                  
                  
                     	
                        Troubleshooting Enhancements for Finite State Machine (FSM) processes

                        
                     
                     
                     	
                        Provides an expansion of the information displayed about FSMs, including expected FSM stage transitions and current and prior
                           stage history.
                        

                        
                     
                     
                     	 
                     
                  

                  
                  
                     	
                        Unified Uplink Ports

                        
                     
                     
                     	
                        Enables you to configure an Ethernet port and FCoE port on the same physical port.

                        
                     
                     
                     	
                        Unified Uplink Ports

                        
                     
                     
                  

                  
                  
                     	
                        Unified Uplink Port Channels

                        
                     
                     
                     	
                        Enables you to configure an Ethernet port channel and FCoE port channel on the same ID, to create one logical unified uplink
                           port channel link to provide fault-tolerance and high-speed connectivity.
                        

                        
                     
                     
                     	
                        Unified Uplink Port Channel

                        
                     
                     
                  

                  
                  
                     	
                        Unified Storage Ports

                        
                     
                     
                     	
                        Enables you to configure the same physical port as an Ethernet storage interface and FCoE storage interface.

                        
                     
                     
                     	
                        Unified Storage Ports

                        
                     
                     
                  

                  
                  
                     	
                        vCon Assignment and Distribution

                        
                     
                     
                     	
                        Changes the algorithm that Cisco UCS uses to implicitly assign vNICs and vHBAs to vCons, and enables you to explicitly assign a vNIC or vHBA to a vCon through
                           vNIC/vHBA Placement Policies.
                        

                        
                     
                     
                     	
                        Configuring Server-Related Policies

                        
                     
                     
                  

                  
                  
                     	
                        VLAN Port Count Optimization

                        
                     
                     
                     	
                        Maps  the state of multiple VLANs into a single internal state and  logically group VLANs  based on the port VLAN count. This
                           grouping increases the port VLAN count, compresses  the VLAN state, and reduces the CPU load on the fabric interconnect.
                        

                        
                     
                     
                     	
                        VLAN Port Count Optimization

                        
                     
                     
                  

                  
                  
                     	
                        VLAN Groups

                        
                     
                     
                     	
                        Groups VLANs on Ethernet ports by function or by VLANs that belong to a specific network.

                        
                     
                     
                     	
                        VLAN Groups

                        
                     
                     
                  

                  
                  
                     	
                        VLAN Permissions

                        
                     
                     
                     	
                        Restricts access to VLANs based on specified organizations and restricts the set of VLANs you can assign to service profile
                           vNICs.
                        

                        
                     
                     
                     	
                        VLAN Permissions

                        
                     
                     
                  

                  
                  
                     	
                        CIMC Session Management

                        
                     
                     
                     	
                        Cisco UCS Manager, release 2.1(2) provides the ability to view and close KVM, media and SOL sessions. If you are an admin user, you can close
                           sessions of other users.
                        

                        
                     
                     
                     	
                        CIMC Session Management

                        
                     
                     
                  

                  
                  
                     	
                        Managing Transportable Flash Module and Supercapacitor

                        
                     
                     
                     	
                        Cisco UCS Manager, release 2.1(2) provides the ability to manage TFM and Supercapacitor.
                        

                        
                     
                     
                     	
                        Managing Transportable Flash Module and Supercapacitor

                        
                     
                     
                  

                  
                  
                     	
                        Nested LDAP Group

                        
                     
                     
                     	
                        Cisco UCS Manager, release 2.1(2) provides support for nested LDAP group support.
                        

                        
                     
                     
                     	
                        Nested LDAP Groups

                        
                     
                     
                  

                  
                  
                     	
                        VM-FEX Integration for Hyper-V SRIOV

                        
                     
                     
                     	
                        Cisco Virtual Machine Fabric Extender (VM-FEX) for Hyper-V provides management  integration and network communication between
                           Cisco UCS Manager and VMware vCenter.
                        

                        
                     
                     
                     	
                        This feature is documented in the following configuration guides:

                        
                        
                           	Cisco UCS Manager VM-FEX for Hyper-V GUI Configuration Guide
                              
                           

                           
                           	 Cisco UCS Manager VM-FEX for Hyper-V CLI Configuration Guide
                              
                           

                           
                        

                        
                        The VM-FEX configuration guides can be found here: http:/​/​www.cisco.com/​en/​US/​products/​ps10281/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
                  
                     	
                        VM-FEX Integration for KVM (Red Hat Linux) SRIOV

                        
                     
                     
                     	
                        Includes enhancements and significant improvements to the functionality of Cisco Virtual Machine Fabric Extender (VM-FEX)
                           for KVM, which provides external switching for virtual machines running on a KVM Linux-based hypervisor in a Cisco UCS domain.
                        

                        
                     
                     
                     	
                        This feature is documented in the following configuration guides:

                        
                        
                           	 Cisco UCS Manager VM-FEX for KVM GUI Configuration Guide
                              
                           

                           
                           	 Cisco UCS Manager VM-FEX for KVM CLI Configuration Guide
                              
                           

                           
                        

                        
                        The VM-FEX configuration guides can be found here: http:/​/​www.cisco.com/​en/​US/​products/​ps10281/​products_​installation_​and_​configuration_​guides_​list.html

                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 2. Overview of Cisco Unified Computing System
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	About Cisco Unified Computing System

         
         	Unified Fabric

         
         	Server Architecture and Connectivity

         
         	Traffic Management

         
         	Opt-In Features

         
         	Virtualization in Cisco UCS

         
      

      
      
      
         
      

      
      
      
   
      
      
      About 
         	 Cisco Unified Computing System
         	 
      

      
          
            		
             
               		  Cisco Unified Computing System
               		  (Cisco UCS)
               		  fuses access layer networking and servers. This high-performance,
               		  next-generation server system provides a data center with a high degree of
               		  workload agility and scalability. 
               		
            

            
            		
            The hardware and software components support Cisco's unified fabric,
               		  which runs multiple types of data center traffic over a single converged
               		  network adapter. 
               		
            

            
            	 
         

         
         
            Architectural Simplification
 
            		 
            		 
            		
            The simplified architecture of 
               		  Cisco UCS
               		  reduces the number of required devices and centralizes switching resources. By
               		  eliminating switching inside a chassis, network access-layer fragmentation is
               		  significantly reduced. 
               		
            

            
            		
             
               		  Cisco UCS
               		  implements Cisco unified fabric within racks and groups of racks, supporting
               		  Ethernet and Fibre Channel protocols over 10 Gigabit Cisco Data Center
               		  Ethernet and Fibre Channel over Ethernet (FCoE) links. 
               		
            

            
            		
            This radical simplification reduces the number of switches, cables, adapters, and management points by up to
               		  two-thirds. All
               		  devices in a 
               		  Cisco UCS domain remain under a single management domain, which remains
               		  highly available through the use of redundant components. 
               		
            

            
            	 
         

         
         
            High Availability
 
            		 
            		 
            		
            The management and data plane of 
               		  Cisco UCS
               		  is designed for high availability and redundant access layer fabric
               		  interconnects. In addition, 
               		  Cisco UCS
               		  supports existing high availability and disaster recovery solutions for the
               		  data center, such as data replication and application-level clustering
               		  technologies. 
               		
            

            
            	 
         

         
         
            Scalability
 
            		 
            		 
            		
            A single 
               		  Cisco UCS domain supports multiple chassis and their servers, all of which are
               		  administered through one 
               		  Cisco UCS Manager.
               		  For more detailed information about the scalability, speak to your Cisco
               		  representative. 
               		
            

            
            	 
         

         
         
            Flexibility
 
            		 
            		 
            		
            A 
               		  Cisco UCS domain allows you to quickly align computing resources in the data center
               		  with rapidly changing business requirements. This built-in flexibility is
               		  determined by whether you choose to fully implement the stateless computing
               		  feature. 
               		
            

            
            		
            Pools of servers and other system resources can be applied as
               		  necessary to respond to workload fluctuations, support new applications, scale
               		  existing software and business services, and accommodate both scheduled and
               		  unscheduled downtime. Server identity can be abstracted into a mobile 
               		  service profile
               		  that can be moved from server to server with minimal downtime and no need for
               		  additional network configuration. 
               		
            

            
            		
            With this level of flexibility, you can quickly and easily scale
               		  server capacity without having to change the server identity or reconfigure the
               		  server, LAN, or SAN. During a maintenance window, you can quickly do the following:
            

            
            		
            
               	 
                  			 Deploy new servers to meet unexpected workload demand and
                  				rebalance resources and traffic. 
                  			 
                  
                  		  
               

               
               	 
                  			 Shut down an application, such as a database management system, on
                  				one server and then boot it up again on another server with increased I/O
                  				capacity and memory resources. 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Optimized for Server Virtualization
 
            		 
            		 
            		
             
               		  Cisco UCS
               		  has been optimized to implement VM-FEX technology. This technology provides
               		  improved support for server virtualization, including better policy-based
               		  configuration and security, conformance with a company's operational model, and
               		  accommodation for VMware's VMotion. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Unified Fabric

      
          With unified fabric, multiple types of data center traffic can run over
            		a single Data Center Ethernet (DCE) network. Instead of having a series of
            		different host bus adapters (HBAs) and network interface cards (NICs) present
            		in a server, unified fabric uses a single converged network adapter. This
            		type of adapter can carry LAN and SAN traffic on the same cable.
            	 
         

         
         
            		Cisco UCS
            		uses Fibre Channel over Ethernet (FCoE) to carry Fibre Channel and Ethernet
            		traffic on the same physical Ethernet connection between the fabric
            		interconnect and the server. This connection terminates at a converged network
            		adapter on the server, and the unified fabric terminates on the uplink ports of
            		the fabric interconnect. On the core network, the LAN and SAN traffic remains
            		separated. 
            		Cisco UCS
            		does not require that you implement unified fabric across the data center.
            	 
         

         
         The converged network adapter presents an Ethernet interface and Fibre
            		Channel interface to the operating system. At the server, the operating system
            		is not aware of the FCoE encapsulation because it sees a standard Fibre Channel
            		HBA.
            	 
         

         
         At the fabric interconnect, the server-facing Ethernet port receives the
            		Ethernet and Fibre Channel traffic. The fabric interconnect (using Ethertype to
            		differentiate the frames) separates the two traffic types. Ethernet frames and
            		Fibre Channel frames are switched to their respective uplink interfaces.
            	 
         

         
      

      
      
      
         
         	Fibre Channel over Ethernet

         
      

      
      
      
         
      

      
      
      
   
      
      
      Fibre Channel over Ethernet

      
          
            		Cisco UCS
            		leverages Fibre Channel over Ethernet (FCoE) standard protocol to deliver Fibre
            		Channel. The upper Fibre Channel layers are unchanged, so the Fibre Channel
            		operational model is maintained. FCoE network management and configuration is
            		similar to a native Fibre Channel network. 
            	 
         

         
         FCoE encapsulates Fibre Channel traffic over a physical Ethernet link.
            		FCoE is encapsulated over Ethernet with the use of a dedicated Ethertype,
            		0x8906, so that FCoE traffic and standard Ethernet traffic can be carried on
            		the same link. FCoE has been standardized by the ANSI T11 Standards Committee. 
            	 
         

         
         Fibre Channel traffic requires a lossless transport layer. Instead of
            		the buffer-to-buffer credit system used by native Fibre Channel, FCoE depends
            		upon the Ethernet link to implement lossless service. 
            	 
         

         
         Ethernet links on the fabric interconnect provide two mechanisms to
            		ensure lossless transport for FCoE traffic: 
            	 
         

         
         
            	 
               		  Link-level flow control 
               		  
               
               		
            

            
            	 
               		  Priority flow control 
               		  
               
               		
            

            
         

         
      

      
      
      
         
         	Link-Level Flow Control

         
         	Priority Flow Control

         
      

      
      
      
         
      

      
      
      
   
      
      
      Link-Level Flow Control

      
         IEEE 802.3x link-level flow control allows a congested receiver to
            		signal the endpoint to pause data transmission for a short time. This
            		link-level flow control pauses all traffic on the link.
            	 
         

         
         The transmit and receive directions are separately configurable. By
            		default, link-level flow control is disabled for both directions.
            	 
         

         
         On each Ethernet interface, the fabric interconnect can enable either
            		priority flow control or link-level flow control (but not both).
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Priority Flow Control

      
         The priority flow control (PFC) feature applies pause functionality to
            		specific classes of traffic on the Ethernet link. For example, PFC can provide
            		lossless service for the FCoE traffic, and best-effort service for the standard
            		Ethernet traffic. PFC can provide different levels of service to specific
            		classes of Ethernet traffic (using IEEE 802.1p traffic classes).
            	 
         

         
         PFC decides whether to apply pause based on the IEEE 802.1p CoS value.
            		When the fabric interconnect enables PFC, it configures the connected adapter
            		to apply the pause functionality to packets with specific CoS values.
            	 
         

         
         By default, the fabric interconnect negotiates to enable the PFC
            		capability. If the negotiation succeeds, PFC is enabled and link-level flow
            		control remains disabled (regardless of its configuration settings). If the PFC
            		negotiation fails, you can either force PFC to be enabled on the interface or
            		you can enable IEEE 802.x link-level flow control.
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Server Architecture and Connectivity

      

      
      
      
         
         	Overview of Service Profiles

         
         	Policies

         
         	Pools

         
      

      
      
      
         
      

      
      
      
   
      
      
      Overview of 
         	 Service Profiles
         	 
      

      
          
            		Service profiles
            		are the central concept of 
            		Cisco UCS.
            		Each 
            		service profile
            		serves a specific purpose: ensuring that the associated server hardware has the
            		configuration required to support the applications it will host. 
            	 
         

         
         The 
            		service profile
            		maintains configuration information about the server hardware, interfaces,
            		fabric connectivity, and server and network identity. This information is
            		stored in a format that you can manage through 
            		Cisco UCS Manager.
            		All 
            		service profiles
            		are centrally managed and stored in a database on the fabric interconnect. 
            	 
         

         
         Every server must be associated with a 
            		service profile.
            		
            	 
         

         
         Important:  
            		
            At any given time, each server can be associated with only one 
               		  service profile.
               		  Similarly, each 
               		  service profile
               		  can be associated with only one server at a time. 
               		
            

            
            	 
         

         
          After you associate a 
            		service profile
            		with a server, the server is ready to have an operating system and applications
            		installed, and you can use the 
            		service profile
            		to review the configuration of the server. If the server associated with a 
            		service profile
            		fails, the 
            		service profile
            		does not automatically fail over to another server.
            	 
         

         
         When a 
            		service profile
            		is disassociated from a server, the identity and connectivity information for
            		the server is reset to factory defaults. 
            	 
         

         
      

      
      
      
         
         	Network Connectivity through Service Profiles

         
         	Configuration through Service Profiles

         
         	Service Profiles that Override Server Identity

         
         	Service Profiles that Inherit Server Identity

         
         	Service Profile Templates

         
      

      
      
      
         
      

      
      
      
   
      
      
      Network Connectivity through Service Profiles
         
      

      
         Each service profile specifies the LAN and SAN network connections for the server through the Cisco UCS infrastructure and out to the external network.  You do not need to manually configure the network connections for Cisco UCS  servers and other components. All network configuration is performed through the service profile.
         

         
         When you associate a service profile with a server, the Cisco UCS internal fabric is configured with the information in the service profile. If the profile was previously associated with
            a different server, the network infrastructure reconfigures to support identical network connectivity to the new server.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuration through 
         	 Service Profiles
      

      
         
            		
            A 
               		  service profile
               		  can take advantage of resource pools and policies to handle server and
               		  connectivity configuration.
               		
            

            
            	 
         

         
         
            Hardware Components Configured by 
               		  Service Profiles
            

            		
            		
            When a 
               		  service profile
               		  is associated with a server, the following components are configured according
               		  to the data in the profile:
               		
            

            
            		
            
               	
                  			 Server, including BIOS and CIMC
                  			 
                  
                  		  
               

               
               	
                  			 Adapters
                  			 
                  
                  		  
               

               
               	
                  			 Fabric interconnects
                  
                  		  
               

               
            

            
            		
            You do not need to configure these hardware components directly.
               		
            

            
            	 
         

         
         
            Server Identity Management through 
               		  Service Profiles
            

            		
            		
            You can use the network and device identities burned into the server
               		  hardware at manufacture or you can use identities that you specify in the
               		  associated 
               		  service profile
               		  either directly or through identity pools, such as MAC, WWN, and UUID.
               		
            

            
            		
            The following are examples of configuration information that you can
               		  include in a 
               		  service profile:
               		
            

            
            		
            
               	
                  			 Profile name and description
                  			 
                  
                  		  
               

               
               	
                  			 Unique server identity (UUID)
                  			 
                  
                  		  
               

               
               	
                  			 LAN connectivity attributes, such as the MAC address
                  			 
                  
                  		  
               

               
               	
                  			 SAN connectivity attributes, such as the WWN
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Operational Aspects configured by 
               		  Service Profiles
            

            		
            		
            You can configure some of the operational functions for a server in a 
               		  service profile,
               		  such as the following:
               		
            

            
            		
            
               	
                  			 Firmware packages and versions
                  			 
                  
                  		  
               

               
               	
                  			 Operating system boot order and configuration
                  			 
                  
                  		  
               

               
               	
                  			 IPMI and KVM access
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            vNIC Configuration by 
               		  Service Profiles
            

            		
            		
            A vNIC is a virtualized network interface that is configured on a
               		  physical network adapter and appears to be a physical NIC to the operating
               		  system of the server. The type of adapter in the system determines how many
               		  vNICs you can create. For example, a 
               		  converged network adapter has two NICs, which means you can create a maximum of two
               		  vNICs for each adapter. 
               		
            

            
            		
            A vNIC communicates over Ethernet and handles LAN traffic. At a
               		  minimum, each vNIC must be configured with a name and with fabric and network
               		  connectivity.
               		
            

            
            	 
         

         
         
            vHBA Configuration by 
               		  Service Profiles
            

            		
            		
            A vHBA is a virtualized host bus adapter that is configured on a
               		  physical network adapter and appears to be a physical HBA to the operating
               		  system of the server. The type of adapter in the system determines how many
               		  vHBAs you can create. For example, a 
               		  converged network adapter has two HBAs, which means you can create a maximum of two vHBAs
               		  for each of those adapters. In contrast, a 
               		  network interface card  does not have any HBAs, which means you cannot create any vHBAs
               		  for those adapters.
               		
            

            
            		
            A vHBA communicates over FCoE and handles SAN traffic. At a minimum,
               		  each vHBA must be configured with a name and fabric connectivity.
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      
         	 Service Profiles
         	 that Override Server Identity
      

      
         This type of 
            		service profile
            		provides the maximum amount of flexibility and control. This profile allows you
            		to override the identity values that are on the server at the time of
            		association and use the resource pools and policies set up in 
            		Cisco UCS Manager
            		to automate some administration tasks.
            	 
         

         
         You can disassociate this 
            		service profile
            		from one server and then associate it with another server. This re-association
            		can be done either manually or through an automated server pool policy. The
            		burned-in settings, such as UUID and MAC address, on the new server are
            		overwritten with the configuration in the 
            		service profile.
            		As a result, the change in server is transparent to your network. You do not
            		need to reconfigure any component or application on your network to begin using
            		the new server.
            	 
         

         
         This profile allows you to take advantage of and manage system resources
            		through resource pools and policies, such as the following:
            	 
         

         
         
            	
               		  Virtualized identity information, including pools of MAC addresses,
               			 WWN addresses, and UUIDs
               		  
               
               		
            

            
            	
               		  Ethernet and Fibre Channel adapter profile policies
               		  
               
               		
            

            
            	
               		  Firmware package policies
               		  
               
               		
            

            
            	
               		  Operating system boot order policies
               		  
               
               		
            

            
         

         
         Unless the service profile contains power management policies, a server pool qualification policy, or another policy that
            requires a specific hardware configuration, the profile can be used for any type of server in the Cisco UCS domain.
         

         
         You can associate these service profiles with either a rack-mount server or a blade server. The ability to migrate the service
            profile depends upon whether you choose to restrict migration of the service profile.
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                    If you choose not to restrict migration, Cisco UCS Manager does not perform any  compatibility checks on the new server before migrating the existing service profile. If the hardware
                     of both servers are not similar,  the association might fail.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Service Profiles that Inherit Server Identity

      
         This hardware-based service profile  is the simplest to use and create. This profile uses the default values in the server
            and mimics the management of a rack-mounted server. It is tied to a specific server and cannot be moved or migrated to another
            server.
         

         
         You do not need to create pools or configuration policies to use this service profile.

         
         This service profile inherits and applies the identity and configuration information that is present at the time of association,
            such as the following:
         

         
         
            	
               MAC addresses for the two NICs
               
               
            

            
            	
               For a converged network  adapter or a virtual interface card, the WWN addresses  for the two HBAs
               
               
            

            
            	
               BIOS versions
               
               
            

            
            	
               Server UUID
               
               
            

            
         

         
         Important: 
            
            The server identity and configuration information inherited through this service profile may not be the values burned into
               the server hardware at manufacture if those values were changed before this profile is associated with the server.
            

            
            
         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Service Profile
         	 Templates
      

      
         With a service profile
            		template, you can quickly create several service profiles with the same basic
            		parameters, such as the number of vNICs and vHBAs, and with identity
            		information drawn from the same pools. 
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                  If you need only one
                     		  service profile with similar values to an existing service profile, you can
                     		  clone a service profile in the 
                     		  Cisco UCS Manager GUI. 
                     		
                  

                  
                  	 
                  

               
            

         

         
         For example, if you
            		need several service profiles with similar values to configure servers to host
            		database software, you can create a service profile template, either manually
            		or from an existing service profile. You then use the template to create the
            		service profiles. 
            	 
         

         
          
            		Cisco UCS supports the following types of
            		service profile templates: 
            	 
         

         
         
            	Initial template 
               		  
            

            
            	 
               			 
                Service
                  				profiles created from an initial template inherit all the properties of the
                  				template. Service profiles created from an initial service profile template are
                  				bound to the template. However, changes to the initial template do not 
                  				automatically propagate to the bound service profiles. If
                  				you want to propagate changes to bound service profiles, unbind and rebind the
                  				service profile to the initial template.
                  			 
               

               
               		  
            

            
            	Updating template
               			 
               		  
            

            
            	 
               			 
               Service profiles
                  				created from an updating template inherit all the properties of the template
                  				and remain connected to the template. Any changes to the template automatically
                  				update the service profiles created from the template. 
                  			 
               

               
               		  
            

            
         

         
      

      
      
      
         
         	Creating a Service Profile Template

         
         	Creating a Service Profile Instance from a Service Profile Template

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Policies

      
         
            Policies determine how Cisco UCS components will act in specific circumstances. You can create multiple instances of most policies. For example, you might
               want different boot policies, so that some servers can PXE boot, some can SAN boot, and others can boot from local storage.
            

            
            Policies allow separation of functions within the system. A subject matter expert can define policies that are used in a service
               profile, which is  created by someone without that subject matter expertise. For example, a LAN administrator can create adapter
               policies and quality of service policies for the system. These policies can then be used in a service profile that is created
               by someone who has limited or no subject matter expertise with LAN administration.
            

            
            You can create  and use two types of policies in Cisco UCS Manager:
            

            
            
               	
                  Configuration policies that configure the servers and other components
                  
                  
               

               
               	
                  Operational policies that control certain management, monitoring, and access control functions
                  
                  
               

               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Pools

      
         Pools are collections of identities, or physical or logical resources, that are available in the system. All pools increase
            the flexibility of service profiles and allow you to centrally manage your system resources.
         

         
         You can use pools to segment unconfigured servers or available ranges of server identity information into groupings that make
            sense for the data center. For example, if you create a pool of unconfigured servers with similar characteristics and include
            that pool in a service profile, you can use a policy to associate that service profile with an available, unconfigured server.
         

         
         If you pool identifying information, such as MAC addresses, you can preassign ranges for servers that host specific applications.
            For example, you can configure all database servers within the same range of MAC addresses, UUIDs, and WWNs.
         

         
         
            Domain Pools

            Domain Pools are defined locally in a Cisco UCS domain, and can only be used in that Cisco UCS domain.
            

            
         

         
         
            Global Pools

            Global Pools are defined in Cisco UCS Central, and can be shared between Cisco UCS domains. If a Cisco UCS domain is registered with Cisco UCS Central,  you can assign Global Pools in  Cisco UCS Manager.
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Traffic Management

      

      
      
      
         
         	Oversubscription

         
         	Pinning

         
         	Quality of Service

         
      

      
      
      
         
      

      
      
      
   
      
      
      Oversubscription

      
         Oversubscription occurs when multiple network devices are connected to
            		the same fabric interconnect port. This practice optimizes fabric interconnect
            		use, since ports rarely run at maximum speed for any length of time. As a
            		result, when configured correctly, oversubscription allows you to take
            		advantage of unused bandwidth. However, incorrectly configured oversubscription
            		can result in contention for bandwidth and a lower quality of service to all
            		services that use the oversubscribed port.
            	 
         

         
         For example, oversubscription can occur if four servers share a single
            		uplink port, and all four servers attempt to send data at a cumulative rate
            		higher than available bandwidth of uplink port.
            	 
         

         
      

      
      
      
         
         	Oversubscription Considerations

         
         	Guidelines for Estimating Oversubscription

         
      

      
      
      
         
      

      
      
      
   
      
      
      Oversubscription Considerations

      
         The following elements can impact how you configure oversubscription in
            		a 
            		Cisco UCS domain:
         

         
         
            Ratio of Server-Facing Ports to Uplink Ports

            
            
            You need to know what how many server-facing ports and uplink
               				ports are in the system, because that ratio can impact performance. For
               				example, if your system has twenty ports that can communicate down to the
               				servers and only two ports that can communicate up to the network, your uplink
               				ports will be oversubscribed. In this situation, the amount of traffic created
               				by the servers can also affect performance.
            

            
            
         

         
         
            Number of Uplink Ports from Fabric Interconnect to Network

            
            
             You can choose to add more uplink ports between the 
               				Cisco UCS
               				fabric interconnect and the upper layers of the LAN to increase bandwidth. In 
               				Cisco UCS,
               				you must have at least one uplink port per fabric interconnect to ensure that
               				all servers and NICs to have access to the LAN. The number of LAN uplinks
               				should be determined by the aggregate bandwidth needed by all 
               				Cisco UCS
               				servers.
            

            
            			 
            For the 6100 series fabric interconnects, Fibre Channel uplink ports are available on the expansion slots only. You
               				must add more expansion slots to increase number of available Fibre Channel uplinks.
               				Ethernet uplink ports can exist on the fixed slot and on expansion slots.
            

            
            For the 6200 series fabric interconnects running Cisco UCS Manager, version 2.0 and higher, Ethernet uplink ports and Fibre Channel uplink ports are both configurable on the base module, as
               well as on the expansion module.
            

            
            			 
            For example, if you have two 
               				Cisco UCS
               				5100 series chassis that are fully populated with half width 
               				Cisco UCS
               				B200-M1 servers, you have 16 servers. In a cluster configuration, with one LAN
               				uplink per fabric interconnect, these 16 servers share 20GbE of LAN bandwidth.
               				If more capacity is needed, more uplinks from the fabric interconnect should be
               				added. We recommend that you have symmetric configuration of the uplink in
               				cluster configurations. In the same example, if 4 uplinks are used in each
               				fabric interconnect, the 16 servers are sharing 80 GB of bandwidth, so each has
               				approximately 5 GB of capacity. When multiple uplinks are used on a 
               				Cisco UCS
               				fabric interconnect the network design team should consider using a port
               				channel to make best use of the capacity.
            

            
            		  
         

         
         
            Number of Uplink Ports from I/O Module to Fabric
               				Interconnect
            

            
            
             You can choose to add more bandwidth between I/O module and
               				fabric interconnect by using more uplink ports and increasing the number of
               				cables. In 
               				Cisco UCS,
               				you can have one, two, or four cables connecting a I/O module to a 
               				Cisco UCS 6100 series
               				fabric interconnect. You can have up to eight cables if you're connecting a 2208 I/O module and a 6248 fabric interconnect.
               The number of cables determines the number of active
               				uplink ports and the oversubscription ratio. 
            

            
            
         

         
         
            Number of Active Links from Server to Fabric
               			 Interconnect
            

            
            
            The amount of non-oversubscribed bandwidth available to each server depends on the number of I/O modules used and the number
               of cables used to connect those I/O modules to the fabric interconnects. Having a second I/O module in place provides additional
               bandwidth and redundancy to the servers. This level of flexibility in design ensures that you can provide anywhere from 80
               Gbps (two I/O modules with four links each) to 10 Gbps (one I/O module with one link) to the chassis.
            

            
            
            With 80 Gbps to the chassis, each half-width server in the Cisco UCS domain can get up to 10 Gbps in a non-oversubscribed configuration, with an ability to use up to 20 Gbps with 2:1 oversubscription.
            

            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Guidelines for Estimating Oversubscription

      
         When you estimate the optimal oversubscription ratio for a fabric
            		interconnect port, consider the following guidelines:
            	 
         

         
         
            Cost/Performance Slider

            			 
            The prioritization of cost and performance is different for each
               				data center and has a direct impact on the configuration of oversubscription.
               				When you plan hardware usage for oversubscription, you need to know where the
               				data center is located on this slider. For example, oversubscription can be
               				minimized if the data center is more concerned with performance than cost.
               				However, cost is a significant factor in most data centers, and
               				oversubscription requires careful planning.
            

            
            
         

         
         
            Bandwidth Usage

            
            
            The estimated bandwidth that you expect each server to actually
               				use is important when you determine the assignment of each server to a fabric
               				interconnect port and, as a result, the oversubscription ratio of the ports.
               				For oversubscription, you must consider how many GBs of traffic the server will
               				consume on average, the ratio of configured bandwidth to used bandwidth, and
               				the times when high bandwidth use will occur.
            

            
            
         

         
         
            Network Type

            
            
            The network type is only relevant to traffic on uplink ports,
               				because FCoE does not exist outside Cisco UCS. The rest of the data center network only
               				differentiates between LAN and SAN traffic. Therefore, you do not need to take
               				the network type into consideration when you estimate oversubscription of a
               				fabric interconnect port.
            

            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Pinning

      
         Pinning in 
            		Cisco UCS
            		is only relevant to uplink ports. You can pin Ethernet or FCoE traffic from a
            		given server to a specific uplink Ethernet port or uplink FC port. 
            	 
         

         
         When you pin the NIC and HBA of both physical and virtual servers to
            		uplink ports, you give the fabric interconnect greater control over the unified
            		fabric. This control ensures more optimal utilization of uplink port bandwidth.
            		
            	 
         

         
          
            		Cisco UCS
            		uses pin groups to manage which NICs, vNICs, HBAs, and vHBAs are pinned to an
            		uplink port. To configure pinning for a server, you can either assign a pin
            		group directly, or include a pin group in a vNIC policy, and then add that vNIC
            		policy to the 
            		service profile
            		assigned to that server. All traffic from the vNIC or vHBA on the server
            		travels through the I/O module to the same uplink port. 
            	 
         

         
      

      
      
      
         
         	Pinning Server Traffic to Server Ports

         
         	Guidelines for Pinning

         
      

      
      
      
         
      

      
      
      
   
      
      
      Pinning Server Traffic to Server Ports

      
         
            		
            All server traffic travels through the I/O module to server ports on
               		  the fabric interconnect. The number of links for which the chassis is
               		  configured determines how this traffic is pinned. 
               		
            

            
            		
            The pinning determines which server traffic goes to which server port
               		  on the fabric interconnect. This pinning is fixed. You cannot modify it. As a
               		  result, you must consider the server location when you determine the
               		  appropriate allocation of bandwidth for a chassis.
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                     You must review the allocation of ports to links before you allocate
                        			 servers to slots. The cabled ports are not necessarily port 1 and port 2 on the
                        			 I/O module. If you change the number of links between the fabric interconnect
                        			 and the I/O module, you must reacknowledge the chassis to have the traffic
                        			 rerouted.
                        		  
                     

                     
                     		
                     

                  
               

            

            
            		
            All port numbers refer to the fabric interconnect-side ports on the
               		  I/O module.
               		
            

            
            	 
         

         
         
            Chassis with One I/O Module (Not Configured for Fabric Port Channels)
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                     If the adapter in a server supports and is configured for adapter port channels, those port channels are pinned to the same
                        link as described in the following table. If the I/O module in the chassis supports and is configured for fabric port channels,
                        the server slots are pinned to a fabric port channel rather than to an individual link.
                     

                     
                     

                  
               

            

            
            
            
               
                  
                     
                        	Links on Chassis
                        
                        	Link 1 / Fabric Port Channel
                        
                        	Link 2
                        
                        	Link 3
                        
                        	Link 4
                        
                        	Link 5
                        
                        	Link 6
                        
                        	Link 7
                        
                        	Link 8
                        
                     

                     
                  
                  
                  
                     
                        	
                           1 link
                              					 
                           

                           
                        
                        
                        	
                           All server slots

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                     

                     
                     
                        	
                           2 links
                              					 
                           

                           
                        
                        
                        	
                           Server slots 1, 3, 5, and 7

                           
                        
                        
                        	
                           Server slots 2, 4, 6, and 8

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                     

                     
                     
                        	
                           4 links
                              					 
                           

                           
                        
                        
                        	
                           Server slots 1 and 5

                           
                        
                        
                        	
                           Server slots 2 and 6

                           
                        
                        
                        	
                           Server slots 3 and 7

                           
                        
                        
                        	
                           Server slots 4 and 8

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                        	
                           None
                              					 
                           

                           
                        
                        
                     

                     
                     
                        	
                           8 links

                           
                        
                        
                        	
                           Server slot 1

                           
                        
                        
                        	
                           Server slot 2

                           
                        
                        
                        	
                           Server slot 3

                           
                        
                        
                        	
                           Server slot 4

                           
                        
                        
                        	
                           Server slot 5

                           
                        
                        
                        	
                           Server slot 6

                           
                        
                        
                        	
                           Server slot 7

                           
                        
                        
                        	
                           Server slot 8

                           
                        
                        
                     

                     
                     
                        	
                           Fabric Port Channel

                           
                        
                        
                        	
                           All server slots

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                        	
                           N/A

                           
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
         
            Chassis with Two I/O Modules

            		
            		
            If a chassis has two I/O modules, traffic from one I/O module
               		  goes to one of the fabric interconnects and traffic from the other I/O module
               		  goes to the second fabric interconnect. You cannot connect two I/O modules to a
               		  single fabric interconnect.
               		
            

            
            		
            		
            
            
               
                  
                     
                        	Fabric Interconnect Configured in vNIC 
                           				  
                        
                        
                        	Server Traffic Path
                           				  
                        
                        
                     

                     
                  
                  
                  
                     
                        	
                           					 
                           A
                              					 
                           

                           
                           				  
                        
                        
                        	
                           					 
                           Server traffic goes to fabric interconnect A. If A fails,
                              						the server traffic does not fail over to B.
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	
                           					 
                           B
                              					 
                           

                           
                           				  
                        
                        
                        	
                           					 
                           All server traffic goes to fabric interconnect B. If B
                              						fails, the server traffic does not fail over to A.
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	
                           					 
                           A-B
                              					 
                           

                           
                           				  
                        
                        
                        	
                           					 
                           All server traffic goes to fabric interconnect A. If A
                              						fails, the server traffic fails over to B.
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	
                           					 
                           B-A
                              					 
                           

                           
                           				  
                        
                        
                        	
                           					 
                           All server traffic goes to fabric interconnect B. If B
                              						fails, the server traffic fails over to A.
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Guidelines for Pinning

      
         When you determine the optimal configuration for pin groups and pinning for an uplink port, consider the estimated bandwidth
            usage for the servers. If you know that some servers in the system will use a lot of bandwidth, ensure that you pin these
            servers to different uplink ports.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Quality of Service

      
         
            Cisco UCS provides the following methods to implement quality of service:
         

         
         
            	
               System classes that specify the global configuration for certain types of traffic across the entire system
               
               
            

            
            	
               QoS policies that assign system classes for individual vNICs
               
               
            

            
            	
               Flow control policies that determine how uplink Ethernet ports handle pause frames
               
               
            

            
         

         
      

      
      
      
         
         	System Classes

         
         	Quality of Service Policy

         
         	Flow Control Policy

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      System Classes

      
         
            Cisco UCS uses Data Center Ethernet (DCE) to handle all traffic inside a Cisco UCS domain. This industry standard enhancement to Ethernet divides the bandwidth of the Ethernet pipe into eight virtual lanes. Two
            virtual lanes are reserved for internal system and management traffic. You can configure quality of service (Qos) for the
            other six virtual lanes.  System classes determine how the DCE bandwidth in these six virtual lanes is allocated across the
            entire Cisco UCS domain.
         

         
         Each system class reserves a specific segment of the bandwidth for a specific type of traffic, which provides a level of traffic
            management, even in an oversubscribed system. For example, you can configure the Fibre Channel Priority system class to determine
            the percentage of DCE bandwidth allocated to FCoE traffic.
         

         
         The following table describes the system classes that you can configure.

         
         
         
            
               System Classes
               
                  
                     	
                        
                        System Class

                        
                        
                     
                     
                     	
                        
                        Description

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        
                        Platinum

                        
                        
                        Gold

                        
                        
                        Silver

                        
                        
                        Bronze

                        
                        
                     
                     
                     	
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        A configurable set of system classes  that you can include in the QoS policy for a  service profile. Each system class manages
                           one lane of traffic.
                        

                        
                        
                        All properties of  these system classes are available for you to assign custom settings and policies.

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        Best Effort

                        
                        
                     
                     
                     	
                        
                        
                        
                        A system class that sets the quality of service for the lane reserved for basic Ethernet traffic.

                        
                        
                        Some properties of this system class are preset and cannot be modified. For example, this class has a drop policy that allows
                           it to drop data packets if required. You cannot disable this system class.
                        

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        Fibre Channel

                        
                        
                     
                     
                     	 
                        
                        
                        A system class that sets the quality of service for the lane reserved for Fibre Channel over Ethernet traffic.

                        
                        
                         Some properties of this system class are preset and cannot be modified. For example, this class has a no-drop policy that
                           ensures it never drops data packets. You cannot disable this system class.
                        

                        
                        
                           
                              	Note   
                                    
                                    
                              	
                                  FCoE traffic has a reserved QoS system class
                                    that should not be used by any other type of traffic.
                                    If any other type of traffic has a CoS value
                                    that is used by FCoE, the value is remarked to 0.
                                    
                                 

                                 
                              
                           

                        

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Quality of Service Policy

      
         A quality of service (QoS) policy assigns a system class to the outgoing traffic for a vNIC or vHBA. This system class determines
            the quality of service for that traffic. For certain adapters, you can also specify additional controls on the outgoing traffic,
            such as burst and rate.
         

         
         You must include a QoS policy in a vNIC policy or vHBA policy and then include that policy in a service profile to configure
            the vNIC or vHBA.
         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Flow Control Policy

      
         Flow control policies determine whether the uplink Ethernet ports in a Cisco UCS domain send and receive IEEE 802.3x pause frames when the receive buffer for a port fills. These pause frames request that the transmitting
            port stop sending data for  a few milliseconds until the buffer clears.
         

         
         For flow control to work between a LAN port and an uplink Ethernet port, you must enable the corresponding receive and send
            flow control parameters for both
            ports. For  Cisco UCS, the flow control policies  configure these parameters.
         

         
         When you enable the send function, the uplink Ethernet port sends a pause request to the network port if the incoming packet
            rate becomes too high. The pause remains in effect for a few milliseconds before traffic is reset to normal levels. If you
            enable the receive function, the uplink Ethernet port honors all pause requests from the network port. All traffic is halted
            on that uplink port until the network port cancels the pause request.
         

         
         Because you assign the flow control policy to the port, changes to the policy have an immediate effect on how the port reacts
            to a pause frame or a full receive buffer.
         

         
      

      
      
      
         
      

      
      
      
         
      

      
      
      
   
      
      
      Opt-In Features

      
         Each Cisco UCS domain is licensed for all functionality. Depending upon how the system is configured, you can decide to opt in to some features
            or opt out of them for easier integration into existing environment.  If a process change happens, you can change your system
            configuration and include one or both of the opt-in features.
         

         
         The opt-in features are as follows: 

         
         
            	
               Stateless computing, which takes advantage of mobile service profiles with pools and policies where each component, such as
               a server or an adapter, is stateless.
               
               
            

            
            	
               Multi-tenancy, which uses organizations and role-based access control to divide the system into smaller logical segments.
               
               
            

            
         

         
      

      
      
      
         
         	Stateless Computing

         
         	Multitenancy

         
      

      
      
      
         
      

      
      
      
   
      
      
      Stateless Computing

      
         
            		
            Stateless computing allows you to use a 
               		  service profile
               		  to apply the personality of one server to a different server in the same 
               		  Cisco UCS domain. The personality of the server includes the elements that identify
               		  that server and make it unique in the Cisco UCS domain. If you change any of these
               		  elements, the server could lose its ability to access, use, or even achieve
               		  booted status.
               		
            

            
            		
            The elements that make up a server's personality include the following:
               		
            

            
            		
            
               	
                  			 Firmware versions
                  			 
                  
                  		  
               

               
               	
                  			 UUID (used for server identification)
                  			 
                  
                  		  
               

               
               	
                  			  MAC address (used for LAN connectivity)
                  			 
                  
                  		  
               

               
               	
                  			  World Wide Names (used for SAN connectivity)
                  			 
                  
                  		  
               

               
               	
                  			  Boot settings
                  			 
                  
                  		  
               

               
            

            
            		
            Stateless computing creates a dynamic server environment with highly
               		  flexible servers. Every physical server in a 
               		  Cisco UCS domain remains anonymous until you associate a 
               		  service profile
               		  with it, then the server gets the identity configured in the 
               		  service profile.
               		  If you no longer need a business service on that server, you can shut it down,
               		  disassociate the 
               		  service profile,
               		  and then associate another
               		  service profile
               		  to create a different identity for the same physical server. The "new" server can
               		  then host another business service.
               		
            

            
            		
            To take full advantage of the flexibility of statelessness, the
               		  optional local disks on the servers should only be used for swap or temp space
               		  and not to store operating system or application data.
               		
            

            
            		
            You can choose to fully implement stateless computing for all physical
               		  servers in a 
               		  Cisco UCS domain, to not have any stateless servers, or to have a mix of the two types.
               		
            

            
            	 
         

         
         
            If You Opt In to Stateless Computing

            		
            		
            		
            		
            Each physical server in the 
               		  Cisco UCS domain is defined through a 
               		  service profile.
               		  Any server can be used to host one set of applications, then reassigned to
               		  another set of applications or business services, if required by the needs of
               		  the data center. 
               		
            

            
            		
            You create 
               		  service profiles
               		  that point to policies and pools of resources that are defined in the Cisco UCS domain.
               		  The server pools, WWN pools, and MAC pools ensure that all unassigned resources
               		  are available on an as-needed basis. For example, if a physical server fails,
               		  you can immediately assign the 
               		  service profile
               		  to another server. Because the 
               		  service profile
               		  provides the new server with the same identity as the original server,
               		  including WWN and MAC address, the rest of the data center infrastructure sees
               		  it as the same server and you do not need to make any configuration changes in
               		  the LAN or SAN.
               		
            

            
            	 
         

         
         
            If You Opt Out of Stateless Computing

            		
            		
            		
            		
            Each server in the 
               		  Cisco UCS domain is treated as a traditional rack mount server. 
               		
            

            
            		
            You create 
               		  service profiles
               		  that inherit the identify information burned into the hardware and use these
               		  profiles to configure LAN or SAN connectivity for the server. However, if the server hardware fails, you cannot reassign
               the 
               		  service profile
               		  to a new server. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Multitenancy

      
         
            
            Multitenancy allows you to divide the large physical infrastructure of  an Cisco UCS domain into logical entities known as organizations. As a result, you can achieve a logical isolation between organizations without
               providing a dedicated physical infrastructure for each organization.
            

            
            
            You can assign unique resources to each tenant through the related organization, in the multitenant environment. These resources
               can include different  policies, pools, and quality of service definitions. You can also implement locales to assign or restrict
               user privileges and roles by organization, if you do not want all users to have access to all organizations.
            

            
            
            If you set up a multitenant environment, all organizations are hierarchical. The top-level organization is always root. The
               policies and pools that you create in root are system-wide and are available to all organizations in the system. However,
               any policies and pools created in other organizations are only available to organizations that are above it in the same hierarchy.
               For example, if a system has organizations named Finance and HR that are not in the same hierarchy, Finance cannot use any
               policies in the HR organization, and HR cannot access any policies in the Finance organization. However, both Finance and
               HR can use policies and pools in the root organization.
            

            
            
            If you create organizations in a multitenant environment, you can also set up one or more of the following for each organization
               or for a suborganization in the same hierarchy:
            

            
            
            
               	
                  Resource pools
                  
                  
               

               
               	
                  Policies
                  
                  
               

               
               	
                  
                  Service profiles
                  
                  
                  
               

               
               	
                  
                  Service profile templates
                  
                  
               

               
            

            
            
         

         
         
            If You Opt In to Multitenancy

            
            
            
            
            Each Cisco UCS domain is divided into several distinct organizations. The types of organizations you create in a multitenancy implementation depends
               upon the business needs of the company. Examples include organizations that represent the following:
            

            
            
            
               	
                  Enterprise groups or divisions within a company, such as marketing, finance, engineering, or human resources
                  
                  
               

               
               	
                  Different customers or name service domains, for service providers
                  
                  
               

               
            

            
            
            You can create locales to ensure that users have access only to those organizations that they are authorized to administer.

            
            
            
         

         
         
            If You Opt Out of Multitenancy

            
            
            
            
            The Cisco UCS domain remains a single logical entity with everything in the root organization. All policies and resource pools can be assigned
               to any server in the Cisco UCS domain.
            

            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Virtualization in Cisco UCS
         
      

      

      
      
      
         
         	Overview of Virtualization

         
         	Overview of Cisco Virtual Machine Fabric Extender

         
         	Virtualization with Network Interface Cards and Converged Network Adapters

         
         	Virtualization with a Virtual Interface Card Adapter

         
      

      
      
      
         
      

      
      
      
   
      
      
      Overview of Virtualization

      
         Virtualization allows you to create multiple Virtual Machines (VMs) to run in isolation, side by side on the same physical
            machine.
         

         
         Each virtual machine has its own set of virtual hardware (RAM, CPU, NIC) upon which an operating system and fully configured
            applications are loaded. The operating system sees a consistent, normalized set of hardware regardless of the actual physical
            hardware components.
         

         
         In a virtual machine, both hardware and software are encapsulated in a single file for rapid provisioning and moving between
            physical servers. You can move a virtual machine, within seconds, from one physical server to another for zero-downtime maintenance
            and continuous workload consolidation.
         

         
         The virtual hardware makes it possible for many servers, each running in an independent virtual machine, to run on a single
            physical server. The advantages of virtualization include better use of computing resources, greater server density, and seamless
            server migration.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Overview of Cisco Virtual Machine Fabric Extender

      
         A virtualized server implementation consists of one or more VMs that run as guests on a single physical server. The guest
            VMs are hosted and managed by a software layer called the hypervisor or virtual machine manager (VMM). Typically, the hypervisor
            presents a virtual network interface to each VM and performs Layer 2 switching of traffic from a VM to other local VMs or
            to another interface to the external network.
         

         
         Working with a Cisco virtual interface card (VIC) adapter, the Cisco Virtual Machine Fabric Extender (VM-FEX)  bypasses software-based switching of VM traffic by the hypervisor for external hardware-based switching in the fabric interconnect.
            This method reduces the  load on the server CPU, provides faster switching, and enables you to apply a rich set of network
            management features to local and remote traffic.
         

         
          VM-FEX extends the IEEE 802.1Qbh port extender architecture to the VMs by providing each VM interface with a virtual Peripheral
            Component Interconnect Express (PCIe) device and a virtual port on a switch.   This solution allows precise rate limiting
            and quality of service (QoS) guarantees on the VM interface.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Virtualization with Network Interface Cards and Converged Network Adapters

      
          
            		
            Network interface card (NIC) and converged network adapters support virtualized environments with the standard VMware integration
               with ESX
               		  installed on the server and all virtual machine management performed through
               		  the VC. 
               		
            

            
            	 
         

         
         
            Portability of Virtual Machines
 
            		 
            		
            If you implement 
               		  service profiles
               		  you retain the ability to easily move a server identity from one server to
               		  another. After you image the new server, the ESX treats that server as if it
               		  were the original. 
               		
            

            
            	 
         

         
         
            Communication between Virtual Machines on the Same Server
 
            		 
            		
            These adapters implement the standard communications between virtual
               		  machines on the same server. If an ESX host includes multiple virtual machines,
               		  all communications must go through the virtual switch on the server. 
               		
            

            
            		
            If the system uses the native VMware drivers, the virtual switch is
               		  out of the network administrator's domain and is not subject to any network
               		  policies. As a result, for example, QoS policies on the network
               		  are not applied to any data packets traveling from VM1 to VM2 through the
               		  virtual switch. 
               		
            

            
            		
            If the system includes another virtual switch, such as the Nexus 1000,
               		  that virtual switch is subject to the network policies configured on that
               		  switch by the network administrator. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Virtualization with a Virtual Interface Card Adapter

      
         
            
            A Cisco VIC adapter, such as the Cisco UCS M81KR Virtual Interface Card, is a converged network adapter (CNA) that is designed for both single-OS and VM-based deployments. The VIC adapter supports
               static or  dynamic virtualized interfaces, which includes up to 128 virtual network interface cards (vNICs). 
            

            
             VIC adapters support VM-FEX to provide hardware-based switching of traffic to and from virtual machine interfaces. 
            

            
            
            
            
            
            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 3. Overview of Cisco UCS Manager
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	About Cisco UCS Manager

         
         	Tasks You Can Perform in Cisco UCS Manager

         
         	Tasks You Cannot Perform in Cisco UCS Manager

         
         	Cisco UCS Manager in a High Availability Environment

         
      

      
      
      
         
      

      
      
      
   
      
      
      About 
         	 Cisco UCS Manager
         	 
      

      
          
            		
             
               		  Cisco UCS Manager
               		  is the management system for all components in a 
               		  Cisco UCS domain. 
               		  Cisco UCS Manager
               		  runs within the fabric interconnect. You can use any of the interfaces
               		  available with this management service to access, configure, administer, and
               		  monitor the network and server resources for all chassis connected to the
               		  fabric interconnect. 
               		
            

            
            	 
         

         
         
            Multiple Management Interfaces
 
            		 
            		
             
               		  Cisco UCS Manager
               		  includes the following interfaces you can use to manage a 
               		  Cisco UCS domain: 
               		
            

            
            		
            
               	 
                  			  
                  				Cisco UCS Manager GUI
                  				
                  			 
                  
                  		  
               

               
               	 
                  			  
                  				Cisco UCS Manager CLI
                  				
                  			 
                  
                  		  
               

               
               	 
                  			 XML API 
                  			 
                  
                  		  
               

               
               	
                  KVM
                  
                  
               

               
               	
                  IPMI
                  
                  
               

               
            

            
            		
            Almost all tasks can be performed in any of the interfaces, and the
               		  results of tasks performed in one interface are automatically displayed in
               		  another. 
               		
            

            
            		
            However, you cannot do the following: 
               		
            

            
            		
            
               	 
                  			 Use 
                  				Cisco UCS Manager GUI
                  				to invoke 
                  				Cisco UCS Manager CLI.
                  
                  		  
               

               
               	 
                  			 View the results of a command invoked through 
                  				Cisco UCS Manager CLI
                  				in 
                  				Cisco UCS Manager GUI.
                  
                  		  
               

               
               	 
                  			 Generate CLI output from 
                  				Cisco UCS Manager GUI.
                  
                  		  
               

               
            

            
            	 
         

         
         
            Centralized Management
 
            		 
            		
             
               		  Cisco UCS Manager
               		  centralizes the management of resources and devices, rather than using multiple
               		  management points. This centralized management includes management of the
               		  following devices in a 
               		  Cisco UCS domain: 
               		
            

            
            		
            
               	 
                  			 Fabric interconnects. 
                  			 
                  
                  		  
               

               
               	 
                  			 Software switches for virtual servers. 
                  			 
                  
                  		  
               

               
               	 
                  			 Power and environmental management for chassis and servers. 
                  			 
                  
                  		  
               

               
               	 
                  			 Configuration and firmware updates for server network interfaces (Ethernet NICs and converged network adapters). 
                  			 
                  
                  		  
               

               
               	 
                  			 Firmware and BIOS settings for servers. 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Support for Virtual and Physical Servers
 
            		 
            		
             
               		  Cisco UCS Manager
               		  abstracts server state information—including server identity, I/O
               		  configuration, MAC addresses and World Wide Names, firmware revision, and
               		  network profiles—into a 
               		  service profile.
               		  You can apply the 
               		  service profile
               		  to any server resource in the system, providing the same flexibility and
               		  support to physical servers, virtual servers, and virtual machines connected to
               		  a virtual device provided by a 
               		  VIC
               		  adapter. 
               		
            

            
            	 
         

         
         
            Role-Based Administration and Multi-Tenancy Support
 
            		 
            		
             
               		  Cisco UCS Manager
               		  supports flexibly defined roles so that data centers can use the same best
               		  practices with which they manage discrete servers, storage, and networks to
               		  operate a 
               		  Cisco UCS domain. You can create user roles with privileges that reflect user
               		  responsibilities in the data center. For example, you can create the following:
            

            
            		
            
               	 
                  			 Server administrator roles with control over server-related
                  				configurations. 
                  			 
                  
                  		  
               

               
               	 
                  			 Storage administrator roles with control over tasks related to the
                  				SAN. 
                  			 
                  
                  		  
               

               
               	 
                  			 Network administrator roles with control over tasks related to the
                  				LAN. 
                  			 
                  
                  		  
               

               
            

            
            		
            
               Cisco UCS is  multi-tenancy ready, exposing primitives that allow systems management software using the API to get controlled access
               to Cisco UCS resources.  In a multi-tenancy environment, 
               		  Cisco UCS Manager
               		  enables you to create locales for user roles that can limit the scope of a user
               		  to a particular organization. 
               		
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Tasks You Can Perform in 
         	 Cisco UCS Manager
         	 
      

      
          
            		
            You can use 
               		  Cisco UCS Manager
               		  to perform management tasks for all physical and virtual devices within a 
               		  Cisco UCS domain. 
               		
            

            
            	 
         

         
         
             
               		  Cisco UCS
               		  Hardware Management
            
 
            		 
            		
            You can use 
               		  Cisco UCS Manager
               		  to manage all hardware within a 
               		  Cisco UCS domain, including the following: 
               		
            

            
            		
            
               	 
                  			 Chassis 
                  			 
                  
                  		  
               

               
               	 
                  			 Servers 
                  			 
                  
                  		  
               

               
               	 
                  			 Fabric interconnects 
                  			 
                  
                  		  
               

               
               	 
                  			  Fans 
                  			 
                  
                  		  
               

               
               	 
                  			 Ports 
                  			 
                  
                  		  
               

               
               	 
                  			  Interface cards 
                  			 
                  
                  		  
               

               
               	 
                  			 I/O modules
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
             
               		  Cisco UCS
               		  Resource Management
            
 
            		 
            		
             You can use 
               		  Cisco UCS Manager
               		  to create and manage all resources within a 
               		  Cisco UCS domain, including the following: 
               		
            

            
            		
            
               	 
                  			 Servers 
                  			 
                  
                  		  
               

               
               	 
                  			 WWN addresses 
                  			 
                  
                  		  
               

               
               	 
                  			 MAC addresses 
                  			 
                  
                  		  
               

               
               	 
                  			 UUIDs 
                  			 
                  
                  		  
               

               
               	 
                  			 Bandwidth 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Server Administration
 
            		 
            		
            A server administrator can use 
               		  Cisco UCS Manager
               		  to perform server management tasks within a 
               		  Cisco UCS domain, including the following: 
               		
            

            
            		
            
               	 
                  			 Create server pools and policies related to those pools, such as
                  				qualification policies 
                  			 
                  
                  		  
               

               
               	 
                  			 Create policies for the servers, such as discovery policies, scrub
                  				policies, and IPMI policies 
                  			 
                  
                  		  
               

               
               	 
                  			 Create 
                  				service profiles and, if desired, 
                  				service profile templates 
                  			 
                  
                  		  
               

               
               	 
                  			 Apply service profiles to servers 
                  			 
                  
                  		  
               

               
               	 
                  			 Monitor faults, alarms, and the status of equipment 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Network Administration
 
            		 
            		
            A network administrator can use 
               		  Cisco UCS Manager
               		  to perform tasks required to create LAN configuration for a 
               		  Cisco UCS domain, including the following: 
               		
            

            
            		
            
               	 
                  			 Configure uplink ports, port channels, and LAN PIN groups 
                  			 
                  
                  		  
               

               
               	 
                  			 Create VLANs 
                  			 
                  
                  		  
               

               
               	 
                  			 Configure the quality of service classes and definitions 
                  			 
                  
                  		  
               

               
               	 
                  			 Create the pools and policies related to network configuration,
                  				such as MAC address pools and Ethernet adapter profiles 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
         
            Storage Administration
 
            		 
            		
            A storage administrator can use 
               		  Cisco UCS Manager
               		  to perform tasks required to create SAN configuration for a 
               		  Cisco UCS domain, including the following: 
               		
            

            
            		
            
               	 
                  			 Configure ports, port channels, and SAN PIN groups 
                  			 
                  
                  		  
               

               
               	 
                  			 Create VSANs 
                  			 
                  
                  		  
               

               
               	 
                  			 Configure the quality of service classes and definitions 
                  			 
                  
                  		  
               

               
               	 
                  			 Create the pools and policies related to the network
                  				configuration, such as WWN pools and Fibre Channel adapter profiles 
                  			 
                  
                  		  
               

               
            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Tasks You Cannot Perform in  Cisco UCS Manager
         
      

      
         
            
            You cannot use Cisco UCS Manager to perform certain system management tasks that are not specifically related to device management within a Cisco UCS domain.
            

            
            
         

         
         
            No Cross-System Management

            
            
            You cannot use Cisco UCS Manager to manage systems or devices that are  outside the Cisco UCS domain where Cisco UCS Manager is located. For example, you cannot manage heterogeneous
               environments, such as non-Cisco UCS x86 systems, SPARC systems, or PowerPC systems.
            

            
            
            
            
         

         
         
            No Operating System or Application Provisioning or Management

            
            
            
               Cisco UCS Manager provisions servers and, as a result, exists below the operating system on a server. Therefore, you cannot use it to provision
               or manage operating systems or applications on servers. For example, you cannot do the following:
            

            
            
            
               	
                  Deploy an OS, such as Windows or Linux
                  
                  
               

               
               	
                  Deploy patches for software, such as an OS or an application
                  
                  
               

               
               	
                  Install base software components, such as anti-virus software, monitoring agents, or backup clients
                  
                  
               

               
               	
                  Install software applications, such as databases, application server software, or web servers
                  
                  
               

               
               	
                  Perform operator actions, including restarting an Oracle database, restarting printer queues, or handling non-Cisco UCS user accounts
                  
                  
               

               
               	
                  Configure or manage external storage on the SAN or NAS storage
                  
                  
               

               
            

            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
       
         	 Cisco UCS Manager
         	 in a High Availability Environment
      

      
         In a high availability 
            		environment with two fabric interconnects, you can run a separate instance of 
            		Cisco UCS Manager
            		on each fabric interconnect. The 
            		Cisco UCS Manager
            		on the primary fabric interconnect acts as the primary management instance, and
            		the 
            		Cisco UCS Manager
            		on the other fabric interconnect is the subordinate management instance. 
            	 
         

         
         The two instances of 
            		Cisco UCS Manager
            		communicate across a private network between the L1 and L2 Ethernet ports on
            		the fabric interconnects. Configuration and status information is communicated
            		across this private network to ensure that all management information is
            		replicated. This ongoing communication ensures that the management information
            		for 
            		Cisco UCS
            		persists even if the primary fabric interconnect fails. In addition, the
            		"floating" management IP address that runs on the primary 
            		Cisco UCS Manager
            		ensures a smooth transition in the event of a failover to the subordinate
            		fabric interconnect. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 4. Overview of Cisco UCS Manager CLI
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	Managed Objects

         
         	Command Modes

         
         	Object Commands

         
         	Complete a Command

         
         	Command History

         
         	Committing, Discarding, and Viewing Pending Commands

         
         	Online Help for the CLI

         
         	CLI Session Limits

         
         	Web Session Limits

         
         	Pre-Login Banner

         
      

      
      
      
         
      

      
      
      
   
      
      
      Managed Objects

      
         
            Cisco UCS uses a managed object model, where managed objects are abstract representations of physical or logical entities that can
            be managed. For example,  servers, chassis,   I/O cards, and processors are physical entities represented as managed objects,
            and resource pools, user roles,     service profiles, and policies are logical entities represented as  managed objects.
         

         
         Managed objects may have one or more associated properties that can be configured.

         
      

      
      
      
         
      

      
      
      
   
      
      
      Command Modes

      
         
            The CLI is organized into a hierarchy of command modes, with the EXEC
               		mode being the highest-level mode of the hierarchy. Higher-level modes branch
               		into lower-level modes. You use 
               		create, 
               		enter, and 
               		scope commands to move from higher-level modes to
               		modes in the next lower level , and you use the 
               		exit command to move up one level in the mode
               		hierarchy.
               	 
            

            
            
               
                  	[image: ../images/note.gif]
Note
                  	



                     		
                     Most command modes are associated with managed objects, so you must
                        		  create an object before you can access the mode associated with that object.
                        		  You use 
                        		  create and 
                        		  enter commands to create managed objects for the
                        		  modes being accessed. The 
                        		  scope commands do not create managed objects and
                        		  can only access modes for which managed objects already exist.
                        		
                     

                     
                     	 
                     

                  
               

            

            
             Each mode contains a set of commands that can be entered in that mode.
               		Most of the commands available in each mode pertain to the associated managed
               		object. Depending on your assigned role and locale, you may have access to only
               		a subset of the commands available in a mode; commands to which you do not have
               		access are hidden.
               	 
            

            
            The CLI prompt for each mode shows the full path down the mode hierarchy
               		to the current mode. This helps you to determine where you are in the command
               		mode hierarchy, and it can be an invaluable tool when you need to navigate through
               		the hierarchy.
               	 
            

            
            The following table  lists the main command modes, the commands used to
               		access each mode, and the CLI prompt associated with each mode.
               	 
            

            
            
            
               
                  Main Command Modes and Prompts
                  
                     
                        	
                           				
                           Mode Name
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           Commands Used to Access
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           Mode Prompt
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
                  
                     
                        	
                           				
                           EXEC
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  top command from any mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           adapter
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope adapter command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /adapter #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           chassis
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope chassis command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /chassis #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           Ethernet server
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				   
                              				  scope eth-server command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /eth-server #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           Ethernet uplink
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope eth-uplink command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /eth-uplink #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           fabric-interconnect
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope fabric-interconnect command from EXEC
                              				  mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /fabric-interconnect #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           Fibre Channel uplink
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope fc-uplink command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /fc-uplink #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           firmware
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope firmware command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /firmware #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           Host Ethernet interface
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope host-eth-if command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /host-eth-if #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           Host Fibre Channel interface
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope host-fc-if command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /host-fc-if #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           monitoring
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope monitoring command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /monitoring #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           organization
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				   
                              				  scope org command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /org #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           security
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope security command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /security #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           server
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope server command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /server #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           service-profile
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope service-profile command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /service-profile #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           system
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope system command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /system #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           virtual HBA
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope vhba command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /vhba #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                     
                        	
                           				
                           virtual NIC
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           
                              				  scope vnic command from EXEC mode
                              				
                           

                           
                           			 
                        
                        
                        	
                           				
                           /vnic #
                              				
                           

                           
                           			 
                        
                        
                     

                     
                  
                  
               

               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Object Commands

      
         Four general commands are available for object management:
            
               	
                  create object
                     
                  
               

               
               	
                  delete object
                     
                  
               

               
               	
                  enter object
                     
                  
               

               
               	
                  scope object
                     
                  
               

               
            

            
            
         

         
         You can use the scope command with any managed object, whether a permanent object or a user-instantiated object.  The other commands allow you
            to create and manage user-instantiated objects.  For every create object command, a corresponding  delete object and enter object command exists. 
         

         
         In the management of  user-instantiated objects, the behavior of these commands depends on whether the object exists, as described
            in the following tables:
            
            
               
                  Command behavior if the object does not exist
                  
                     
                        	Command
                        
                        	Behavior
                        
                     

                     
                  
                  
                  
                     
                        	
                           
                           create object
                                 

                           
                           
                        
                        
                        	
                           
                           The object is created and its configuration mode, if applicable, is entered.

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           delete object
                                 

                           
                           
                        
                        
                        	
                           
                           An error message is generated.

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           enter object
                                 

                           
                           
                        
                        
                        	
                           
                           The object is created and its configuration mode, if applicable, is entered.

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           scope object
                                 
                              
                           

                           
                        
                        
                        	
                           
                           An error message is generated.

                           
                           
                        
                        
                     

                     
                  
                  
               

               
            

            
            
            
            
               
                  Command behavior if the object exists
                  
                     
                        	Command
                        
                        	Behavior
                        
                     

                     
                  
                  
                  
                     
                        	
                           
                           create object
                                 

                           
                           
                        
                        
                        	
                           
                           An error message is generated.

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           delete object
                                 

                           
                           
                        
                        
                        	
                           
                           The object is deleted.

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           enter object
                                 

                           
                           
                        
                        
                        	
                           
                           The configuration mode, if applicable, of the object is entered. 

                           
                           
                        
                        
                     

                     
                     
                        	
                           
                           scope object
                                 

                           
                           
                        
                        
                        	
                           
                           The configuration mode of the object is entered. 

                           
                           
                        
                        
                     

                     
                  
                  
               

               
            

            
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Complete a Command

      
         You can use the Tab key in any mode to complete a command. Partially typing a command name and pressing Tab causes the command to be displayed in full or  to the point where another keyword must be chosen or an argument value must
            be entered.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Command History

      
         The CLI stores all commands used in the current session.  You can step through the previously used commands by using the Up Arrow or Down Arrow keys.  The Up Arrow key steps to the previous command in the history, and the Down Arrow key steps to the next command in the history.  If you get to the end of the history, pressing the Down Arrow key  does nothing.
         

         
         All commands in the history can be entered again by simply stepping through the history to recall the desired command and
            pressing Enter.  The command is entered as if you had manually typed it.  You can also recall a command and change it before you press Enter.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Committing, Discarding, and Viewing Pending Commands

      
         When you enter a configuration command in the CLI, the command is not applied until you enter the commit-buffer command.   Until committed, a configuration command is pending and can be discarded by entering a discard-buffer command. 
         

         
         You can accumulate pending changes in multiple command modes and apply them together with a single commit-buffer command. You can view the pending commands by entering the show configuration pending command in any command mode.
         

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  Committing multiple commands together is not an atomic operation.  If any command fails, the successful commands are applied
                     despite the failure. Failed commands are reported in an  error message.
                  

                  
                  
                  

               
            

         

         
         While any commands are  pending, an asterisk (*) appears before the command prompt.  The asterisk disappears when you enter
            the commit-buffer command.
         

         
         The following example shows how the prompts change during the command entry process:

         switch-1# scope chassis 1
switch-1 /chassis # enable locator-led
switch-1 /chassis* # show configuration pending
 scope chassis 1
+    enable locator-led
 exit
switch-1 /chassis* # commit-buffer
switch-1 /chassis #


         

      
      
      
         
      

      
      
      
   
      
      
      Online Help for the CLI

      
         
            At any time, you can  type the ? character to display the options available at the current state of  the command syntax. 
            

            
            If you have not typed anything at the prompt, typing ? lists all available commands for the mode you are in.  If you have partially typed a command, typing ? lists all available keywords and arguments available at your current position in the command syntax.
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CLI Session Limits

      
          Cisco UCS Manager limits the number of CLI sessions that can be active at one time  to 32 total sessions.  This value is not configurable.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Web Session Limits

      
         Web session limits are used by Cisco UCS Manager to restrict the number of web sessions (both GUI and XML)  permitted access to the system at any one time.
         

         
         By default, the number of concurrent web sessions allowed by Cisco UCS Manager is set to the maximum value: 256.
         

         
      

      
      
      
         
         	Setting the Web Session Limit for Cisco UCS Manager from the CLI

         
      

      
      
      
         
      

      
      
      
   
      
      
      Pre-Login Banner

      
         With a pre-login banner, when a user logs into Cisco UCS Manager GUI,  Cisco UCS Manager displays the banner text in the Create Pre-Login Banner dialog box and waits until the user dismisses that dialog box before it prompts for the username and password. When a user logs into
            Cisco UCS Manager CLI,  Cisco UCS Manager   displays the banner text in a dialog box and waits for the user to dismiss that dialog box before it prompts for the password.
            It then repeats the banner text above the copyright block that it displays to the user.
         

         
      

      
      
      
         
         	Creating the Pre-Login Banner

         
         	Modifying the Pre-Login Banner

         
         	Deleting the Pre-Login Banner

         
      

      
      
      
         
      

      
      
      
   
      
      
      Creating the Pre-Login Banner

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 scope security 
                        		    
                     			 
                     Enters security mode.

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /security # scope banner 
                     Enters banner security mode.

                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /security/banner # create pre-login-banner 
                     Creates a pre login banner.

                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /security/banner/pre-login-banner # set message 
                     Specifies the message that Cisco UCS Manager displays to the user before it displays the login prompt for the Cisco UCS Manager GUI or CLI.

                     
                     You can enter any standard ASCII character in this field.

                     
                     Launches a dialog for entering the pre-login banner message text.

                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	At the prompt, type  a  pre-login banner message and press Enter. 
                     On the line following your input, type ENDOFBUF to finish.

                     
                     Press Ctrl and C to cancel out of the set message dialog. 

                     
                  
               

               
               
                  	Step 6  
                     
                  
                  	UCS-A /security/banner/pre-login-banner # commit-buffer 
                     Commits the transaction to the system configuration.

                     
                  
               

               
            

         

         

         
         
            
            The following example creates the pre-login banner:

            
            UCS-A# scope security
UCS-A /security # scope banner
UCS-A /security/banner # create pre-login-banner
UCS-A /security/banner/pre-login-banner* # set message
Enter lines one at a time. Enter ENDOFBUF to finish. Press ^C to abort.
Enter prelogin banner:
>Welcome to UCS System 1
>ENDOFBUF
UCS-A /security/banner/pre-login-banner* # commit-buffer
UCS-A /security/banner/pre-login-banner #


            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Part II. System Configuration
      

      
         This part contains the following chapters: 
            		
         

         
      

      
      
      
         
         	Configuring the Fabric Interconnects

         
         	Configuring Ports and Port Channels

         
         	Configuring Communication Services

         
         	Configuring Authentication

         
         	Configuring Organizations

         
         	Configuring Role-Based Access Control

         
         	Configuring DNS Servers

         
         	Configuring System-Related Policies

         
         	Managing Licenses

         
         	Managing Virtual Interfaces

         
         	Registering Cisco UCS Domains with Cisco UCS Central

         
      

      
      
      
   
      
      
      Chapter 5. Configuring the Fabric Interconnects
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	Initial System Setup

         
         	Performing an Initial System Setup for a Standalone Configuration

         
         	Enabling a Standalone Fabric Interconnect for Cluster Configuration

         
         	Changing the System Name

         
         	Changing the Management Subnet of a Cluster

         
         	Ethernet Switching Mode

         
         	Configuring Ethernet Switching Mode

         
         	Fibre Channel Switching Mode

         
         	Configuring Fibre Channel Switching Mode

         
      

      
      
      
         
      

      
      
      
   
      
      
      Initial System Setup

      
         The first time that you access a fabric interconnect in a 
            		Cisco UCS domain, a setup wizard prompts you for the following information required to
            		configure the system: 
            	 
         

         
         
            	 
               		   Installation method (GUI or CLI) 
               		  
               
               		
            

            
            	 
               		  Setup mode (restore from full system backup or initial setup) 
               		  
               
               		
            

            
            	 
               		  System configuration type (standalone or cluster configuration) 
               		  
               
               		
            

            
            	 
               		  System name 
               		  
               
               		
            

            
            	 
               		  Admin password 
               		  
               
               		
            

            
            	 
               		  Management port IP address and subnet mask 
               		  
               
               		
            

            
            	 
               		  Default gateway IP address 
               		  
               
               		
            

            
            	 
               		  DNS Server IP address 
               		  
               
               		
            

            
            	 
               		  Default domain name 
               		  
               
               		
            

            
         

         
      

      
      
      
         
         	Setup Mode

         
         	System Configuration Type

         
         	Management Port IP Address

         
      

      
      
      
         
      

      
      
      
   
      
      
      Setup Mode

      
         You can choose to either restore the system configuration from an
            		existing backup file, or manually set up the system by going through the Setup
            		wizard. If you choose to restore the system, the backup file must be reachable
            		from the management network. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      System Configuration
         	 Type
      

      
         You can configure a 
            		Cisco UCS domain to use
            		a single fabric interconnect in a standalone configuration or to use a
            		redundant pair of fabric interconnects in a cluster configuration. 
            	 
         

         
         A cluster
            		configuration provides high availability. If one fabric interconnect becomes
            		unavailable, the other takes over. Only one management port (Mgmt0) connection
            		is required to support a cluster configuration; however, both Mgmt0 ports
            		should be connected to provide link-level redundancy. 
            	 
         

         
         In addition, a cluster
            		configuration actively enhances failover recovery time for redundant virtual
            		interface (VIF) connections. When an adapter has an active VIF connection to
            		one fabric interconnect and a standby VIF connection to the second, the learned
            		MAC addresses of the active VIF are replicated but not installed on the second
            		fabric interconnect. If the active VIF fails, the second fabric interconnect
            		installs the replicated MAC addresses and broadcasts them to the network
            		through gratuitous ARP messages, shortening the switchover time. 
            	 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	


 
                  		
                  The cluster
                     		  configuration provides redundancy only for the management plane. Data
                     		  redundancy is dependent on the user configuration and might require a
                     		  third-party tool to support data redundancy. 
                     		
                  

                  
                  	 
                  

               
            

         

         
         To use the cluster
            		configuration, you must directly connect the two fabric interconnects together
            		using Ethernet cables between the L1 (L1-to-L1) and L2 (L2-to-L2)
            		high-availability ports, with no other fabric interconnects in between. Also
            		you can connect the fabric interconnects directly through a patch panel to
            		allow the two fabric interconnects to continuously monitor the status of each
            		other and quickly know when one has failed. 
            	 
         

         
         Both fabric
            		interconnects in a cluster configuration must go through the initial setup
            		process. You must enable the first fabric interconnect that you set up for a
            		cluster configuration. When you set up the second fabric interconnect, it
            		detects the first fabric interconnect as a peer fabric interconnect in the
            		cluster. 
            	 
         

         
         For more information,
            		see to the 
            		Cisco UCS 6100 Series Fabric Interconnect Hardware
               				  Installation Guide. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Management Port IP Address

      
         In a standalone configuration, you must specify only one IP address and
            		the subnet mask for the single management port on the fabric interconnect. 
            	 
         

         
         In a cluster configuration, you must specify the following three IP
            		addresses in the same subnet: 
            	 
         

         
         
            	 
               		  Management port IP address for fabric interconnect A 
               		  
               
               		
            

            
            	 
               		  Management port IP address for fabric interconnect B 
               		  
               
               		
            

            
            	 
               		  Cluster IP address 
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Changing the System Name

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A # 
                           scope system
                           
                         
                     
                     Enters system mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /system # 
                        			 
                           				set name name
                            
                        		   
                     
                     Sets the system name.

                     
                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /system # 
                        			 
                           				commit-buffer  
                        		   
                     			 
                     Commits the transaction to the system configuration.

                     
                     		  
                  
               

               
            

         

         

         
         
            
             The name is updated on both fabric interconnects within about 30 seconds after the transaction is committed. 

            
            
         

         
            
            The following example changes the system name and commits the transaction:

            
            UCS-A# scope system
UCS-A /system* # set name SanJose5
UCS-A /system* # commit-buffer
UCS-A /system # 


            
            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Changing the Management Subnet of a Cluster

      
         
            
            When changing the management subnet in a cluster configuration, you must change the following three IP
               		addresses simultaneously and you must configure all three in the same subnet: 
               	 
            

            
            	 
            
               	 
                  		  Management port IP address for fabric interconnect A 
                  		  
                  
                  		
               

               
               	 
                  		  Management port IP address for fabric interconnect B 
                  		  
                  
                  		
               

               
               	 
                  		  Cluster IP (virtual IP) address 
                  		  
                  
                  		
               

               
            

            
            
            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope fabric-interconnect a
                           			 
                        		    
                     			 
                     Enters fabric interconnect mode for fabric A.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fabric-interconnect # 
                        			 
                           				set out-of-band ip ip-address netmask netmask gw gateway-ip-address
                            
                        		   
                     			 
                     Sets the IP address, netmask, and gateway IP address of the fabric interconnect.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /fabric-interconnect # 
                        			 
                           				scope fabric-interconnect b
                           			 
                        		    
                     			 
                     Enters fabric interconnect mode for fabric B.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /fabric-interconnect # 
                        			 
                           				set out-of-band ip ip-address netmask netmask gw gateway-ip-address
                            
                        		   
                     			 
                     Sets the IP address, netmask, and gateway IP address of the fabric interconnect.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /fabric-interconnect # 
                           scope system
                           
                         
                     
                     Enters system mode.

                     
                     
                  
               

               
               
                  	Step 6  
                     
                  
                  	UCS-A /system # 
                        			 
                           				set virtual-ip vip-address
                            
                        		   
                     
                     Sets the virtual IP address for the cluster.

                     
                     
                  
               

               
               
                  	Step 7  
                     
                  
                  	UCS-A /system # 
                        			 
                           				commit-buffer  
                        		   
                     			 
                     Commits the transaction to the system configuration.

                     
                     		  
                  
               

               
            

         

         

         
         
            
            When you commit the transaction, you are disconnected from the management session. Reconnect at the new management IP address.

            
            
         

         
            
            This example changes both fabric-interconnect IP addresses, changes the virtual IP address, and commits the transaction, disconnecting
               the session:
            

            
            UCS-A# scope fabric-interconnect a
UCS-A /fabric-interconnect # set out-of-band ip 192.0.2.111 netmask 255.255.255.0 gw 192.0.2.1
UCS-A /fabric-interconnect* # scope fabric-interconnect b
UCS-A /fabric-interconnect* # set out-of-band ip 192.0.2.112 netmask 255.255.255.0 gw 192.0.2.1
UCS-A /fabric-interconnect* # scope system
UCS-A /system* # set virtual-ip 192.0.2.113
UCS-A /system* # commit-buffer


            
            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Ethernet Switching Mode

      
         The Ethernet switching mode determines how the fabric interconnect
            		behaves as a switching device between the servers and the network. The fabric
            		interconnect operates in either of the following Ethernet switching modes: 
            	 
         

         
         
            End-Host
               		  Mode
            
 
            		
             
            		
            End-host mode allows the fabric interconnect to act as an end host to
                  		  the network, representing all server (hosts) connected to it through vNICs.
               		  This behavior is achieved by pinning (either dynamically pinned or hard pinned) vNICs to
               		  uplink ports, which provides redundancy to the network, and makes the
               		  uplink ports appear as server ports to the rest of the fabric. In end-host
               		  mode, the fabric interconnect does not run the Spanning Tree Protocol (STP) but it
               		  avoids loops by denying uplink ports from forwarding traffic to each other and
               		  by denying egress server traffic on more than one uplink port at a time.
               		  End-host mode is the default Ethernet switching mode and should be used if
               		  either of the following are used upstream: 
               		
            

            
            		
            
               	 
                  			 Layer 2 switching for Layer 2 aggregation 
                  			 
                  
                  		  
               

               
               	 
                  			  Virtual Switching System (VSS) aggregation layer 
                  			 
                  
                  		  
               

               
            

            
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


When you enable end-host mode, if a vNIC is hard pinned to an
                     		  uplink port and this uplink port goes down, the system cannot repin the vNIC,
                     		  and the vNIC remains down.
                     

                  
               

            

            
            	 
         

         
         
            Switch Mode
 
            		 
            		
            Switch mode is the traditional Ethernet switching mode. The fabric
               		  interconnect runs STP to avoid loops, and broadcast and multicast packets are
               		  handled in the traditional way. Switch mode is not the default Ethernet
               		  switching mode, and should be used only if the fabric interconnect is directly
               		  connected to a router, or if either of the following are used upstream: 
               		
            

            
            		
            
               	 
                  			 Layer 3 aggregation 
                  			 
                  
                  		  
               

               
               	 
                  			 VLAN in a box
                  
                  		  
               

               
            

            
            	 
         

         
          
            		
            
               
                  	[image: ../images/note.gif]
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                     For both Ethernet switching modes, even when vNICs are hard pinned
                        			 to uplink ports, all server-to-server unicast traffic in the server array is
                        			 sent only through the fabric interconnect and is never sent through uplink
                        			 ports. Server-to-server multicast and broadcast traffic is sent through all
                        			 uplink ports in the same VLAN. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring Ethernet Switching Mode

      
         
            		
            Important:  
               		  
               When you change
                  			 the Ethernet switching mode, 
                  			 Cisco UCS Manager logs you
                  			 out and restarts the fabric interconnect. For a cluster configuration, 
                  			 Cisco UCS Manager restarts
                  			 both fabric interconnects. The second fabric interconnect can take several
                  			 minutes to complete the change in Ethernet switching mode and become system
                  			 ready. The configuration is retained. 
                  		  
               

               
               		  
               While the fabric
                  			 interconnects are rebooting, all blade servers will lose all LAN and SAN
                  			 connectivity, causing a complete outage of all services on the blades. This may
                  			 cause the operating system to crash. 
                  		  
               

               
               		
            

            
            	 
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope eth-uplink
                           			 
                        		    
                     			 
                     Enters Ethernet uplink mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-uplink # 
                        			 
                           				set mode {end-host | 
                           				switch} 
                        		   
                     			 
                     Sets the fabric interconnect to the specified switching mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-uplink # 
                        			 
                           				commit-buffer  
                        		   
                     			 
                     Commits the transaction to the system configuration.

                     
                     		    
                     			 
                      
                        				Cisco UCS Manager
                        				restarts the fabric interconnect, logs you out, and disconnects 
                        				Cisco UCS Manager CLI.
                        				
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example sets the fabric interconnect to end-host mode and commits the transaction:
               		
            

            
            		UCS-A# scope eth-uplink
UCS-A /eth-uplink # set mode end-host
Warning: When committed, this change will cause the switch to reboot
UCS-A /eth-uplink* # commit-buffer
UCS-A /eth-uplink # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Fibre Channel Switching Mode

      
         The Fibre Channel switching mode determines how the fabric interconnect
            		behaves as a switching device between the servers and storage devices. The fabric
            		interconnect operates in either of the following Fibre Channel switching modes: 
            	 
         

         
         
            End-Host
               		  Mode
            
 
            		
             
            		
            End-host mode allows the fabric interconnect to act as an end host to
                  		  the connected fibre channel networks, representing all server (hosts) connected to it through  virtual host bus adapters
                  (vHBAs).
               		  This behavior is achieved by pinning (either dynamically pinned or hard pinned) vHBAs to Fibre Channel uplink ports, which
               makes the Fibre Channel ports appear as server ports (N-ports) to the rest of the fabric. When in end-host mode, the fabric
               interconnect avoids loops by denying uplink ports from receiving traffic from one another.
            

            
            
            End-host mode is synonymous with NPV mode. This mode is the default Fibre Channel Switching mode.
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                     When you enable end-host mode, if a vHBA is hard pinned to a
                        		  uplink Fibre Channel port and this uplink port goes down, the system cannot repin the vHBA,
                        		  and the vHBA remains down.
                     

                     
                     

                  
               

            

            
            	 
         

         
         
            Switch Mode
 
            		 
            		
            Switch mode is the traditional Fibre Channel switching mode. Switch mode allows the fabric interconnect to connect directly
               to a storage device.  Enabling Fibre Channel switch mode is useful in Pod models where there is no SAN (for example,  a single
               Cisco UCS domain that is connected directly to storage), or where a SAN exists  (with an upstream MDS). 
               		
               
            

            
            Switch mode is not the default Fibre Channel switching mode.
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                     In Fibre Channel switch mode, SAN pin groups are irrelevant. Any existing SAN pin groups are ignored. 
                        		  
                     

                     
                     
                     

                  
               

            

            
            		 
            	  
            		 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring Fibre
         	 Channel Switching Mode
      

      
          
            		
            Important:  
               		  
               When you change
                  			 the Fibre Channel switching mode, 
                  			 Cisco UCS Manager logs you
                  			 out and restarts the fabric interconnect. For a cluster configuration, 
                  			 Cisco UCS Manager restarts
                  			 both fabric interconnects sequentially. The second fabric interconnect can take
                  			 several minutes to complete the change in Fibre Channel switching mode and
                  			 become system ready. 
                  		  
               

               
               		
            

            
            	 
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			  
                           				scope
                              				  fc-uplink 
                           			  
                        		    
                     			 
                     Enters Fibre
                        				Channel uplink mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fc-uplink
                        			 # 
                        			  
                           				set
                              				  mode {end-host | 
                           				switch} 
                        		    
                     			 
                     Sets the fabric
                        				interconnect to the specified switching mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /fc-uplink
                        			 # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the
                        				transaction to the system configuration. 
                        			 
                     

                     
                     		    
                     			 
                      
                        				Cisco UCS Manager restarts the fabric interconnect, logs
                        				you out, and disconnects 
                        				Cisco UCS Manager CLI. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following
               		  example shows how to set the fabric interconnect to end-host mode and commit
               		  the transaction: 
               		
            

            
            		UCS-A # scope fc-uplink
UCS-A /fc-uplink # set mode end-host
UCS-A /fc-uplink* # commit-buffer
UCS-A /fc-uplink # 
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                     When the Fibre Channel switching mode is changed, both Cisco UCS
                        			 fabric interconnects reload simultaneously. Reloading the fabric interconnects
                        			 will cause a system-wide downtime for approximately 10 to 15 minutes. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Chapter 6. Configuring Ports and Port Channels
      

      
         This chapter includes the following sections: 
            		
         

         
      

      
      
      
         
         	Server and Uplink Ports on the 6100 Series Fabric Interconnect

         
         	Unified Ports on the 6200 Series Fabric Interconnect

         
         	Appliance Ports

         
         	FCoE Uplink Ports

         
         	Unified Storage Ports

         
         	Unified Uplink Ports

         
         	Uplink Ethernet Port Channels

         
         	Appliance Port Channels

         
         	Fibre Channel Port Channels

         
         	FCoE Port Channels

         
         	Unified Uplink Port Channel

         
         	Adapter Port Channels

         
         	Fabric Port Channels

         
      

      
      
      
         
      

      
      
      
   
      
      
      Server and Uplink Ports on the 6100 Series Fabric Interconnect

      
         Each Cisco UCS 6200 Series Fabric Interconnect has a set of ports in a fixed port module that
            		you can configure as either server ports or uplink Ethernet ports. These ports are not reserved. They cannot be used by
            a 
            		Cisco UCS domain until you configure them. You can add expansion modules to increase
            		the number of uplink ports on the fabric interconnect or to add uplink Fibre
            		Channel ports to the fabric interconnect.
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                  When you configure a port on a fabric interconnect, the
                     administrative state is automatically set to enabled.
                     If the port is connected to another device, this may cause traffic disruption. You can disable the port after it has been
                     configured.
                  

                  
                  

               
            

         

         
         You need to create LAN pin groups and SAN pin groups to pin traffic from
            		servers to an uplink port.
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                  Ports on the Cisco UCS 6200 Series Fabric Interconnect are not unified. For more information on Unified Ports, see Unified Ports.
                  

                  
                  

               
            

         

         
         Each fabric interconnect can include the following port types:
            	 
         

         
         
            	Server Ports
               		  
            

            
            	
               			 
               Server ports handle data traffic between the fabric interconnect
                  				and the adapter cards on the servers. 
                  			 
               

               
               			 
               You can only configure server ports on the fixed port module.
                  		  Expansion modules do not include server ports. 
                  		
                  		
               

               
               		  
            

            
            	Uplink Ethernet Ports
               		  
            

            
            	
               			 
               Uplink Ethernet ports handle Ethernet traffic between the fabric
                  				interconnect and the next layer of the network. All network-bound Ethernet
                  				traffic is pinned to one of these ports.
               

               
               
               By default, Ethernet ports are unconfigured. However, you can configure them to function in the following ways: 
                  
                     	
                        Uplink
                        
                        
                     

                     
                     	
                        FCoE
                        
                        
                     

                     
                     	
                        Appliance
                        
                        
                     

                     
                  

                  
                  
               

               
               			 
               You can configure uplink Ethernet ports on either the fixed
                  		  module or an expansion module. 
                  		
               

               
               		  
            

            
            	Uplink Fibre Channel Ports
               		  
            

            
            	
               			 
               Uplink Fibre Channel ports handle FCoE traffic between the fabric
                  				interconnect and the next layer of the storage area network. All network-bound FCoE traffic
                  				is pinned to one of these ports. 
                  			 
               

               
               
               By default, Fibre Channel ports are uplink. However, you can configure them to function as Fibre Channel storage ports. This
                  is useful in cases where Cisco UCS requires a connection to a Direct-Attached Storage (DAS) device.
               

               
               			 
               You can only configure uplink Fibre Channel ports on an
                  		  expansion module. The fixed module does not include uplink Fibre Channel ports.
                  		  
                  		
               

               
               		  
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Unified Ports on the 6200 Series Fabric Interconnect

      
         Unified ports are ports on the Cisco UCS 6200 Series Fabric Interconnect that can be configured to carry either Ethernet or Fibre Channel traffic. These ports are not reserved. They cannot be used
            by a Cisco UCS domain until you configure them. 
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                  When you configure a port on a fabric interconnect, the
                     administrative state is automatically set to enabled.
                     If the port is connected to another device, this may cause traffic disruption. You can disable the port after it has been
                     configured.
                  

                  
                  

               
            

         

         
         Configurable beacon LEDs indicate which unified ports are configured for the selected port mode. 

         
      

      
      
      
         
         	Port Modes

         
         	Port Types

         
         	Beacon LEDs for Unified Ports

         
         	Guidelines for Configuring Unified Ports

         
         	Cautions and Guidelines for Configuring Unified Uplink Ports and Unified Storage Ports

         
         	Effect of Port Mode Changes on Data Traffic

         
         	Configuring the Port Mode

         
         	Configuring the Beacon LEDs for Unified Ports

         
      

      
      
      
         
      

      
      
      
   
      
      
      Port Modes

      
         The port mode determines whether a unified port on the fabric interconnect is configured to carry  Ethernet or Fibre Channel
            traffic. The port mode is not automatically discovered by the fabric interconnect; it is configured in Cisco UCS Manager. 
         

         
         Changing the port mode results in the existing port configuration being deleted and replaced by a new logical port. Any objects
            associated with that port configuration, such as VLANs and VSANS, are removed. There is no restriction on the number of times
            the port mode can be changed for a unified port. 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Port Types

      
         The port type defines
            		the type of traffic carried over a unified port connection.
            	 
         

         
         All of the port types listed are configurable
            		  on both the fixed and expansion module, including server ports, which are not
            		  configurable on the 6100 series fabric interconnect expansion module, but are
            		  configurable on the 6200 series fabric interconnect expansion module. 
            		
         

         
         By default, unified
            		ports changed to Ethernet port mode are set to uplink Ethernet port type.
            		unified ports changed to Fibre Channel port mode are set to the Fibre Channel
            		uplink port type. Fibre Channel ports cannot be unconfigured.
            	 
         

         
         Changing the port type
            		does not require a reboot.
            	 
         

         
         When the port mode is
            		set to Ethernet, you can configure the following port types: 
            	 
         

         
         
            	
               		  Server ports
               		  
               
               		
            

            
            	
               		  Ethernet uplink
               			 ports
               		  
               
               		
            

            
            	
               		  Ethernet port
               			 channel members
               		  
               
               		
            

            
            	
               		  FCoE ports
               		  
               
               		
            

            
            	
               		  Appliance ports
               		  
               
               		
            

            
            	
               		  Appliance port
               			 channel members
               		  
               
               		
            

            
            	
               		  SPAN destination
               			 ports
               		  
               
               		
            

            
            	
               		  SPAN source ports
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                        For SPAN source
                           				ports, configure one of the port types and then configure the port as SPAN
                           				source.
                           			 
                        

                        
                        		  
                        

                     
                  

               

               
               		
            

            
         

         
         When the port mode is
            		set to Fibre Channel, you can configure the following port types:
            	 
         

         
         
            	
               		  Fibre Channel
               			 uplink ports
               		  
               
               		
            

            
            	
               		  Fibre Channel port
               			 channel members
               		  
               
               		
            

            
            	
               		  Fibre Channel
               			 storage ports
               		  
               
               		
            

            
            	
               		  FCoE Uplink ports
               		  
               
               		
            

            
            	
               		  SPAN destination
               			 ports
               		  
               
               		
            

            
            	
               		  SPAN source ports
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                        For SPAN source
                           				ports, configure one of the port types and then configure the port as SPAN
                           				source.
                           			 
                        

                        
                        		  
                        

                     
                  

               

               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Beacon LEDs for Unified Ports

      
         Each port on the 6200 series fabric interconnect has a corresponding beacon LED. When the Beacon LED property is configured,
            the beacon LEDs illuminate, showing  you which ports are configured in a given port mode.
         

         
         The Beacon LED property can be configured to show you which ports are grouped  in one port mode: either Ethernet or Fibre
            Channel. By default, the Beacon LED property  is set to Off.
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                  For unified ports on the expansion module, the Beacon LED property may be reset to the default value of Off during expansion
                     module reboot.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Guidelines for Configuring Unified Ports

      
         Consider the following guidelines and restrictions when configuring unified ports:

         
         
            Hardware and Software Requirements

            Unified ports are supported on the 6200 series fabric interconnect with Cisco UCS Manager, version 2.0. 
            

            
            Unified ports are not supported on 6100 series fabric interconnects, even if they are running Cisco UCS Manager, version 2.0.
            

            
         

         
         
            Port Mode Placement

            Because the Cisco UCS Manager GUI interface uses a slider to configure the port mode for unified ports on a fixed or expansion module, it automatically enforces
               the following restrictions which limits how port modes can be assigned to unified ports. When using the Cisco UCS Manager CLI interface, these restrictions are enforced when you commit the transaction to the system configuration. If the port mode
               configuration  violates any of the following restrictions, the Cisco UCS Manager CLI displays an error:
            

            
            
               	Ethernet ports must be grouped together in a block. For each module (fixed or expansion), the Ethernet port block must start
                  with the first port and end with an even numbered port.
                  
               

               
               	Fibre Channel ports must be grouped together in a block. For each module (fixed or expansion), the first port in the Fibre
                  Channel port block must follow the last Ethernet port and extend to include the rest of the ports in the module. For configurations
                  that include only Fibre Channel ports, the Fibre Channel block must start with the first port on the fixed or expansion module.
                  
               

               
               	Alternating Ethernet and Fibre Channel ports is not supported on a single module. 
                  
               

               
            

            
            Example of  a valid configuration— Might include unified ports 1–16 on the fixed module configured  in Ethernet port mode and ports 17–32 in Fibre Channel
               port mode. On the expansion module you could configure ports 1–4 in Ethernet port mode and then configure ports 5–16 in Fibre
               Channel mode. The rule about alternating Ethernet and Fibre Channel port types is not violated because this port arrangement
               complies with the rules on each individual module.
            

            
            Example of  an invalid configuration— Might include a block of Fibre Channel ports starting with port 16. Because each block of ports has to start with an odd-numbered
               port, you would  have to start the block with port 17.
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                     The total number of uplink Ethernet ports and uplink Ethernet port channel members that can be configured on each fabric interconnect
                        is limited to 31. This limitation includes  uplink Ethernet ports and uplink Ethernet port channel members configured on the
                        expansion module.
                     

                     
                     

                  
               

            

            
         

         
         
            Special Considerations for UCS Manager CLI Users

            Because the Cisco UCS Manager CLI does not validate port mode changes until you commit the buffer to the system configuration, it is easy to violate the grouping
               restrictions if you attempt to commit the buffer before creating at least two new interfaces. To prevent errors, we recommend
               that you wait to commit your changes to the system configuration until you have created new interfaces for all of the unified
               ports changing from one port mode to another. 
            

            
            Commiting the buffer before configuring multiple interfaces will result in an error, but you do not need to start over. You
               can continue to configure unified ports until the configuration satisfies the aforementioned requirements.
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Cautions and Guidelines for Configuring Unified Uplink Ports and Unified Storage Ports

      
         The following are cautions and guidelines to follow while working with unified uplink ports and unified storage ports:

         
         
            	In an unified uplink port, if you enable one component as a SPAN source, the other component will automatically become a SPAN
               source. 
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                        If you create or delete a SPAN source under the Ethernet uplink port, Cisco UCS Manager automatically creates pr deletes a SPAN source under the FCoE uplink port. The same happens with you create a SPAN source
                           on the FCOE uplink port.
                        

                        
                        

                     
                  

               

               
            

            
            	You must configure a non default native vlan on FcoE and unified uplink ports. This VLAN is not used for any traffic. Cisco UCS Manager will reuse an existing fcoe-storage-native-vlan for this purpose. This fcoe-storage-native-vlan will be used as native VLAN
               on FCoE and unified uplinks.
               
            

            
            	In an unified uplink port, if you do not specify a  non default VLAN for the Ethernet uplink port the fcoe-storage-native-vlan
               will be assigned as the native VLAN on the unified uplink port. If the Ethernet port has a non default native VLAN specified
               as native VLAN, this will be assigned as the native VLAN for unified uplink port.
               
            

            
            	When you create or delete a member port under an Ethernet port channel, Cisco UCS Manager automatically creates or deletes the member port under FCoE port channel. The same happens when you create or delete a member
               port in FCoE port channel.
               
            

            
            	When you configure an Ethernet port as a standalone port, such as server port, Ethernet uplink, FCoE uplink or FCoE storage
               and make it as a member port for an Ethernet or FCOE port channel, Cisco UCS Manager automatically makes this port as a member of both Ethernet and FCoE port channels.
               
            

            
            	When you remove the membership for a member port from being a member of server uplink, Ethernet uplink, FCoE uplink or FCoE
               storage, Cisco UCS Manager deletes the corresponding members ports from Ethernet port channel and FCoE port channel and creates a new standalone port.
               
            

            
            	If you downgrade Cisco UCS Manager from release 2.1 to any of the prior releases, all unified uplink ports and port channels will be converted to Ethernet ports
               and Ethernet port channels when the downgrade is complete. Similarly, all the unified storage ports will be converted to appliance
               ports.
               
            

            
            	For unified uplink ports and unified storage ports, when you create two interfaces, only once license is checked out. As long
               as either interface is enabled, the license remains checked
               out. The license will be released only if both the interfaces are disabled for a unified uplink port or a unified storage
               port.
               
            

            
            	Cisco UCS 6100 series fabric interconnect switch can only support 1VF or 1VF-PO facing same downstream NPV switch. 
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Effect of Port Mode Changes on Data Traffic

      
         Port mode changes can cause an interruption to the data traffic for the Cisco UCS domain. The length of the interruption and the traffic that is affected depend upon the configuration of the Cisco UCS domain and the module on which you made the port mode changes.
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                  To minimize the traffic disruption during system changes, form a Fibre Channel uplink port-channel across the fixed and expansion
                     modules.
                  

                  
                  

               
            

         

         
         
            Impact of  Port Mode Changes on an Expansion Module

            After you make port mode changes on an expansion module,  the module reboots. All traffic through ports on the expansion module
               is interrupted for approximately one minute while the module reboots.
            

            
         

         
         
            Impact of Port Mode Changes on the Fixed Module in a Cluster Configuration

            A cluster configuration has two fabric interconnects. After you make port changes to the fixed module, the fabric interconnect
               reboots. The impact on the data traffic depends upon whether or not you have configured the server vNICs to failover to the
               other fabric interconnect when one fails.
            

            
            If you change the port modes on the expansion module of one fabric interconnect and then wait for that to reboot before changing
               the port modes on the second fabric interconnect, the following occurs:
            

            
            
               	With server vNIC failover, traffic fails over to the other fabric interconnect and no interruption occurs.
                  
               

               
               	Without server vNIC failover, all data traffic through the fabric interconnect on which you changed the port modes is interrupted
                  for approximately eight minutes while the fabric interconnect reboots.
                  
               

               
            

            
            However, if you change the port modes on the fixed modules of  both fabric interconnects simultaneously, all data traffic
               through the fabric interconnects are interrupted for approximately eight minutes while the fabric interconnects reboot.
            

            
         

         
         
            Impact of Port Mode Changes on the Fixed Module in a Standalone Configuration

            A standalone configuration has only one fabric interconnect. After you make port changes to the fixed module, the fabric interconnect
               reboots. All data traffic through the fabric interconnect is interrupted for approximately eight minutes while the fabric
               interconnect reboots.
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring the Port Mode
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                      Changing the
                        			 port mode on either module can cause an interruption in data traffic because
                        			 changes to the fixed module require a reboot of the fabric interconnect and
                        			 changes on an expansion module require a reboot of that module. 
                        		  
                     

                     
                     		  
                     If the 
                        			 Cisco UCS domain has a
                        			 cluster configuration that is set up for high availability and servers with
                        			 service profiles that are configured for failover, traffic fails over to the
                        			 other fabric interconnect and data traffic is not interrupted when the port
                        			 mode is changed on the fixed module. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            
            
            In the Cisco UCS Manager CLI, there are no new commands to support Unified Ports. Instead, you change the port mode by scoping to the mode for the desired
               port type and then creating a new interface. When you create a new interface for an already configured slot ID and port ID,
               UCS Manager deletes the previously configured interface and creates a new one. If a port mode change is required because you
               configure a port that previously operated  in Ethernet port mode to a port type in Fibre Channel port mode, UCS Manager notes
               the change.
            

            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        
                        UCS-A# scope port-type-mode
 
                     
                     Enters the specified port type mode for one of the following port types:

                     
                     
                     
                        	eth-server

                        
                        	
                           For configuring server ports.

                           
                        

                        
                     

                     
                     
                        	eth-storage

                        
                        	
                           For configuring Ethernet storage ports and Ethernet storage port channels.

                           
                        

                        
                     

                     
                     
                        	eth-traffic-mon

                        
                        	
                           For configuring Ethernet SPAN ports.

                           
                        

                        
                     

                     
                     
                        	eth-uplink

                        
                        	
                           For configuring Ethernet uplink ports.

                           
                        

                        
                     

                     
                     
                        	fc-storage

                        
                        	
                           For configuring Fibre Channel storage ports.

                           
                        

                        
                     

                     
                     
                        	fc-traffic-mon

                        
                        	
                           For configuring Fibre Channel SPAN ports.

                           
                        

                        
                     

                     
                     
                        	fc-uplink

                        
                        	
                           For configuring Fibre Channel uplink ports and Fibre Channel uplink port channels.

                           
                        

                        
                     

                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /port-type-mode # scope fabric {a | b} 
                     Enters the specified port type mode for the specified fabric.

                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /port-type-mode/fabric # create interface slot-id port-id 
                     Creates an interface for the specified port type.

                     
                     If you are changing the port type from Ethernet port mode to Fibre Channel port mode, or vice-versa, the following warning
                        appears:
                     

                     
                     Warning: This operation will change the port mode (from Ethernet to FC or vice-versa). When committed, this change will require
                           the module to restart.

                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	Create new interfaces for other ports belonging to the Ethernet or Fibre Channel port block. 
                     There are several restrictions that govern how Ethernet and Fibre Channel ports can be arranged on a fixed or expansion module.
                        Among other restrictions, it  is required that you change ports in groups of two. Violating any of the restrictions outlined
                        in the Guidelines and Recommendations for Configuring Unified Ports section will result in an error.
                     

                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /port-type-mode/fabric/interface # commit-buffer 
                     Commits the transaction to the system configuration.

                     
                  
               

               
            

         

         

         
         
            Depending upon the module for which you configured the port
               		  modes, data traffic for the 
               		  Cisco UCS domain is
               		  interrupted as follows: 
               		
            

            
            
               	 
                  			 Fixed
                  				module—The fabric interconnect reboots. All data traffic through that fabric
                  				interconnect is interrupted. In a cluster configuration that provides high
                  				availability and includes servers with vNICs that are configured for failover,
                  				traffic fails over to the other fabric interconnect and no interruption occurs.
                  				
                  				Changing the port mode for both sides at once results in both
                     				  fabric interconnects rebooting simultaneously and a complete loss of traffic
                     				  until both fabric interconnects are brought back up. 
                  			 
                  
                  			 It takes about
                  				8 minutes for the fixed module to reboot. 
                  			 
                  
                  		  
               

               
               	 
                  			 Expansion
                  				module—The module reboots. All data traffic through ports in that module is
                  				interrupted. 
                  			 
                  
                  			 It takes about
                  				1 minute for the expansion module to reboot. 
                  			 
                  
                  		  
               

               
            

            
         

         
            The following example changes ports 9 and 10 on slot 1 from Ethernet uplink ports in Ethernet port mode to uplink Fibre Channel
               ports in Fibre Channel port mode:
            

            UCS-A# scope fc-uplink
UCS-A /fc-uplink # scope fabric a
UCS-A /fc-uplink/fabric # create interface 1 9
Warning: This operation will change the port mode (from Ethernet to FC or vice-versa). 
When committed, this change will require the fixed module to restart.
UCS-A /fc-uplink/fabric/interface* # up
UCS-A /fc-uplink/fabric* #create interface 1 10
Warning: This operation will change the port mode (from Ethernet to FC or vice-versa). 
When committed, this change will require the fixed module to restart.
UCS-A /fc-uplink/fabric/interface* #commit-buffer

            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring the Beacon LEDs for Unified Ports

      
         
            Complete the following task for each module for which you want
               		  to configure beacon LEDs. 
               		
            

            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# scope fabric-interconnect {a | b}
                        
                        
 
                     
                     Enters fabric interconnect mode for the specified fabric.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fabric # scope card slot-id
                        
                        
 
                     
                     Enters card mode for the specified fixed or expansion module.

                     
                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /fabric/card # scope beacon-led
                        
                        
 
                     
                     Enters beacon LED  mode.

                     
                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /fabric/card/beacon-led # set admin-state {eth | fc | off}
                        
                        
 
                     
                     Specifies which port mode is represented by illuminated beacon LED lights.

                     
                     
                     
                        	eth

                        
                        	
                           All of the Unified Ports configured in Ethernet mode illuminate.

                           
                        

                        
                     

                     
                     
                        	fc

                        
                        	
                           All of the Unified Ports configured in Fibre Channel mode illuminate.

                           
                        

                        
                     

                     
                     
                        	off

                        
                        	
                           Beacon LED lights for all ports on the module are turned off.

                           
                        

                        
                     

                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /fabric/card/beacon-led # commit-buffer
                        
                        
 
                     
                     Commits the transaction to the system configuration.

                     
                     
                  
               

               
            

         

         

         
         
            
            The following example illuminates all of the beacon lights for Unified Ports in Ethernet port mode and commits the transaction:

            
            UCS-A# scope fabric-interconnect a
UCS-A /fabric # scope card 1
UCS-A /fabric/card # scope beacon-led
UCS-A /fabric/card/beacon-led # set admin-state eth
UCS-A /fabric/card/beacon-led* # commit-buffer
UCS-A /fabric/card/beacon-led #

            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a Server
         	 Port
      

      
          
            		
            All of the port types listed are configurable
               		  on both the fixed and expansion module, including server ports, which are not
               		  configurable on the 6100 series fabric interconnect expansion module, but are
               		  configurable on the 6200 series fabric interconnect expansion module. 
               		
            

            
            	 
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			  
                           				scope
                              				  eth-server 
                           			  
                        		    
                     			 
                     Enters Ethernet
                        				server mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A
                        			 /eth-server # 
                        			  
                           				scope
                              				  fabric {a | 
                           				b}
                        		    
                     			 
                     Enters Ethernet
                        				server fabric mode for the specified fabric. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A
                        			 /eth-server/fabric # 
                        			  
                           				create
                              				  interface 
                           				slot-num 
                           				port-num
                           			 
                        		    
                     			 
                     Creates an
                        				interface for the specified Ethernet server port. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A
                        			 /eth-server/fabric # 
                        			  
                           				commit-buffer
                           			  
                        		    
                     			 
                     Commits the
                        				transaction to the system configuration.
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following
               		  example creates an interface for Ethernet server port 12 on slot 1 of fabric B
               		  and commits the transaction:
               		
            

            
            		UCS-A# scope eth-server
UCS-A /eth-server # scope fabric b
UCS-A /eth-server/fabric # create interface 1 12
UCS-A /eth-server/fabric* # commit-buffer
UCS-A /eth-server/fabric # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring an Uplink Ethernet Port

      
         
            		
            You can configure uplink Ethernet ports on either the fixed
               		  module or an expansion module. 
               		
            

            
            	 
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope eth-uplink
                           			 
                        		    
                     			 
                     Enters Ethernet uplink mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-uplink # 
                        			 
                           				scope fabric {a | 
                           				b} 
                        		   
                     			 
                     Enters Ethernet uplink fabric mode for the specified
                        				fabric.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-uplink/fabric # 
                        			 
                           				create interface 
                              				
                           				 
                              				
                           				slot-num
                           				 
                              				
                           				port-num
                           			  
                        		   
                     			 
                     Creates an interface for the specified Ethernet uplink port.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional)UCS-A /eth-uplink/fabric # 
                        			 
                           				set speed  {10gbps | 
                           				1gbps}
                           			 
                         
                     			 
                     Sets the speed for the specified Ethernet uplink port.
                        			 
                        
                           
                              	Note   
                                    
                                    
                              	
                                 
                                 For the 6100 series fabric  interconnects, the admin speed is only configurable for the first eight ports on a 20-port fabric
                                    interconnect and the first 16 ports on a 40-port fabric interconnect.
                                 

                                 
                                 
                              
                           

                        

                        
                        
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /eth-uplink/fabric # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates an interface for Ethernet uplink port 3
               		  on slot 2 of fabric B, sets the speed to 10 gbps, and  commits the transaction:
               		
            

            
            		UCS-A# scope eth-uplink
UCS-A /eth-uplink # scope fabric b 
UCS-A /eth-uplink/fabric # create interface 2 3
UCS-A /eth-uplink/fabric # set speed 10gbps
UCS-A /eth-uplink/fabric* # commit-buffer
UCS-A /eth-uplink/fabric # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Appliance Ports

      
         Appliance ports are only used to connect fabric interconnects to directly attached NFS storage.
            
               
                  	[image: ../images/note.gif]
Note
                  	



                     When you create a new appliance VLAN, its IEEE VLAN ID is not added to the LAN Cloud. Therefore, appliance ports that are
                        configured with the new VLAN remains down, by default, due to  a pinning failure. To bring up these appliance ports, you have
                        to configure a VLAN in LAN Cloud with the same IEEE VLAN ID.
                     

                     
                     

                  
               

            

            
         

         
      

      
      
      
         
         	Configuring an Appliance Port

         
         	Assigning a Target MAC Address to an Appliance Port or Appliance Port Channel

         
         	Unconfiguring an Appliance Port

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring an Appliance Port

      
         
            
            You
               		  can configure Appliance ports on either the fixed module or an expansion
               		  module. 
               		
            

            
            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        UCS-A# 
                           scope eth-storage
                           
                         
                     
                     Enters Ethernet storage mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	
                        UCS-A /eth-storage # 
                           scope fabric{a | b}
                         
                     
                     Enters Ethernet storage mode for the specified fabric.

                     
                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	
                        UCS-A /eth-storage/fabric # 
                           create interface slot-num port-num
                           
                         
                     
                     Creates an interface for the specified appliance port.

                     
                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/interface # 
                           set portmode {access | trunk} 
                         
                     
                     Specifies whether the port mode is access or trunk. By default, the mode is set to trunk.

                     
                     
                     
                        
                           	Note   
                                 
                                 
                           	 
                              		  
                              If traffic for
                                 			 the appliance port needs to traverse the uplink ports, you must also define
                                 			 each VLAN used by this port in the LAN cloud. For example, you need the traffic
                                 			 to traverse the uplink ports if the storage is also used by other servers, or
                                 			 if you want to ensure that traffic fails over to the secondary fabric
                                 			 interconnect if the storage controller for the primary fabric interconnect
                                 			 fails. 
                                 		  
                              

                              
                              		
                           
                        

                     

                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/interface # 
                           set pingroupname pin-group name
                             
                     
                     Specifies the appliance pin target to the specified fabric and port, or fabric and port channel. 

                     
                     
                  
               

               
               
                  	Step 6  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/interface # 
                           set prio sys-class-name
                           
                         
                     
                     Specifies the QoS class for the appliance port. By default, the priority is set to best-effort.

                     
                     
                     The sys-class-name argument can be one of the following class keywords:

                     
                     
                     
                        	
                           
                           Fc—Use this priority for QoS policies that control vHBA traffic only.
                           
                           
                        

                        
                        	 
                           						   
                           							 Platinum—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Gold—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Silver—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Bronze—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Best Effort—Do not use this priority. It is reserved for the Basic Ethernet traffic lane. If you assign this priority to a QoS policy
                           and configure another system class as CoS 0, Cisco UCS Manager does not default to this system class. It defaults to the priority with CoS 0 for that traffic.
                           
                           						
                        

                        
                     

                     
                     
                  
               

               
               
                  	Step 7  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/interface # 
                           set adminspeed {10gbps | 1 gbps}
                         
                     
                     Specifies the admin speed for the interface. By default, the admin speed is set to 10gbps.

                     
                     
                  
               

               
               
                  	Step 8  
                     
                  
                  	
                        UCS-A /eth-storage/fabric/interface # 
                           commit buffer 
                         
                     
                     Commits the transaction to the system configuration.

                     
                     
                  
               

               
            

         

         

         
         
            
            The following example creates an interface for an appliance port 2 on slot 3 of fabric B, sets the port mode to access, pins
               the appliance port to a pin group called pingroup1, sets the QoS class to fc, sets the admin speed to 10 gbps, and commits
               the transaction:
            

            
            UCS-A# scope eth-storage
UCS-A /eth-storage # scope fabric b
UCS-A /eth-storage/fabric # create interface 3 2
UCS-A /eth-storage/fabric* # set portmode access
UCS-A /eth-storage/fabric* # set pingroupname pingroup1
UCS-A /eth-storage/fabric* # set prio fc
UCS-A /eth-storage/fabric* # set adminspeed 10gbps
UCS-A /eth-storage/fabric* # commit-buffer
UCS-A /eth-storage/fabric #

            
            

         What to Do Next
            
            Assign a VLAN or target MAC address for the appliance port.

            
            
         

      

      
      
      
         
      

      
      
      
   
      
      
      Assigning a Target MAC Address to an Appliance Port or Appliance Port Channel

      
         
            
            The following procedure assigns a target MAC address to an appliance port. To assign a target MAC address to an appliance
               port channel, scope to the port channel instead of the interface.
            

            
            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        UCS-A# 
                           scope eth-storage
                           
                         
                     
                     Enters Ethernet storage mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	
                        UCS-A /eth-storage # 
                           scope fabric{a | b}
                         
                     
                     Enters Ethernet storage mode for the specified fabric.

                     
                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	
                        UCS-A /eth-storage/fabric # 
                           scope interface slot-id port-id
                           
                         
                     
                     Enters Ethernet interface mode for the specified interface.
                        
                           
                              	Note   
                                    
                                    
                              	
                                 
                                 To assign a target MAC address to an appliance port channel, use the 
                                       scope port-channel
                                        command instead of 
                                       scope interface
                                       .
                                 

                                 
                                 
                              
                           

                        

                        
                        
                     

                     
                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	
                        UCS-A /eth-storage/fabric/interface # 
                           create eth-target eth-target name
                           
                         
                     
                     Specifies the name  for the specified MAC address target.

                     
                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	
                        UCS-A /eth-storage/fabric/interface/eth-target # 
                           set mac-address mac-address
                           
                         
                     
                     Specifies the MAC address in nn:nn:nn:nn:nn:nn format.

                     
                     
                  
               

               
            

         

         

         
         
            
            The following example assigns a target MAC address for an appliance device on port 3, slot 2 of fabric B and commits the transaction:

            
            UCS-A# scope eth-storage
UCS-A /eth-storage* # scope fabric b
UCS-A /eth-storage/fabric* # scope interface 2 3
UCS-A /eth-storage/fabric/interface* # create eth-target macname
UCS-A /eth-storage/fabric/interface* # set mac-address 01:23:45:67:89:ab
UCS-A /eth-storage/fabric/interface* # commit-buffer
UCS-A /eth-storage/fabric #

            
            The following example assigns a target MAC address for appliance devices on port channel 13 of fabric B and commits the transaction:

            
            UCS-A# scope eth-storage
UCS-A /eth-storage* # scope fabric b
UCS-A /eth-storage/fabric* # scope port-channel 13
UCS-A /eth-storage/fabric/port-channel* # create eth-target macname
UCS-A /eth-storage/fabric/port-channel* # set mac-address 01:23:45:67:89:ab
UCS-A /eth-storage/fabric/port-channel* # commit-buffer
UCS-A /eth-storage/fabric #

            
            

         
      

      
      
      
         
      

      
      
      
   
      
      
      FCoE Uplink Ports

      
         FCoE uplink ports are physical Ethernet interfaces between the fabric interconnects and the upstream Ethernet switch, used
            for carrying FCoE traffic. With this support the same  physical Ethernet port can carry both Ethernet traffic and Fibre Channel
            traffic.
         

         
         FCoE uplink ports connect to  upstream Ethernet switches using the FCoE protocol for Fibre Channel traffic. This allows both
            the Fibre Channel and Ethernet traffic to flow on the same physical Ethernet link. 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  FCoE uplinks and unified uplinks enable the multi-hop FCoE feature, by extending the unified fabric up to the distribution
                     layer switch.
                  

                  
                  

               
            

         

         
         You can configure the same Ethernet port as any of the following:

         
         
            	FCoE uplink port—As an FCoE uplink port for only Fibre Channel traffic.
               
            

            
            	Uplink port—As an Ethernet port for only Ethernet traffic.
               
            

            
            	Unified uplink port—As a unified uplink port to carry both Ethernet and Fibre Channel traffic.
               
            

            
         

         
      

      
      
      
         
         	Configuring a FCoE Uplink Port

         
         	Unconfiguring a FCoE Uplink Port

         
         	Viewing FCoE Uplink Ports

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a FCoE
         	 Uplink Port
      

      
          
            		
            All of the port types listed are configurable
               		  on both the fixed and expansion module, including server ports, which are not
               		  configurable on the 6100 series fabric interconnect expansion module, but are
               		  configurable on the 6200 series fabric interconnect expansion module. 
               		
            

            
            	 
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			  
                           				scope
                              				  fc-uplink 
                           			  
                        		    
                     			 
                     Enters FC Uplink
                        				mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fc-uplink
                        			 # 
                        			 scope
                              				  fabric{a | 
                           				b} 
                        		    
                     			 
                     Enters FC -
                        				Uplink mode for the specific fabric. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A
                        			 /fc-uplink/fabric # 
                        			 create fcoeinterface 
                              				slot-numberport-number 
                        		    
                     			 
                     Creates
                        				interface for the specified FCoE uplink port. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A
                        			 /fc-uplink/fabric/fabricinterface # 
                        			 commit-buffer 
                        		    
                     			 
                     Commits the
                        				transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following
               		  example creates an interface for FCoE uplink port 1 on slot 8 of fabric A and
               		  commits the transaction: 
               		
            

            
            		UCS-A# scope fc-uplink
UCS-A /fc-uplink # scope fabric a
UCS-A /fc-uplink/fabric # create fcoeinterface 1 8 
UCS-A /fc-uplink/fabric/fcoeinterface* # commit-buffer
UCS-A /fc-uplink/fabric/fcoeinterface # 

            
            	 

         What to Do Next
            
            		
            Configure the port
               		  VSAN for this FCoE uplink. 
               		
            

            
            	 
         

      

      
      
      
         
      

      
      
      
   
      
      
      Unified Storage Ports

      
         Unified storage is configuring the same physical port as an Ethernet storage interface and FCoE storage interface. You can
            configure any appliance port or FCoE storage port as a unified storage port on either a fixed module or an expansion module.
            To configure a unified storage port, the fabric interconnect must be in Fibre Channel switching mode.
         

         
         In a unified storage port, you can enable/disable individual FCoE storage or appliance interfaces. 

         
         
            	In an unified storage port, if you do not specify a  non default VLAN for the appliance port the fcoe-storage-native-vlan
               will be assigned as the native VLAN on the unified storage port. If the appliance port has a non default native VLAN specified
               as native VLAN, this will be assigned as the native VLAN for unified storage port.
               
            

            
            	When you enable or disable the appliance interface, the corresponding physical port is enabled/disabled. So when you disable
               the appliance interface in a unified storage, even if the FCoE storage is enabled, it goes down with the physical port.
               
            

            
            	When you enable or disable FCoE storage interface, the corresponding VFC is enabled or disabled. So when the FCoE storage
               interface is disabled in a unified storage port, the appliance interface will continue to function normally.
               
            

            
         

         
      

      
      
      
         
         	Configuring a Unified Storage Port

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a Unified Storage Port

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        UCS-A# 
                           scope eth-storage
                           
                         
                     
                     Enters Ethernet storage mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	
                        UCS-A /eth-storage # 
                           scope fabric{a | b}
                         
                     
                     Enters Ethernet storage mode for the specified fabric.

                     
                     
                  
               

               
               
                  	Step 3  
                     
                  
                  	
                        UCS-A /eth-storage/fabric # 
                           create interface slot-num port-num
                           
                         
                     
                     Creates an interface for the specified appliance port.

                     
                     
                  
               

               
               
                  	Step 4  
                     
                  
                  	
                        UCS-A /eth-storage/fabric/interface* # 
                           commit buffer 
                         
                     
                     Commits the transaction to the system configuration.

                     
                     
                  
               

               
               
                  	Step 5  
                     
                  
                  	
                        UCS-A /eth-storage/fabric/interface* # 
                           scope fc-storage 
                         
                     Enters FC storage mode.

                     
                  
               

               
               
                  	Step 6  
                     
                  
                  	
                        UCS-A /fc-storage* # 
                           scope fabric{a | b}
                         
                     Enters Ethernet storage mode for the specific appliance port.

                     
                  
               

               
               
                  	Step 7  
                     
                  
                  	
                        UCS-A /fc-storage/fabric # 
                           create interface fcoe slot-num port-num
                           
                         
                     
                     Adds FCoE storage port mode on the appliance port mode and creates a unified storage port..

                     
                     
                  
               

               
            

         

         

         
         
            
            The following example creates an interface for an appliance port 2 on slot 3 of fabric A, adds fc storage to the same port
               to convert it as an unified port , and commits the transaction:
            

            
            UCS-A# scope eth-storage
UCS-A /eth-storage # scope fabric a
UCS-A /eth-storage/fabric # create interface 3 2
UCS-A /eth-storage/fabric* # commit-buffer
UCS-A /eth-storage/fabric* # scope fc-storage
UCS-A /fc-storage*# scope fabric a
UCS-A /fc-storage/fabric* # create interface fcoe 3 2
UCS-A /fc-storage/fabric* # commit-buffer
UCS-A /fc-storage/fabric*

            
            

         
      

      
      
      
         
      

      
      
      
   
      
      
      Unified Uplink Ports

      
         When you configure an Ethernet uplink and an FCoE uplink on the same physical Ethernet port, it is called the unified uplink
            port. You can individually enable or disable either FCoE or Ethernet interfaces independently.
         

         
         
            	Enabling or disabling the FCoE uplink results in corresponding VFC being enabled or disabled.
               
            

            
            	Enabling or disabling an Ethernet uplink results in corresponding physical port being enabled or disabled.
               
            

            
         

         
         If you disable an Ethernet uplink, it disables the underlying physical port in an unified uplink. So, even if the FCoE uplink
            is enabled,   the FCoE uplink also goes down. But if you disable an FCoE uplink, only the VFC goes down. If the Ethernet uplink
            is enabled, it can still function properly in the unified uplink port.
         

         
      

      
      
      
         
         	Configuring a Unified Uplink Port

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a Unified Uplink Port

      
         
            
            To configure a unified uplink port, you will convert an existing FCoE uplink port as a unified port.

            
            
            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope eth-uplink
                           			 
                        		    
                     			 
                     Enters Ethernet uplink mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-uplink # 
                        			 
                           				scope fabric {a | 
                           				b} 
                        		   
                     			 
                     Enters Ethernet uplink fabric mode for the specified
                        				fabric.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-uplink/fabric # 
                        			 
                           				create interface 
                              				
                           				15
                           				 
                        		   
                     			 
                     Converts the FCoE uplink port as a unified port.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /eth-uplink/fabric/port-channel # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates a unified uplink port  on an existing FCoE port: 

            
            		UCS-A# scope eth-uplink
UCS-A /eth-uplink # scope fabric b 
UCS-A /eth-uplink/fabric # create interface 1 5
UCS-A /eth-uplink/fabric/interface* # commit-buffer
UCS-A /eth-uplink/interface # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a Fibre Channel Storage or FCoE Port

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope fc-storage
                           			 
                        		    
                     			 
                     Enters Fibre Channel storage mode.

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fc-storage # 
                        			 
                           				scope fabric
                           			 {a | b}
                        		    
                     			 
                     Enters Fibre Channel storage mode for the specified fabric.

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /fc-storage/fabric # 
                        			 
                           				create interface
                           			 {fc | fcoe} slot-num port-num
                           
                        		    
                     			 
                     Creates an interface for the specified Fibre Channel storage port.

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A 
                        			 /fc-storage/fabric #
                           				commit-buffer 
                           			 
                        		    
                     			 
                     Commits the transaction.

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates an interface for Fibre Channel storage port 10 on slot 2 of fabric A and commits the transaction:

            
            		UCS-A# scope fc-storage
UCS-A /fc-storage # scope fabric a
UCS-A /fc-storage/fabric* # create interface fc 2 10
UCS-A /fc-storage/fabric # commit-buffer


            
            		
            	 

         What to Do Next
            
            Assign a VSAN.

            
            
         

      

      
      
      
         
      

      
      
      
   
      
      
      Default Zoning

      
         Zoning allows you to set up access control between hosts and storage devices. When a zone is configured or the configuration
            is updated, this information is propagated to all the other switches in the fabric.
         

         
         In Cisco UCS, the zoning configuration is inherited from an upstream switch. You cannot configure zoning or view information about your
            zoning configuration through Cisco UCS Manager. The only configurable zoning option  in Cisco UCS Manager is whether the default zone in a VSAN (nodes not assigned to any zone) permits or denies access among its members.
         

         
          When default zoning is enabled, all traffic is permitted among members of the default zone.
         

         
          When default zoning is disabled, all traffic is denied among members of the default zone.
         

         
         Default zoning is applied on a per-VSAN basis. You cannot enable default zoning at the fabric level.

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  Default zoned configurations are not recommended for production deployments, which must always use direct connect Fibre Channel
                     topologies with upstream MDS or Nexus 5000 switches.
                  

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Uplink Ethernet Port Channels

      
         An uplink Ethernet port channel allows you to  group several physical uplink Ethernet ports (link aggregation) to create one
            logical Ethernet link to provide fault-tolerance and high-speed connectivity.  In Cisco UCS Manager, you create a port channel first and then add uplink Ethernet ports to the port channel.  You can add up to eight  uplink
            Ethernet ports to a port channel.
         

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  
                     Cisco UCS uses Link Aggregation Control Protocol (LACP), not Port Aggregation Protocol (PAgP), to group the uplink Ethernet ports into
                     a port  channel. If the ports on the upstream switch are not configured for LACP, the fabric interconnects treat all ports
                     in an uplink Ethernet port channel as individual ports and therefore forward packets.
                  

                  
                  
                  
                  

               
            

         

         
      

      
      
      
         
         	Configuring an Uplink Ethernet Port Channel

         
         	Unconfiguring an Uplink Ethernet Port Channel

         
         	Adding a Member Port to an Uplink Ethernet Port Channel

         
         	Deleting a Member Port from an Uplink Ethernet Port Channel

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring an Uplink Ethernet Port Channel

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			  
                           				scope eth-uplink 
                           			  
                        		    
                     			 
                     Enters Ethernet uplink mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-uplink # 
                        			  
                           				scope fabric 
                           				 
                              				{a | 
                           				b } 
                           			  
                        		    
                     			 
                     Enters Ethernet uplink fabric mode for the specified
                        				fabric. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-uplink/fabric # 
                        			  
                           				create port-channel 
                              				 
                           				 
                              				 
                           				port-num 
                           			  
                        		    
                     			 
                     Creates a port channel on the specified Ethernet uplink port, and
                        				enters Ethernet uplink fabric port channel mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional)UCS-A /eth-uplink/fabric/port-channel # 
                        			 {enable | 
                           				disable} 
                        		    
                     			 
                     Enables or disables the administrative state of the port channel.
                        				The port channel is disabled by default. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	(Optional)UCS-A /eth-uplink/fabric/port-channel # 
                        			  
                           				set name 
                           				 
                              				 
                           				port-chan-name 
                           			  
                        		    
                     			 
                     Specifies the name for the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	(Optional)UCS-A /eth-uplink/fabric/port-channel # 
                        			  
                           				set flow-control-policy 
                           				 
                              				 
                           				policy-name 
                           			  
                        		    
                     			 
                     Assigns the specified flow control policy to the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	UCS-A /eth-uplink/fabric/port-channel # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates a port channel on port 13 of fabric A, sets the name to portchan13a, enables the administrative
               state, assigns the flow control policy named  flow-con-pol432  to the port channel, and  commits the transaction: 
               		
            

            
            		UCS-A# scope eth-uplink
UCS-A /eth-uplink # scope fabric a
UCS-A /eth-uplink/fabric # create port-channel 13
UCS-A /eth-uplink/fabric/port-channel* # enable
UCS-A /eth-uplink/fabric/port-channel* # set name portchan13a
UCS-A /eth-uplink/fabric/port-channel* # set flow-control-policy flow-con-pol432
UCS-A /eth-uplink/fabric/port-channel* # commit-buffer
UCS-A /eth-uplink/fabric/port-channel # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Adding a Member Port to an Uplink Ethernet Port Channel

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope eth-uplink
                           			 
                        		    
                     			 
                     Enters Ethernet uplink mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-uplink # 
                        			 
                           				scope fabric
                           				 
                              				{a | 
                           				b } 
                           			  
                        		   
                     			 
                     Enters Ethernet uplink fabric mode for the specified
                        				fabric.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-uplink/fabric # 
                        			 
                           				scope port-channel 
                              				
                           				 
                              				
                           				port-num
                           			  
                        		   
                     			 
                     Enters Ethernet uplink fabric port channel mode for
                        				the specified port channel.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /eth-uplink/fabric/port-channel # 
                        			 
                           				create member-port
                           				 
                              				
                           				slot-num 
                           				port-num
                           			  
                        		   
                     			 
                     Creates the specified member port from the port channel and enters
                        				Ethernet uplink fabric port channel member port mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /eth-uplink/fabric/port-channel # 
                        			 
                           				commit-buffer
                           			 
                        		   
                     			 
                     Commits the transaction to the system configuration.
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example adds the member port on slot 1, port 7 to the
               		  port channel on port 13 of fabric A  and commits the transaction.
               		
            

            
            		UCS-A# scope eth-uplink
UCS-A /eth-uplink # scope fabric a
UCS-A /eth-uplink/fabric # scope port-channel 13
UCS-A /eth-uplink/fabric/port-channel # create member-port 1 7
UCS-A /eth-uplink/fabric/port-channel* # commit-buffer
UCS-A /eth-uplink/fabric/port-channel # 
 

            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Appliance Port Channels

      
         An appliance port channel allows you to  group several physical appliance ports to create one logical Ethernet storage link
            for the purpose of providing fault-tolerance and high-speed connectivity.  In Cisco UCS Manager, you create a port channel first and then add appliance ports to the port channel.  You can add up to eight  appliance ports
            to a port channel.
         

         
      

      
      
      
         
         	Configuring an Appliance Port Channel

         
         	Unconfiguring an Appliance Port Channel

         
         	Enabling or Disabling an Appliance Port Channel

         
         	Adding a Member Port to an Appliance Port Channel

         
         	Deleting a Member Port from an Appliance Port Channel

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring an Appliance Port Channel

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        UCS-A# 
                           scope eth-storage
                           
                         
                     
                     Enters Ethernet storage mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-storage # 
                        			  
                           				scope fabric
                            
                              				{a | 
                           				b } 
                           			  
                        		    
                     			 
                     Enters Ethernet storage fabric mode for the specified
                        				fabric. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-storage/fabric # 
                        			  
                           				create port-channel 
                              				
                            
                              				
                           port-num 
                           			  
                        		    
                     			 
                     Creates a port channel on the specified Ethernet storage port, and
                        				enters Ethernet storage fabric port channel mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional)UCS-A /eth-storage/fabric/port-channel # 
                        			 {enable | 
                           				disable} 
                        		    
                     			 
                     Enables or disables the administrative state of the port channel.
                        				The port channel is disabled by default. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	(Optional)UCS-A /eth-storage/fabric/port-channel # 
                        			  
                           				set name
                            
                              				
                           port-chan-name 
                           			  
                        		    
                     			 
                     Specifies the name for the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	(Optional)UCS-A /eth-storage/fabric/port-channel # 
                           set pingroupname pin-group name
                             
                     
                     Specifies the appliance pin target to the specified fabric and port, or fabric and port channel. 

                     
                     
                  
               

               
               
                  	Step 7  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/port-channel # 
                           set portmode {access | trunk} 
                         
                     
                     Specifies whether the port mode is access or trunk. By default, the mode is set to trunk.

                     
                     
                  
               

               
               
                  	Step 8  
                     
                  
                  	(Optional)
                        UCS-A /eth-storage/fabric/port-channel # 
                           set prio sys-class-name
                           
                         
                     
                     Specifies the QoS class for the appliance port. By default, the priority is set to best-effort.

                     
                     
                     The sys-class-name argument can be one of the following class keywords:

                     
                     
                     
                        	
                           
                           Fc—Use this priority for QoS policies that control vHBA traffic only.
                           
                           
                        

                        
                        	 
                           						   
                           							 Platinum—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Gold—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Silver—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Bronze—Use this priority for QoS policies that control vNIC traffic only.
                           
                           						
                        

                        
                        	 
                           						   
                           							 Best Effort—Do not use this priority. It is reserved for the Basic Ethernet traffic lane. If you assign this priority to a QoS policy
                           and configure another system class as CoS 0, Cisco UCS Manager does not default to this system class. It defaults to the priority with CoS 0 for that traffic.
                           
                           						
                        

                        
                     

                     
                     
                  
               

               
               
                  	Step 9  
                     
                  
                  	(Optional)UCS-A /eth-storage/fabric/port-channel # 
                        			  
                           				set speed
                            
                              				{1gbps |  
                           			 2gbps |  
                           			 4gbps |  
                           			 8gbps |  
                           			 auto} 
                        		    
                     			 
                     Specifies the speed for the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 10  
                     
                  
                  	UCS-A /eth-storage/fabric/port-channel # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates a port channel on port 13 of fabric A and  commits the transaction: 
               		
            

            
            		UCS-A# scope eth-storage
UCS-A /eth-storage # scope fabric a
UCS-A /eth-storage/fabric # create port-channel 13
UCS-A /eth-storage/fabric/port-channel* # enable
UCS-A /eth-storage/fabric/port-channel* # set name portchan13a
UCS-A /eth-storage/fabric/port-channel* # set pingroupname pingroup1
UCS-A /eth-storage/fabric/port-channel* # set portmode access
UCS-A /eth-storage/fabric/port-channel* # set prio fc
UCS-A /eth-storage/fabric/port-channel* # set speed 2gbps
UCS-A /eth-storage/fabric/port-channel* # commit-buffer
UCS-A /eth-storage/fabric/port-channel # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Adding a Member Port to an Appliance Port Channel

      Procedure

         
            
               
                  	Step 1  
                     
                  
                  	UCS-A# 
                        			 
                           				scope eth-storage
                           			 
                        		    
                     			 
                     Enters Ethernet storage mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /eth-storage # 
                        			 
                           				scope fabric
                            
                              				{a | 
                           				b } 
                           			  
                        		   
                     			 
                     Enters Ethernet storage fabric mode for the specified
                        				fabric.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /eth-storage/fabric # 
                        			 
                           				scope port-channel 
                              				
                            
                              				
                           port-num
                           			  
                        		   
                     			 
                     Enters Ethernet storage fabric port channel mode for
                        				the specified port channel.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	UCS-A /eth-storage/fabric/port-channel # 
                        			 
                           				create member-port
                           				 
                              				
                           				slot-num 
                           				port-num
                           			  
                        		   
                     			 
                     Creates the specified member port from the port channel and enters
                        				Ethernet storage fabric port channel member port mode.
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	UCS-A /eth-storage/fabric/port-channel # 
                        			 
                           				commit-buffer
                           			 
                        		   
                     			 
                     Commits the transaction to the system configuration.
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example adds the member port on slot 1, port 7 to the
               		  port channel on port 13 of fabric A  and commits the transaction.
               		
            

            
            		UCS-A# scope eth-storage
UCS-A /eth-storage # scope fabric a
UCS-A /eth-storage/fabric # scope port-channel 13
UCS-A /eth-storage/fabric/port-channel # create member-port 1 7
UCS-A /eth-storage/fabric/port-channel* # commit-buffer
UCS-A /eth-storage/fabric/port-channel # 
 

            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Fibre Channel Port Channels

      
         A Fibre Channel port channel allows you to  group several physical Fibre Channel ports (link aggregation) to create one logical
            Fibre Channel link to provide fault-tolerance and high-speed connectivity.  In Cisco UCS Manager, you create a port channel first and then add Fibre Channel ports to the port channel.  
         

         
         You can create up to  four Fibre Channel port channels in each Cisco UCS domain. Each Fibre Channel port channel can include a maximum of 16  uplink Fibre Channel ports.
         

         
      

      
      
      
         
         	Configuring a Fibre Channel Port Channel

         
         	Unconfiguring a Fibre Channel Port Channel

         
         	Enabling or Disabling a Fibre Channel Port Channel

         
         	Adding a Member Port to a Fibre Channel Port Channel

         
         	Deleting a Member Port from a Fibre Channel Port Channel

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring a Fibre Channel Port Channel
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Note
                  	


 
                     		  
                     If you are
                        			 connecting two Fibre Channel port channels, the admin speed for both port
                        			 channels must match for the link to operate. If the admin speed for one or both
                        			 of the Fibre Channel port channels is set to auto, 
                        			 Cisco UCS adjusts the
                        			 admin speed automatically. 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            
         

         Procedure

         
            
               
                  	Step 1  
                     
                  
                  	
                        UCS-A# 
                           scope fc-uplink
                           
                         
                     
                     Enters Fibre Channel uplink mode.

                     
                     
                  
               

               
               
                  	Step 2  
                     
                  
                  	UCS-A /fc-uplink # 
                        			  
                           				scope fabric
                            
                              				{a | 
                           				b } 
                           			  
                        		    
                     			 
                     Enters Fibre Channel uplink fabric mode for the specified
                        				fabric. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 3  
                     
                  
                  	UCS-A /fc-uplink/fabric # 
                        			  
                           				create port-channel 
                              				
                            
                              				
                           port-num 
                           			  
                        		    
                     			 
                     Creates a port channel on the specified Fibre Channel uplink port, and
                        				enters Fibre Channel uplink fabric port channel mode. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 4  
                     
                  
                  	(Optional)UCS-A /fc-uplink/fabric/port-channel # 
                        			 {enable | 
                           				disable} 
                        		    
                     			 
                     Enables or disables the administrative state of the port channel.
                        				The port channel is disabled by default. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 5  
                     
                  
                  	(Optional)UCS-A /fc-uplink/fabric/port-channel # 
                        			  
                           				set name
                            
                              				
                           port-chan-name 
                           			  
                        		    
                     			 
                     Specifies the name for the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 6  
                     
                  
                  	(Optional)UCS-A /fc-uplink/fabric/port-channel # 
                        			  
                           				set speed
                            
                              				{1gbps |  
                           			 2gbps |  
                           			 4gbps |  
                           			 8gbps |  
                           			 auto} 
                        		    
                     			 
                     Specifies the speed for the port channel. 
                        			 
                     

                     
                     		  
                  
               

               
               
                  	Step 7  
                     
                  
                  	UCS-A /fc-uplink/fabric/port-channel # 
                        			  
                           				commit-buffer 
                           			  
                        		    
                     			 
                     Commits the transaction to the system configuration. 
                        			 
                     

                     
                     		  
                  
               

               
            

         

         

         
          
            		
            The following example creates port channel 13 on fabric A, sets the name to portchan13a, enables the administrative state,
               sets the speed to 2 Gbps, and  commits the transaction: 
               		
            

            
            		UCS-A# scope fc-uplink
UCS-A /fc-uplink # scope fabric a
UCS-A /fc-uplink/fabric # create port-channel 13
UCS-A /fc-uplink/fabric/port-channel* # enable
UCS-A /fc-uplink/fabric/port-channel* # set name portchan13a
UCS-A /fc-uplink/fabric/port-channel* # set speed 2gbps
UCS-A /fc-uplink/fabric/port-channel* # commit-buffer
UCS-A /fc-uplink/fabric/port-channel # 


            
            	 

         
      

      
      
      
         
      

      
      
      
   
      
      
      Adding a Member Port to a Fibre Channel Port Channel

      Procedure

         
            
               
                  	Step 1  
                     
       