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     [bookmark: pgfId-42836]System Requirements
 
    [bookmark: pgfId-42846]For a complete list of supported hardware and software, see the Hardware and Software Interoperability Matrix for this release located at: http://www.cisco.com/c/en/us/support/servers-unified-computing/unified-computing-system/products-technical-reference-list.html
 
   
 
    
     [bookmark: pgfId-70366][bookmark: 10405]New Software Features in Release 2.2
 
    [bookmark: pgfId-93355]Release 2.2(8a) adds support for the following:
 
     
     	 [bookmark: pgfId-74448]All VIC cards are now supported in Red Hat Enterprise Linux 6.8
 
    
 
    [bookmark: pgfId-82489]Release 2.2(7b) adds support for the following:
 
     
     	 [bookmark: pgfId-82490]RDMA over Converged Ethernet (RoCE) support for Microsoft SMB Direct
 Expanded support for Cisco VIC 1385 and 1387 along with Cisco VIC 1340 and 1380.
 
     	 [bookmark: pgfId-82770]NVGRE Task Offload implementation
 Cisco UCS Manager now expands support for stateless offloads with NVGRE with Cisco UCS VIC 1385 and 1387 adapters.
 
    
 
    [bookmark: pgfId-82360]Release 2.2(4b) adds support for the following:
 
     
     	 [bookmark: pgfId-70378]Support NVGRE with IPv6 and VMQ 
 
     	 [bookmark: pgfId-70381]Support usNIC with Intel MPI
 
     	 [bookmark: pgfId-70433]RoCE support for Microsoft SMB Direct (Supported only on Cisco VIC 1340 and 1380)
 
     	 [bookmark: pgfId-70437]Consistent Device Naming (CDN) support (CDN is supported only on Windows 2012R2.)
 
    
 
    [bookmark: pgfId-70367]Release 2.2(3a) adds support for the following:
 
     
     	 [bookmark: pgfId-70368]ENIC - DPDK Integration 
 
     	 [bookmark: pgfId-51426]Overlay Network Offload for Cisco UCS VIC 1340 and Cisco UCS VIC 1380 cards:
 
    
 
    [bookmark: pgfId-51513] – VXLAN Task Offload implementation
Cisco UCS Manager supports stateless offloads with VXLAN only with Cisco UCS VIC 1340 and Cisco UCS VIC 1380 adapters that are installed on servers running VMWare ESXi Release 5.5 and later releases of the operating system. Stateless offloads with VXLAN cannot be used with NetFlow, usNIC, VM-FEX, or VMQ.
 
    [bookmark: pgfId-51427] – NVGRE Task Offload implementation
Cisco UCS Manager supports stateless offloads with NVGRE only with Cisco UCS VIC 1340 and/or Cisco UCS VIC 1380 adapters that are installed on servers running Windows Server 2012 R2 and later operating systems. Stateless offloads with NVGRE cannot be used with NetFlow, usNIC, VM-FEX, or VMQ.
 
     
      
    
 
    
 
    [bookmark: pgfId-51586]Note For documentation, see the Cisco UCS Manager Configuration Guides.
 
     
     
 
    
 
    
 
    [bookmark: pgfId-46393]Release 2.2(2c) adds support for the following:
 
     
     	 [bookmark: pgfId-49051]Accelerated Receive Flow Steering (ARFS) support for Linux. ARFS is supported on the following Operating Systems:
 
    
 
    [bookmark: pgfId-51908] – Red Hat Enterprise Linux 6.5, and 6.6
 
    [bookmark: pgfId-51959] – Red Hat Enterprise Linux 7.0 and higher versions
 
    [bookmark: pgfId-52227] – SUSE Linux Enterprise Server 11 SP2 and SP3
 
    [bookmark: pgfId-52448] – SUSE Linux Enterprise Server 12 and higher versions
 
    [bookmark: pgfId-52319] – Ubuntu 14.04.2
 
     
     	 [bookmark: pgfId-50809]Adaptive Interrupt Coalescing (AIC) support for Linux. AIC is supported on the following Operating Systems:
 
    
 
    [bookmark: pgfId-52020] – Red Hat Enterprise Linux 6.4 and higher versions
 
    [bookmark: pgfId-52089] – Red Hat Enterprise Linux 7.0 and higher versions
 
    [bookmark: pgfId-52123] – SUSE Linux Enterprise Server 11 SP2 and SP3
 
    [bookmark: pgfId-52478] – SUSE Linux Enterprise Server 12
 
    [bookmark: pgfId-52501] – XenServer 6.5
 
    [bookmark: pgfId-52203] – Ubuntu 14.04.2
 
     
     	 [bookmark: pgfId-50810]Netflow monitoring support with the Cisco UCS VIC 1240, Cisco UCS VIC 1280, and Cisco UCS VIC 1225, For documentation, see the  Cisco UCS Manager Configuration Guides .
 
     	 [bookmark: pgfId-49115]VMware NetQueue support through VMQ.
 
    
 
    [bookmark: pgfId-49042]Release 2.2(1a) adds support for the following:
 
     
     	 [bookmark: pgfId-47627]VMQ Support for Windows 2012 and Windows 2012 R2
 
     	 [bookmark: pgfId-47628]SCVMM-VMFEX Support for Windows 2012 HyperV
 
     	 [bookmark: pgfId-47611]LACP Support for Windows 2008 R2 SP1 (Cisco VIC TEAM Driver), Windows 2012 and Windows 2012 R2 (LBFOADMIN) for standalone rack servers
 
     	 [bookmark: pgfId-47908]FC Control Path Tracing for Linux and ESX fNIC drivers
 
    
 
   
 
    
     [bookmark: pgfId-46727]Operating System Support
 
    [bookmark: pgfId-84607]For complete information about the operating systems that Release 2.2 supports, see the Hardware and Software Interoperability for UCSM Managed Servers document for each Release 2.2 release located here:
 
    [bookmark: pgfId-93352]http://www.cisco.com/c/en/us/support/servers-unified-computing/unified-computing-system/products-technical-reference-list.html
 
   
 
    
     [bookmark: pgfId-88164]Resolved Caveats
 
    [bookmark: pgfId-88504]Table 2 lists the caveats that have been resolved since Release 2.2.
 
     
      
       
       [bookmark: pgfId-88174]Table 2 [bookmark: 55916]Resolved Caveats 
 
       
       
        
        	 
          
          [bookmark: pgfId-88184]Bug ID 
         
  
        	 
          
          [bookmark: pgfId-88186]OS 
         
  
        	 
          
          [bookmark: pgfId-88188]Where defect was found 
         
  
        	 
          
          [bookmark: pgfId-88190]Description 
         
  
        	 
          
          [bookmark: pgfId-88192]Fixed Version 
         
  
       
 
        
        	 [bookmark: pgfId-88194]VIC Firmware Fixes
  
       
 
        
        	[bookmark: pgfId-88204]CSCuw02439
  
        	[bookmark: pgfId-88206]—
  
        	[bookmark: pgfId-88208]—
  
        	[bookmark: pgfId-88210]Cisco VIC crashed with an fcpu core (core named as MEZZxxxx_palo_dfw) has been resolved.
  
        	[bookmark: pgfId-88212]2.2(3k), 2.2(6i)
  
       
 
        
        	[bookmark: pgfId-88214]CSCux59298
  
        	[bookmark: pgfId-88216]—
  
        	[bookmark: pgfId-88218]—
  
        	[bookmark: pgfId-88220]The error “Assert failed - Exception 11” for the 1240 VIC card has been resolved.
  
        	[bookmark: pgfId-88222]2.2(6i), 2.2(3k)
  
       
 
        
        	[bookmark: pgfId-88224]CSCuy62783
  
        	[bookmark: pgfId-88226]—
  
        	[bookmark: pgfId-88228]—
  
        	[bookmark: pgfId-88230]When a server encountered manageability loss during a TCP bulk transfer workload for 13XX VIC cards has been resolved.
  
        	[bookmark: pgfId-88232]2.2(7c), 2.2(6i), 2.2(3k)
  
       
 
        
        	[bookmark: pgfId-88234]CSCuw02439
  
        	[bookmark: pgfId-88236]—
  
        	[bookmark: pgfId-88238]—
  
        	[bookmark: pgfId-88240]The defect when the Cisco VIC crashed with a fcpu core has been resolved.
  
        	[bookmark: pgfId-88242]2.2(6i), 2.2(3k)
  
       
 
        
        	[bookmark: pgfId-88244]CSCuv20324
  
        	[bookmark: pgfId-88246]—
  
        	[bookmark: pgfId-88248]—
  
        	[bookmark: pgfId-88250]The defect when a VIC lost the PFC PGS state during a switch from CE to NIV after DCBX config timeout has been fixed.
  
        	[bookmark: pgfId-88252]2.2(6g), 2.2(3k)
  
       
 
        
        	[bookmark: pgfId-88254]CSCus64439
  
        	[bookmark: pgfId-88256]—
  
        	[bookmark: pgfId-88258]—
  
        	[bookmark: pgfId-88260] The defect when a "PFC feature operational" error appears which caused storage latency and aborts has been fixed.
  
        	[bookmark: pgfId-88262]2.2(6c), 2.2(5b), 2.2(3h)
  
       
 
        
        	[bookmark: pgfId-88264]CSCuv72975
  
        	[bookmark: pgfId-88266]—
  
        	[bookmark: pgfId-88268]—
  
        	[bookmark: pgfId-88270]The defect when a backplane port of IOM goes down has been fixed.
  
        	[bookmark: pgfId-88272]2.2(7b), 2.2(6c), 2.2(3j)
  
       
 
        
        	[bookmark: pgfId-88274]CSCus96016
  
        	[bookmark: pgfId-88276]—
  
        	[bookmark: pgfId-88278]—
  
        	[bookmark: pgfId-88280]The defect with the following error: iSCSI initiator_state: ISCSI_INITIATOR_FAILED 
has been fixed.
  
        	[bookmark: pgfId-88282]2.2(5a), 2.2(4b), 2.2(3f)
  
       
 
        
        	[bookmark: pgfId-88284]CSCuh78503
  
        	[bookmark: pgfId-88286]—
  
        	[bookmark: pgfId-88288]—
  
        	[bookmark: pgfId-88290]The defect when an iSCSI reboot loop failed with the oprom Initialize error 1 has been fixed.
  
        	[bookmark: pgfId-88292]2.0(4c)
  
       
 
        
        	[bookmark: pgfId-88294]CSCuq17289
  
        	[bookmark: pgfId-88296]—
  
        	[bookmark: pgfId-88298]—
  
        	[bookmark: pgfId-88300]The defect when VNIC transmission errors appeared with different input cos values has been fixed.
  
        	[bookmark: pgfId-88302]2.2(4b), 2.2(3c)
  
       
 
        
        	[bookmark: pgfId-88304]CSCun25692
  
        	[bookmark: pgfId-88306]—
  
        	[bookmark: pgfId-88308]—
  
        	[bookmark: pgfId-88310]The defect when no SAN boots after upgrade from 2.1(3a) to 2.2(1b) has been fixed.
  
        	[bookmark: pgfId-88312]2.2(3a), 2.2(2d), 2.2(1e)
  
       
 
        
        	[bookmark: pgfId-88314]CSCum43435
  
        	[bookmark: pgfId-88316]—
  
        	[bookmark: pgfId-88318]—
  
        	[bookmark: pgfId-88320]The defect when a VIC option ROM intermittently hangs during PXE boot has been fixed.
  
        	[bookmark: pgfId-88322]2.2(3a)T,2.2(3a), 2.2(2c), 2.2(1c) 
  
       
 
        
        	 [bookmark: pgfId-88324]ESXi Resolved Caveats
  
       
 
        
        	[bookmark: pgfId-88334]CSCut64613
  
        	[bookmark: pgfId-88336]ESXi 5.1 
  
        	[bookmark: pgfId-88338]—
  
        	[bookmark: pgfId-88340]When running ESXi 5.1 with fNIC driver version 1.6.0.12b, 1.5.0.49 or 1.6.0.16 is no longer terminating with stacktraces.
  
        	[bookmark: pgfId-88342]fnic 1.6.0.17
  
       
 
        
        	[bookmark: pgfId-88344]CSCux68195
  
        	[bookmark: pgfId-88346]ESXi
  
        	[bookmark: pgfId-88348]ENIC 2.3.0.7 
  
        	[bookmark: pgfId-88350]The ESXi operating system kernel is no longer crashing during firmware upgrades or HIF port flap while running VM-FEX.
  
        	[bookmark: pgfId-88352]enic 2.3.0.7
  
       
 
        
        	[bookmark: pgfId-88354]CSCux75488
  
        	[bookmark: pgfId-88356]ESXi
  
        	[bookmark: pgfId-88358]FNIC 1.6.0.12b
  
        	[bookmark: pgfId-88360]The data corruption issue seen with controller resets, controller panic, and target port blocks is resolved on ESXi hosts running 3GFI and 2GFI setups with NetApp. 
  
        	[bookmark: pgfId-88362]fnic 1.6.0.16
  
       
 
        
        	 [bookmark: pgfId-88364]RHEL Resolved Caveats
  
       
 
        
        	[bookmark: pgfId-88374]CSCuw30291 
  
        	[bookmark: pgfId-88376]RHEL
  
        	[bookmark: pgfId-88378]FNIC 1.6.0.12b
  
        	[bookmark: pgfId-88380]Connection to a storage target is no longer lost when a FC link is removed from the SAN port-channel.
  
        	[bookmark: pgfId-88382]fnic 1.6.0.23
  
       
 
        
        	[bookmark: pgfId-88384]CSCur05484 
  
        	[bookmark: pgfId-88386]RHEL 6.4
  
        	[bookmark: pgfId-88388]FNIC 1.5.0.45
  
        	[bookmark: pgfId-88390]The fNIC drivers are no longer crashing with a null pointer value.
  
        	[bookmark: pgfId-88392]fnic 1.6.0.16
  
       
 
        
        	[bookmark: pgfId-88394]CSCuu29425
  
        	[bookmark: pgfId-88396]RHEL 
7.0 / 7.1
  
        	[bookmark: pgfId-88398]ENIC 2.3.0.20
  
        	[bookmark: pgfId-88400]Packets that should be untagged coming across RHEL 7 as being tagged with VLAN ID 0 is resolved.
  
        	[bookmark: pgfId-88402]enic 2.3.0.20
 [bookmark: pgfId-88403]2.2(7b)B
  
       
 
        
        	[bookmark: pgfId-88405]CSCuf73395
  
        	[bookmark: pgfId-88407]RHEL
  
        	[bookmark: pgfId-88409]FNIC 1.5.0.41
  
        	[bookmark: pgfId-88411]A Cisco UCS B420 M3 blade server configured with more than 1.1 TB of memory and using a Cisco VIC adapter fails to render the multipath file system (FS) in read-only mode after performing a read or write operation.
  
        	[bookmark: pgfId-88413]fnic 1.5.0.41
  
       
 
        
        	[bookmark: pgfId-88415]CSCur34669
  
        	[bookmark: pgfId-88417]RHEL 
  
        	[bookmark: pgfId-88419]FNIC 1.6.0.18
  
        	[bookmark: pgfId-88421]The fNIC driver name and meta data must be different across RHEL versions.
  
        	[bookmark: pgfId-88423]fnic 1.6.0.17
  
       
 
        
        	[bookmark: pgfId-88425]CSCuj67510
  
        	[bookmark: pgfId-88427]RHEL
  
        	[bookmark: pgfId-88429]FNIC 1.6.0.6
  
        	[bookmark: pgfId-88431]The fNIC driver no longer fails to update in Linux.
  
        	[bookmark: pgfId-88433]fnic 1.6.0.6
  
       
 
        
        	[bookmark: pgfId-88435]CSCuw74425
  
        	[bookmark: pgfId-88437]RHEL
  
        	[bookmark: pgfId-88439]FNIC 1.6.0.17 
  
        	[bookmark: pgfId-88441]The fNIC drivers are no longer crashing when the multi-queue block IO queueing mechanism (blk-mq) is enabled in the Unbreakable Enterprise Kernel Release 4 (UEK4).
  
        	[bookmark: pgfId-88443]fnic 1.6.0.17 
  
       
 
        
        	[bookmark: pgfId-88445]CSCus25300 
  
        	[bookmark: pgfId-88447]RHEL
  
        	[bookmark: pgfId-88449]FNIC 1.6.0.18
  
        	[bookmark: pgfId-88451]The XEN server panic issue when installing the XEN6.5 RC2 through SAN boot is resolved. 
  
        	[bookmark: pgfId-88453]fnic 1.6.0.18
  
       
 
        
        	 [bookmark: pgfId-88455]Windows Resolved Caveats
  
       
 
        
        	[bookmark: pgfId-88465]CSCva02566
  
        	[bookmark: pgfId-88467]Windows
  
        	[bookmark: pgfId-88469]FNIC 2.4.0.19
  
        	[bookmark: pgfId-88471]Windows FNIC crashed on HBA API SCSI inquiry.
  
        	[bookmark: pgfId-88473]fnic 2.4.0.19
  
       
 
        
        	[bookmark: pgfId-88475]CSCui27355
  
        	[bookmark: pgfId-88477]Windows
  
        	[bookmark: pgfId-88479]Windows Driver 2.4.0.15
  
        	[bookmark: pgfId-88481]Windows iSCSI crash dump driver installation no longer fails on a non-English locale.
  
        	[bookmark: pgfId-88483]2.2(1a)A
  
       
 
        
        	[bookmark: pgfId-88485]CSCui63048
  
        	[bookmark: pgfId-88487]Windows
  
        	[bookmark: pgfId-88489]WinDDK2.1.0.9 
  
        	[bookmark: pgfId-88491]A VIC management driver no longer causes a Windows OS 2008 R2 install failure.
  
        	[bookmark: pgfId-88493]2.1(0.9)
  
       
 
        
        	[bookmark: pgfId-88495]CSCuj92809
  
        	[bookmark: pgfId-88497]Windows
  
        	[bookmark: pgfId-88499]FNIC 2.1.0.20
  
        	[bookmark: pgfId-88501]HDS: HDLM-7.5 WS2008R2SP1 host reboot takes 17 minutes with multiple paths.
  
        	[bookmark: pgfId-88503]2.1(0.27)
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-78868]Open Caveats
 
    [bookmark: pgfId-78957]Table 3 Lists the open caveats in release 2.2.
 
     
      
       
        
        	 
          
          [bookmark: pgfId-79701]Defect ID 
         
  
        	 
          
          [bookmark: pgfId-79703]OS 
         
  
        	 
          
          [bookmark: pgfId-79705]Driver 
         
  
        	 
          
          [bookmark: pgfId-79707]Symptom 
         
  
        	 
          
          [bookmark: pgfId-79709]Workaround 
         
  
        	 
          
          [bookmark: pgfId-79792]First Bundle Affected 
         
  
       
 
        
        	[bookmark: pgfId-94204]CSCvc71862
  
        	[bookmark: pgfId-94206]RHEL 7.3
  
        	[bookmark: pgfId-94208]ENIC 2.3.0.30
  
        	[bookmark: pgfId-94219]With RHEL 7.3 ISCSI boot and ISCSI initiator configured for static IP address, the second path does not come up after a reboot if the asynchronous ENIC driver is supplied during the RHEL 7.3 ISCSI installation.
  
        	[bookmark: pgfId-94212]Use the RHEL 7.3 Inbox Driver during an OS installation. Both ISCSI paths will come up after reboot. Install the latest enic driver and reboot the server. Use the command multipath -ll to display both paths.
  
        	[bookmark: pgfId-94214]2.2(8g)
  
       
 
        
        	[bookmark: pgfId-94008]CSCvb15143
  
        	[bookmark: pgfId-94010]ESXi 6.0 U2
  
        	[bookmark: pgfId-94012]VMFEX Driver: v171-6.0-1.2.10.1
  
        	[bookmark: pgfId-94024]Jumbo frames is not supported on ESXi 6.0 U2 with VMFEX and driver version v171-6.0-1.2.10.1. Impacted B-series UCS Releases include 2.2(7), 2.2(8), 3.1(1), and 3.1(2).
  
        	[bookmark: pgfId-94016]There is no available workaround.
  
        	[bookmark: pgfId-94018]2.2(7c)
  
       
 
        
        	[bookmark: pgfId-85269]CSCvc82843
  
        	[bookmark: pgfId-85271]Windows 2012 R2
  
        	[bookmark: pgfId-85273]Windows 2012 ENIC: 3.5.0.13
  
        	[bookmark: pgfId-85275]Cisco VMFEX "Register filter driver OK" message may be seen upon booting up in the Windows Event Log. 
  
        	[bookmark: pgfId-85277]There is no available workaround. This issue does not cause any disruption in functionality or performance.
  
        	[bookmark: pgfId-85279]2.2(7c)B
  
       
 
        
        	[bookmark: pgfId-85281]CSCvb77959, CSCvb59635
  
        	[bookmark: pgfId-85283]Windows 2012 R2, Windows 2016
  
        	[bookmark: pgfId-85530]Windows 2012 R2 ENIC: 3.5.0.13
 [bookmark: pgfId-85548]Windows 2016 ENIC: 4.0.02
  
        	[bookmark: pgfId-85287]Error with event ID 5005 from the ENIC in the event logs may occur on Windows 2012 R2 and Windows 2016.
  
        	[bookmark: pgfId-85456]There is no available workaround. It has been determined that this issue does not cause any disruption in functionality or performance. This issue will not be fixed for the current drivers. 
 [bookmark: pgfId-85289]A fix for this issue will be made available with the new re-architected driver in a future release.
  
        	 
        	[bookmark: pgfId-79713]—
  
        	[bookmark: pgfId-79715]FNIC Driver: 1.6.0.25
 [bookmark: pgfId-79716]ENIC Driver: 2.3.0.7
  
        	[bookmark: pgfId-79718]The ESX host reboot hangs while loading the ENIC module with NetFlow enabled.
  
        	[bookmark: pgfId-79720]If this issue occurs, do the following:
 [bookmark: pgfId-79721]1. Disable Netflow
 [bookmark: pgfId-79722]2. Reboot the system
 [bookmark: pgfId-79723]3. Enable NetFlow
  
        	[bookmark: pgfId-79794]2.2(8a)B, 2.2(8a)C
  
       
 
        
        	[bookmark: pgfId-79725]CSCuz79138
  
        	[bookmark: pgfId-79727]—
  
        	[bookmark: pgfId-79951]FNIC Driver: 1.6.0.25
 [bookmark: pgfId-79952]ENIC Driver: 2.3.0.7
  
        	[bookmark: pgfId-79731]The host becomes unresponsive when using second generation VIC adapters while running FCOE traffic and Ethernet traffic on the same side of the fabric with NetFlow enabled.
  
        	[bookmark: pgfId-79733]No known workaround for second generation VIC adapters. You can enable NetFlow with third generation VIC adapters or later generation adapters.
  
        	[bookmark: pgfId-79796]2.2(8a)B, 2.2(8a)C
  
       
 
        
        	[bookmark: pgfId-79735]CSCuy65407
  
        	[bookmark: pgfId-79737]—
  
        	[bookmark: pgfId-79995]VIC FW 4.1(1d) 
 [bookmark: pgfId-80057]ENIC Driver: 3.5.0.13
  
        	[bookmark: pgfId-79741]The VIC adapter may go into an inaccessible state while flapping RNICs that run high block size read/write workloads.
  
        	[bookmark: pgfId-79743]When this issue occurs, power cycle the server to reboot the VIC.
  
        	[bookmark: pgfId-82286]2.2(7b), 2.2(8a)B, 2.2(8a)C
  
       
 
        
        	[bookmark: pgfId-79755]CSCuw57834 
  
        	[bookmark: pgfId-79757]ESXi 5.1 U3
  
        	[bookmark: pgfId-79759]FNIC Driver: 1.6.0.16
  
        	[bookmark: pgfId-79761]The system could crash when using ESXi 5.1 U3 host with FNIC 1.6.0.16.
  
        	[bookmark: pgfId-79763]There is no available workaround.
  
        	[bookmark: pgfId-79802]2.2(3f)A
  
       
 
       
     
 
    
 
   
 
    
     [bookmark: pgfId-70183]Behavior Changes and Known Limitations
 
    [bookmark: pgfId-65426]The Cisco UCS Manager release 2.2(2c) supports ARFS with the following features:
 
     
     	 [bookmark: pgfId-50116]Supports only on UCS-VIC-M82-8P and UCSB-MLOM-40G-01.
 
     	 [bookmark: pgfId-50117]Supports only 64 flow classifier entries per vNIC.
 
     	 [bookmark: pgfId-50118]Supports approximately 992 flow classifier entries per adaptor (approximately 15 vNICs with ARFS enabled).
 
    
 
    [bookmark: pgfId-49592]The Cisco UCS Manager release 2.2(2c) supports AIC in Linux ENIC driver with the following features:
 
     
     	 [bookmark: pgfId-49253]Provides faster performance up to 80% link utilization.
 
     	 [bookmark: pgfId-49235]When enabled, this feature disables static coalescing.
 
    
 
    [bookmark: pgfId-49767]The following limitations were introduced with support of NetQueue in Cisco UCS Manager release 2.2(2c):
 
     
     	 [bookmark: pgfId-50927]VMware recommends no more than 8 NetQueues per port for standard or jumbo (9000) frame configurations.
 
    
 
    [bookmark: pgfId-50943] – When enabling NetQueue on vNICs, Cisco recommends using the default VMware adapter policy.
 
    [bookmark: pgfId-50928] – Enabling too many NetQueues on too many vNICs can result in the host exceeding limits for netPKtheap and msix interrupts.
 
     
     	 [bookmark: pgfId-50929]NetQueue should be enabled only for vNICs configured to use MSI-X interrupts.
 
     	 [bookmark: pgfId-49770]VMware recommends disabling NetQueue for 1G NICs.
 
    
 
   
 
    
     [bookmark: pgfId-47837][bookmark: 51505]Related Cisco UCS Documentation
 
    [bookmark: pgfId-43545]Documentation Roadmaps
 
    [bookmark: pgfId-43546]For a complete list of all B-Series documentation, see the Cisco UCS B-Series Servers Documentation Roadmap available at the following URL: http://www.cisco.com/go/unifiedcomputing/b-series-doc.
 
    [bookmark: pgfId-43548]For a complete list of all C-Series documentation, see the Cisco UCS C-Series Servers Documentation Roadmap available at the following URL: http://www.cisco.com/go/unifiedcomputing/c-series-doc
 
    [bookmark: pgfId-43550]Other Documentation Resources
 
    [bookmark: pgfId-43551]An ISO file containing all B and C-Series documents is available at the following URL: http://software.cisco.com/download/type.html?mdfid=283853163&flowid=25821. From this page, click Unified Computing System (UCS) Documentation Roadmap Bundle. 
 
    [bookmark: pgfId-43553]The ISO file is updated after every major documentation release.
 
    [bookmark: pgfId-43541]Follow Cisco UCS Docs on Twitter to receive document update notifications.
 
   
 
    
     [bookmark: pgfId-94321][bookmark: 74565]Obtaining Documentation and Submitting a Service Request
 
    [bookmark: pgfId-94322]For information on obtaining documentation, using the Cisco Bug Search Tool (BST), submitting a service request, and gathering additional information, see What’s New in Cisco Product Documentation.
 
    [bookmark: pgfId-94325]Toreceivenew and revised Ciscotechnical content directly to your desktop, you can subscribeto theWhat’s New in Cisco Product DocumentationRSS feed. The RSS feeds are a free service.
 This document is to be used in conjunction with the documents listed in the 
    “Related Cisco UCS Documentation” section. 
    
 
     
      [bookmark: pgfId-94332]Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:  www.cisco.com/go/trademarks . Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a partnership relationship between Cisco and any other company. (1110R)
 
    
 
     
      [bookmark: pgfId-41379]Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone numbers. Any examples, command display output, network topology diagrams, and other figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional and coincidental.
 
    
 
     
      [bookmark: pgfId-41383] 2011–2016 Cisco Systems, Inc. All rights reserved.
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