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Preface

This preface includes the following sections:

* Audience, on page xvii

+ Conventions, on page xvii

* Related Cisco UCS Documentation, on page Xix

Audience

This guide is intended primarily for data center administrators with responsibilities and expertise in one or
more of the following:

* Server administration

* Storage administration

» Network administration

* Network security

Conventions

Text Type

Indication

GUI elements

GUI elements such as tab titles, area names, and field labels appear in this font.

Main titles such as window, dialog box, and wizard titles appear in this font.

Document titles

Document titles appear in this font.

TUI elements

In a Text-based User Interface, text the system displays appears in this font.

System output

Terminal sessions and information that the system displays appear in this
font.

CLI commands

CLI command keywords appear in this font.

Variables in a CLI command appear in this font.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .
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Text Type Indication

[] Elements in square brackets are optional.

x|y|z} Required alternative keywords are grouped in braces and separated by vertical
bars.

[x|y]|z] Optional alternative keywords are grouped in brackets and separated by vertical
bars.

string A nonquoted set of characters. Do not use quotation marks around the string or

the string will include the quotation marks.

<> Nonprinting characters such as passwords are in angle brackets.
[1] Default responses to system prompts are in square brackets.
L# An exclamation point (!) or a pound sign (#) at the beginning of a line of code

indicates a comment line.

Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the
document.

Tip Means the following information will help you solve a problem. The tips information might not be
troubleshooting or even an action, but could be useful information, similar to a Timesaver.

Timesaver Means the described action savestime. You can save time by performing the action described in the paragraph.

A

Caution Means reader be careful. In this situation, you might perform an action that could result in equipment damage
or loss of data.

A

Warning IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work
on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard
practices for preventing accidents. Use the statement number provided at the end of each warning to locate
its translation in the translated safety warnings that accompanied this device.

SAVE THESE INSTRUCTIONS
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Related Cisco UCS Documentation

Documentation Roadmaps

For a complete list of all B-Series documentation, see the Cisco UCSB-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/overview/
guide/UCS_roadmap.html

For a complete list of all C-Series documentation, see the Cisco UCSC-Series Servers Documentation Roadmap
available at the following URL: https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/overview/
guide/ucs_rack roadmap.html.

For information on supported firmware versions and supported UCS Manager versions for the rack servers
that are integrated with the UCS Manager for management, refer to Release Bundle Contents for Cisco UCS
Software.
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CHAPTER 1

Overview

This chapter includes the following sections:

* Overview of the Cisco UCS C-Series Rack-Mount Servers, on page 1
* Overview of the Server Software, on page 2

* Server Ports, on page 2

* Cisco Integrated Management Controller, on page 3

* Overview of the Cisco IMC User Interface, on page 5

Overview of the Cisco UCS C-Series Rack-Mount Servers

The Cisco UCS C-Series rack-mount servers include the following models:

* Cisco UCS C220 M6 Rack-Mount Server
* Cisco UCS C240 M6 Rack-Mount Server
* Cisco UCS C225 M6 Rack-Mount Server
* Cisco UCS C245 M6 Rack-Mount Server

* Cisco UCS C240 SD M5 Rack-Mount Server

* Cisco UCS C220 M4 Rack-Mount Server
* Cisco UCS C240 M4 Rack-Mount Server
* Cisco UCS C3160 Rack-Mount Server

* Cisco UCS C460 M4 Rack-Mount Server

* Cisco UCS C125 Rack-Mount Server

* Cisco UCS C220 M5 Rack-Mount Server
» Cisco UCS C240 M5 Rack-Mount Server
* Cisco UCS C480 M5 Rack-Mount Server
* Cisco UCS C220 M4 Rack-Mount Server
* Cisco UCS C240 M4 Rack-Mount Server

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .
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* Cisco UCS C460 M4 Rack-Mount Server

\)

Note To determine which Cisco UCS C-Series rack-mount servers are supported by this firmware release, see the
associated Release Notes. The C-Series release notes are available at the following URL:
http://www.cisco.com/en/US/products/ps10739/prod _release notes_list.html

Overview of the Server Software

The Cisco UCS C-Series Rack-Mount Server ships with the Cisco IMC firmware.

Cisco IMC Firmware

Cisco IMC is a separate management module built into the motherboard. A dedicated ARM-based processor,
separate from the main server CPU, runs the Cisco IMC firmware. The system ships with a running version
of the Cisco IMC firmware. You can update the Cisco IMC firmware, but no initial installation is needed.

Server 0S

The Cisco UCS C-Series rack server supports operating systems such as Windows, Linux, Oracle and so on.
For more information on supported operating systems, see the Hardware and Software |nteroperability for
Standalone C-series servers at http://www.cisco.com/en/US/products/ps10477/prod_technical reference
list.html. You can use Cisco IMC to install an OS on the server using the KVM console and vMedia.

\}

Note You can access the available OS installation documentation from the Cisco UCS C-Series Servers
Documentation Roadmap at http://www.cisco.com/go/unifiedcomputing/c-series-doc.

Server Ports

Following is a list of server ports and their default port numbers:

Table 1: Server Ports

Port Name Port Number
LDAP Port 1 389

LDAP Port 2 389

LDAP Port 3 389

LDAP Port 4 3268

LDAP Port 5 3268

LDAP Port 6 3268

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2
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Port Name Port Number
SSH Port 22
HTTP Port 80
HTTPS Port 443
SMTP Port 25
KVM Port 2068
Intersight Management Port 8889
Intersight Cloud Port 8888
SOL SSH Port 2400
SNMP Port 161
SNMP Traps 162
External Syslog 514

Cisco Integrated Management Controller

The Cisco IMC is the management service for the C-Series servers. Cisco IMC runs within the server.

\}

Note The Cisco IMC management service is used only when the server is operating in Standalone Mode. If your
C-Series server is integrated into a UCS system, you must manage it using UCS Manager. For information
about using UCS Manager, see the configuration guides listed in the Cisco UCSB-Series Servers Documentation
Roadmap at http://www.cisco.com/go/unifiedcomputing/b-series-doc.

Management Interfaces

You can use a web-based GUI or SSH-based CLI or an XML-based API to access, configure, administer, and
monitor the server. Almost all tasks can be performed in either interface, and the results of tasks performed
in one interface are displayed in another. However, you cannot do the following:

* Use Cisco IMC GUI to invoke Cisco IMC CLI
* View a command that has been invoked through Cisco IMC CLI in Cisco IMC GUI
* Generate Cisco IMC CLI output from Cisco IMC GUI

Tasks You Can Perform in Cisco IMC
You can use Cisco IMC to perform the following chassis management tasks:

» Power on, power off, power cycle, reset and shut down the server

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .
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* Toggle the locator LED

* Configure the server boot order

* View server properties and sensors

* Manage remote presence

* Create and manage local user accounts, and enable remote user authentication through Active Directory
* Configure network-related settings, including NIC properties, IPv4, VLANSs, and network security
* Configure communication services, including HTTP, SSH, IPMI Over LAN, and SNMP

* Manage certificates

* Configure platform event filters

* Update Cisco IMC firmware

* Monitor faults, alarms, and server status

* Set time zone and view local time

* Install and activate Cisco IMC firmware

» Install and activate BIOS firmware

« Install and activate CMC firmware

You can use Cisco IMC to perform the following server management tasks:
» Manage remote presence
* Create and manage local user accounts, and enable remote user authentication through Active Directory
* Configure network-related settings, including NIC properties, IPv4, VLANSs, and network security
* Configure communication services, including HTTP, SSH, IPMI Over LAN, and SNMP
» Manage certificates
* Configure platform event filters
* Update Cisco IMC firmware
» Monitor faults, alarms, and server status

* Set time zone and view local time

No Operating System or Application Provisioning or Management

Cisco IMC provisions servers, and as a result, exists below the operating system on a server. Therefore, you
cannot use it to provision or manage operating systems or applications on servers. For example, you cannot
do the following:

* Deploy an OS, such as Windows or Linux
* Deploy patches for software, such as an OS or an application

* Install base software components, such as anti-virus software, monitoring agents, or backup clients

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2
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« Install software applications, such as databases, application server software, or web servers

* Perform operator actions, including restarting an Oracle database, restarting printer queues, or handling
non-Cisco IMC user accounts

* Configure or manage external storage on the SAN or NAS storage

Overview of the Cisco IMC User Interface

The Cisco IMC user interface is a web-based management interface for Cisco C-Series servers. The web user
interface is developed using HTMLS with the eXtensible Widget Framework (XWT) framework. You can
launch the user interface and manage the server from any remote host that meets the following minimum
requirements:

* Microsoft Internet Explorer 6.0 or higher, Mozilla Firefox 3.0 or higher

* Microsoft Windows 7, Microsoft Windows XP, Microsoft Windows Vista, Apple Mac OS X v10.6, Red
Hat Enterprise Linux 5.0 or higher operating systems

* Transport Layer Security (TLS) version 1.3

\}

Note In case you lose or forget the password that you use to log in to Cisco IMC, see the password recovery
instructions in the Cisco UCS C-Series server installation and service guide for your server. This guide is
available from the Cisco UCS C-Series Servers Documentation Roadmap at http://www.cisco.com/go/
unifiedcomputing/c-series-doc.

Cisco IMC Home Page

When you first log into Cisco IMC GUI, the user interface looks similar to the following illustration:

\)

Note There may be user interface changes, which do not have functionality impact, from release to release.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .
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Navigation and Work Panes

The Cisco Integrated Management Controller GUI comprises the Navigation pane on the left hand side of
the screen and the Work pane on the right hand side of the screen. Clicking links on the Chassis, Compute,
Networking, Storage or Admin menu in the Navigation pane displays the associated tabs in the pane on the
right.

The Navigation pane header displays action buttons that allow you to view the navigation map of the entire
GUI, view the index, or select a favorite work pane to go to, directly. The Pin icon prevents the Navigation
pane from sliding in once the Work pane displays.

The Favorite icon is a star shaped button which allows you to make any specific work pane in the application
as your favorite. To do this, navigate to the work pane of your choice and click the Favorite icon. To access
this work pane directly from anywhere else in the application, click the Favorite icon again.

The GUI header displays information about the overall status of the chassis and user login information.

On the right of the GUI header is a gear icon. Click on the gear icon and the drop-down lists the Change
Password and Logout options. You can use the change password option to change your password.

Note When you change your password you will be logged out of Cisco IMC.

Note Change Password option is not available when you login as an admin, you can only change the password of
the configured users with read-only user privileges.

When you change your password you will be logged out of Cisco IMC.
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The Logout option allows you to log out of Cisco IMC.

The GUI header also displays the total number of faults (indicated in green or red), with a Bell icon next to
it. However, clicking this icon displays the summary of only the critical and major faults of various components.
To view all the faults, click the View All button to display the Fault Summary pane.

)

Note User interface options may vary depending on the server.

The Navigation pane has the following menus:
+ Chassis Menu
« Compute Menu
* Networking Menu
« Storage Menu

* Admin Menu

Chassis Menu

Each node in the Chassis menu leads to one or more tabs (except for Summary pane) that display in the
Work pane. These tabs provides access to the following information:

Chassis Menu Node Name Work Pane Provide Information About...

Summary Server properties, Chassis status, Cisco Integrated Management
Controller (Cisco IMC) information, and Server Utilization.

Note Server Utilization is available on some Cisco UCS
C-Series servers.

Inventory CPU, memory, PCI adapters, power supplies, cisco VIC adapters,
network adapters, storage, SAS expander, and TPM.

Sensors Power Supply, Fan, Temperature, Voltage, Current, LEDs, and
Storage.

Power Management Power Cap Configuration and Power Monitoring.
Note This option is not available for Cisco UCS C125,

C245 M6, and C225 M6 servers.

Faults and Logs Fault summary, Fault history, System Event Log, Cisco IMC Log,
and logging controls.

Compute Menu

The Compute menu contains information about the server, and the following information is displayed in the
Work pane.
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Compute Menu Node Name

Work Pane Tabs Provide Information About...

BIOS

The installed BIOS firmware version and BIOS profile
configuration, server boot order configuration, I/O, Server
management, Security, Processor, Memory, Power or Performance.

Remote Management

Virtual KVM, Virtual Media, and Serial over LAN.

Troubleshooting

Bootstrap Process Recording Actions include Play Recording and
Download Recording, and Crash Recording Actions include Play
Recording, Capture Recording, and Download Recording.

Power Policies

Power restore policy settings.

PID Catalog

CPU, memory, PCI adapters, and the HDD details.

Secure Key Management

Details of KMIP Servers, KMIP Root CA and Client Certificate
details, KMIP login details, KMIP Client Private key status

Networking Menu

Each node in the Networking menu leads to one or more tabs that display in the Work pane. These tabs
provides access to the following information:

Networking Menu Node Name

Work Pane Tabs Provide Information About...

General

Adapter card properties, firmware, external ethernet interfaces,
and actions to export or import configurations, and reset status.

External Ethernet Interfaces

External ethernet interfaces information such as port, admin speed,
MAC address, link state.

VNICs Host ethernet interfaces information such as name, CDN, MAC
address, MTU and individual vNIC properties.
VHBAS Host fibre channel interfaces information such as name, WWPN,

WWNN, boot, uplink, port profile, channel number, and individual
vHBA properties.

Storage Menu

Each node in the Storage menu corresponds to the LSI MegaRAID controllers or Host Bus Adapters (HBA)
that are installed in theCisco UCS C-Series Rack-Mount Servers. Each node leads to one or more tabs that
display in the Work pane and provide information about the installed controllers.

Storage Menu Node Name

Work Pane Tabs Provide Information About...

Controller Info

General information about the selected LSI MegaRAID controller
or HBA.

Physical Drive Info

General drive information, RAID information, and physical drive
information.
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Storage Menu Node Name

Work Pane Tabs Provide Information About...

Virtual Drive Info

General information about virtual drives, RAID information, and
physical drives information

Battery Backup Unit

Backup battery information for the selected MegaRAID controller.

Storage Log

Storage messages.

Admin Menu

Each node in the Admin menu leads to one or more tabs that display in the Work pane. These tabs provides

access to the following information:

Admin Menu Node Name

Work Pane Tabs Provide Information About...

User Management

Local User Management, LDAP, and Session Management.

Networking

Network, Network Security, and NTP Setting.

Communication Services

Communication Services tab includes HTTP, SSH, XML API,
Redfish Properties, IPMI over LAN Properties, SNMP tab includes
SNMP Properties, User Settings, and Trap Destinations, and Mail
Alert tab includes SNTP Properties and SMTP Recipients.

Security Management

Certificate Management and Security Configuration.

Event Management

List of Platform Event Filters

Firmware Management

Cisco IMC and BIOS firmware information and management.

Utilities

Technical support data collection export to remote and local
download, system configuration import and export options,
Generate to NMI host, restore factory defaults settings, add or
update Cisco IMC Banner, generate inventory data, export hard
inventory data to remote, upload PID catalog, enable or disable
secure adapter update.

Device Connector

Intersight management and network settings.

Toolbar
The toolbar displays above the Work pane.
Button Name Description
Refresh Refreshes the current page.
Host Power Displays the drop-down menu for you to choose power options.
Launch KVM Launches the Launch KVM pop-up window.
Ping Launches the Ping Details pop-up window.
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Button Name Description
Reboot Enables you to reboot Cisco IMC.
Locator LED Allows you to turn on or turn off the locator LED.

Cisco Integrated Management Controller Online Help Overview

The GUI for the Cisco Integrated Management Controller (Cisco IMC) software is divided into two main
sections, a Navigation pane on the left and a Work pane on the right.

This help system describes the fields on each Cisco IMC GUI page and in each dialog box.
To access the page help, do one of the following:
« In a particular tab in the Cisco IMC GUI, click the Help icon in the toolbar above the Work pane.

* In a dialog box, click the Help button in that dialog box.

\)

Note Fora complete list of all C-Series documentation, see the Cisco UCSC-Series Servers Documentation Roadmap
available at the following URL: http://www.cisco.com/go/unifiedcomputing/c-series-doc.

Logging into Cisco IMC

Step 1 In your web browser, type or select the web link for Cisco IMC.
Step 2 If a security dialog box displays, do the following:
a) (Optional) Check the check box to accept all content from Cisco.
b) Click Yes to accept the certificate and continue.

Step 3 In the log in window, enter your username and password.

Tip When logging in for the first time to an unconfigured system, use admin as the username and password as
the password.

The following situations occur when you login to the Web UI for the first time:

* You cannot perform any operation until you change default admin credentials on the Cisco IMC Web
UL

* You cannot close or cancel the password change pop-up window and opening it in a tab or refreshing
the browser page will continue to display the pop-up window. This pop-up window appears when you
login after a factory reset.

* You cannot choose the word 'password' as your new password. If this creates problems for any scripts
you may be running, you could change it to password by logging back into the user management options,
but this is ENTIRELY at your own risk. It is not recommended by Cisco.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2


http://www.cisco.com/go/unifiedcomputing/c-series-doc

| Overview
Logging out of Cisco IMC .

Step 4 Click Log In.

Logging out of Cisco IMC

Step 1 In the upper right of Cisco IMC, click the gear icon and click Log Out from the drop-down list.
Logging out returns you to the Cisco IMC log in page.

Step 2 (Optional) Log back in or close your web browser.
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CHAPTER 2

Installing the Server 0S

This chapter includes the following sections:

* OS Installation Methods, on page 13

* Virtual KVM Console, on page 13

* PXE Installation Servers, on page 15

* Booting an Operating System from a USB Port, on page 16

0S Installation Methods

C-Series servers support several operating systems. Regardless of the OS being installed, you can install it
on your server using one of the following tools:

* KVM console

« PXE installation server

For more information on Cisco UCS Server Configuration Utility, see Cisco UCS Server Configuration Utility
Quick Start Guide.

Virtual KVM Console

The vKVM console is an interface accessible from Cisco IMC that emulates a direct keyboard, video, and
mouse (VKVM) connection to the server. The vKVM console allows you to connect to the server from a
remote location.

Here are a few major advantages of using Cisco KVM Console:

* The Cisco KVM console provides connection to KVM, SOL, and vMedia whereas the Avocent KVM
provides connection only to KVM and vMedia.

* In the KVM Console, the vMedia connection is established at the KVM Launch Manager and is available
for all users.

» The KVM console offers you an advanced character replacement options for the unsupported characters
while pasting text from the guest to the host.

* The KVM console provides you an ability to store the vMedia mappings on CIMC.
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Instead of using CD/DVD or floppy drives physically connected to the server, the vVK VM console uses virtual
media, which are actual disk drives or disk image files that are mapped to virtual CD/DVD or floppy drives.
You can map any of the following to a virtual drive:

» CD/DVD or floppy drive on your computer

* Disk image files (ISO or IMG files) on your computer
» USB flash drive on your computer

* CD/DVD or floppy drive on the network

* Disk image files (ISO or IMG files) on the network

» USB flash drive on the network

You can use the vKVM console to install an OS on the server.

Installing an 0S Using the KVM Console
A\

Note This procedure describes only the basic installation steps. Detailed guides for installing Linux, VMware, and
Windows can be found at this URL: http://www.cisco.com/en/US/products/ps10493/products_installation
and_configuration guides_list.html.

Before you begin

* Locate the OS installation disk or disk image file.

* You must log in as a user with admin privileges to install an OS.

Step 1 Load the OS installation disk into your CD/DVD drive, or copy the disk image files to your computer.
Step 2 If Cisco IMC is not open, log in.

Step 3 In the Navigation pane, click the Compute menu.

Step 4 In the Compute menu, select a server.

Step 5 In the work pane, click the Remote Management tab.

Step 6 In the Remote Management pane, click the Virtual KVM tab.

Step 7 In the Actions area, click Launch KVM Console.

The KVM Console opens in a separate window.
Step 8 From the KVM console, click the VM tab.
Step 9 In the VM tab, map the virtual media using either of the following methods:
* Check the Mapped check box for the CD/DVD drive containing the OS installation disk.

* Click Add Image, navigate to and select the OS installation disk image, click Open to mount the disk image, and
then check the Mapped check box for the mounted disk image.

Note You must keep the VM tab open during the OS installation process. Closing the tab unmaps all virtual
media.
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Step 10 Reboot the server and select the virtual CD/DVD drive as the boot device.

When the server reboots, it begins the installation process from the virtual CD/DVD drive. Refer to the installation
guide for the OS being installed to guide you through the rest of the installation process.

What to do next

After the OS installation is complete, reset the LAN boot order to its original setting. Always follow your OS
vendors recommended configuration, including software interoperability and driver compatibility. For more
information on driver recommendations and installation, follow the Cisco UCS Hardware Compatibility list
here:

https://ucshcltool.cloudapps.cisco.com/public/

PXE Installation Servers

A Preboot Execution Environment (PXE) installation server allows a client to boot and install an OS from a
remote location. To use this method, a PXE environment must be configured and available on your VLAN,
typically a dedicated provisioning VLAN. Additionally, the server must be set to boot from the network.
When the server boots, it sends a PXE request across the network. The PXE installation server acknowledges
the request, and starts a sequence of events that installs the OS on the server.

PXE servers can use installation disks, disk images, or scripts to install an OS. Proprietary disk images can
also be used to install an OS, additional components, or applications.

\}

Note PXE installation is an efficient method for installing an OS on a large number of servers. However, considering
that this method requires setting up a PXE environment, it might be easier to use another installation method.

Installing an 0S Using a PXE Installation Server

Before you begin
* Verify that the server can be reached over a VLAN.

* You must log in as a user with admin privileges to install an OS.

Step 1 Set the boot order to PXE first.
Step 2 Reboot the server.

If a PXE install server is available on the VLAN, the installation process begins when the server reboots. PXE installations
are typically automated and require no additional user input. Refer to the installation guide for the OS being installed to
guide you through the rest of the installation process.
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What to do next

After the OS installation is complete, reset the LAN boot order to its original setting. Always follow your OS
vendors recommended configuration, including software interoperability and driver compatibility. For more
information on driver recommendations and installation, follow the Cisco UCS Hardware Compatibility list
here:

https://ucshcltool.cloudapps.cisco.com/public/

Booting an Operating System from a USB Port

All Cisco UCS C-series servers support booting an operating system from any USB port on the server. However,
there are a few guidelines that you must keep in mind, prior to booting an OS from a USB port.

* To maintain the boot order configuration, it is recommended that you use an internal USB port for booting
an OS.

* The USB port must be enabled prior to booting an OS from it.

By default, the USB ports are enabled. If you have disabled a USB port, you must enable it prior to
booting an OS from it. For information on enabling a disabled USB ports, see topic Enabling or Disabling
the Internal USB Port in the server-specific installation and service guide available at the following link:

http://www.cisco.com/en/US/products/ps10493/prod_installation guides_list.html.

* After you boot the OS from the USB port, you must set the second-level boot order so that the server
boots from that USB source every time.
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CHAPTER 3

Managing Chassis

This chapter includes the following sections:

* Chassis Summary, on page 17
* Chassis Inventory, on page 20

Chassis Summary

Viewing Chassis Summary

By default when you log on to the Cisco UCS C-Series rack-mount server, the Summary pane of the Chassis
is displayed in the Web UL You can also view the Chassis summary when in another tab or working area, by
completing the following steps:

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Summary.
Step 3 In the Server Properties area of the Chassis Summary pane, review the following information:
Name Description
Product Name field The model name of the server.
Serial Number field The serial number for the server.
PID field The product ID.
UUID field The UUID assigned to the server.
BIOS version field The version of the BIOS running on the server.
Slot ID Slot ID of the node in the enclosure.
Note This field is available only on some C-Series servers.
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Name Description

Description field A user-defined description for the server.
Following guidelines should be observed while updating Description field.
* Description can not contain the following special characters:
&

Asset Tag field A user-defined tag for the server. By default, the asset tag for a new server
displays Unknown.

Following guidelines should be observed while updating Asset Tag field.

* Asset Tag field can have a maximum of 32 characters.

* Asset Tag can not contain the following special characters:

&
.!
Personality field Beginning with release 4.2(1a), users can configure personality of Cisco UCS
M6 C-Series servers for use in HyperFlex (HX) using XML and Redfish API.
Note This field is available only on C-Series servers which are already
configured on HX.
Step 4 In the Cisco IMC Information area of the Chassis Summary pane, review the following information:
Name Description
Hostname field A user-defined hostname for the Cisco IMC. By default, the hostname appears

in CXXX-YYYYYY format, where XXX is the model number and YYYYYY
is the serial number of the server.

IP Address field The IP address for the Cisco IMC.
MAC Address field The MAC address assigned to the active network interface to the Cisco IMC.
Firmware Version field The current Cisco IMC firmware version.
Current Time field The current date and time according to the Cisco IMC clock.
Note Cisco IMC gets the current date and time from the server BIOS

when the NTP is disabled. When NTP is enabled, Cisco IMC gets
the current time and date from the NTP server. To change this
information, reboot the server and press F2 when prompted to
access the BIOS configuration menu. Then change the date or time
using the options on the main BIOS configuration tab.

Local Time field The local time of the region according to the chosen time zone.
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Name Description

Timezone field Allows you to select a time zone by clicking on the Select Timezone option.
In the Select Timezone pop-up screen, mouse over the map and click on the
location to select your time zone or choose your time zone from the Timezone
drop-down menu.

Step 5 In the Chassis Status area of the Chassis Summary pane, review the following information:
Name Description
Power State field The current power state.
POST Completion Status field BIOS POST completion status.
Overall Server Status field The overall status of the server. This can be one of the following:

* Memory Test In Progress—The server is performing a self-test of the
installed memory. This condition normally occurs during the boot process.

* Good
* Moderate Fault

« Severe Fault

Temperature field The temperature status. This can be one of the following:
» Good
* Fault

« Severe Fault

You can click the link in this field to view more temperature information.

Overall DIMM Status field The overall status of the memory modules. This can be one of the following:
» Good
* Fault

» Severe Fault

You can click the link in this field to view detailed status information.

Power Supplies field The overall status of the power supplies. This can be one of the following:
+» Good
* Fault

« Severe Fault

You can click the link in this field to view detailed status information.
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Description

Fans field

The overall status of the power supplies. This can be one of the following:

* Good
» Fault

« Severe Fault

You can click the link in this field to view detailed status information.

Locator LED field

Whether the locator LEDs are on or off.

Front Locator LED field

Whether the front panel locator LED on the chassis is on or off.

Note This option is available only on some UCS C-Series servers.

Overall Storage Status field

The overall status of all controllers. This can be one of the following:
» Good
* Moderate Fault

» Severe Fault

Step 6 In the Server Utilization area of the Chassis Summary pane, review the following information in a graphical
representation:
Name Description

Overall Utilization (%) field

The overall realtime utilization of CPU, memory, and 10
(input and output) of the system in percentage.

CPU Utilization (%) field

The CPU or computation utilization of the system on all
the available CPUs in percentage.

Memory Utilization (%) field

The memory utilization of the system on all the available
memory (DIMM) channels in percentage.

10 Utilization (%) field

The IO resource utilization of the system in percentage.

Chassis Inventory

Viewing Power Supply Properties

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.
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In the Inventory work pane, click the Power Supplies tab and review the following information for each power supply:

Name

Description

Device ID column

The identifier for the power supply unit.

Status column

The status of the power supply unit.

Input column

The input into the power supply, in watts.

Output column

The maximum output from the power supply, in watts.

FW \ersion column

The firmware version for the power supply.

Product ID column

The product identifier for the power supply assigned by the vendor.

Viewing Cisco VIC Adapter Properties

Step 1
Step 2
Step 3

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Inventory.

In the Inventory work pane, click the Cisco VIC Adapters tab and review the following high level information:

Description

Slot Number column

The PCI slot in which the adapter is installed.

Serial Number column

The serial number for the adapter.

Product ID column

The product ID for the adapter.

Cisco IMC Enabled column

Whether the adapter is able to manage Cisco IMC. This functionality depends
on the type of adapter installed and how it is configured. For details, see the
hardware installation guide for the type of server you are using.

Description column

Description of the adapter.

Viewing SAS Expander Properties

Step 1
Step 2

Before you begin

The server must be powered on, or the properties will not display.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Inventory.
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Step 3 In the Inventory work pane, click the SAS Expander tab and review the following information:
Name Description
ID column The product ID of the expander.
Name column The name of the expander.
Firmware Version column The firmware version the expander uses.

Secondary Firmware Version column | The secondary firmware version of the expander.

Server Up Link Speed column Up link speed received with the LSI RAID Controller.

Note This is available only on some C-Series servers.

Enabling 6G or 12G Mixed Mode on a SAS Expander

You can enable or disable a 6 gigabyte or 12 gigabyte mixed mode speed support for a card using this option,
which is a toggle button.

)

Note This option is available only on some C-Series servers.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory working area, click the SAS Expander tab.

Step 4 In the SAS Expander working area, click Enable 6G-12G Mixed Mode.
Step 5 (Optional) Click Disable 6g-12G Mixed Mode to disable the feature.

Viewing Storage Properties

Before you begin

The server must be powered on, or the properties will not display.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory work pane, click the Storage tab and review the following information:
Name Description
Controller field PCle slot in which the controller drive is located.
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Name Description

PCI Slot field The name of the PCle slot in which the controller drive is located.
Product Name field Name of the controller.

Serial Number field The serial number of the storage controller.

Firmware Package Build field The active firmware package version number.

Product ID field Product ID of the controller.

Battery Status field Status of the battery.

Cache Memory Size field The size of the cache memory, in megabytes.

Health field The health of the controller firmware status.

Details field Link to the details of the controller.

Viewing Network Adapter Properties

Before you begin

The server must be powered on, or the properties will not display.

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Inventory.
Step 3 In the Inventory work pane, click the Network Adapters tab and review the following information:
Name Description
Slot column The slot in which the adapter is installed.
Product Name column The product name for the adapter.
Number of Interfaces column The number of interfaces for the adapter.
External Ethernet Interfaces ID—The ID for the external ethernet interface.
MAC Address—The MAC address for the external ethernet interface.

Viewing GPU Inventory

The GPU Inventory option is available only on some C-Series servers.
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The server must be powered on, or the properties will not display.
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Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory work pane, click the GPU Inventory tab and review the following information:
Name Description
Slot Slot in which the GPU is installed.

Product Name

Name of the GPU.

Number of GPUs

Number of GPUs present in the slot.

Viewing PCI Switch Info

Before you begin

The server must be powered on, or the properties will not display.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory work pane, click the PCI Switch Info tab and review the following information:
Name Description

Controller column

PCI Slot in which the controller is present.

Controller Type column

Type of PCI switch present in the slot.

Product Name column

Name of the PCI switch.

Manufacturer column

Manufacture of the PCI switch.

Vendor ID column

The switch ID assigned by the vendor.

Sub Vendor ID column

The secondary switch ID assigned by the vendor.

Device ID column

The device ID assigned by the vendor.

Sub Device ID column

The secondary device ID assigned by the vendor.
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Managing the Server

This chapter includes the following sections:

* Server Boot Order, on page 25

* Configuring Power Policies, on page 40

* Configuring DIMM Blocklisting, on page 56

* Enabling DIMM block Listing, on page 56

* Configuring BIOS Settings, on page 57

* BIOS Profiles, on page 59

* Secure Boot Certificate Management, on page 62

* Setting Dynamic Front Panel Temperature Threshold, on page 66
* Persistent Memory Modules, on page 66

Server Boot Order

Using Cisco IMC, you can configure the order in which the server attempts to boot from available boot device
types. In the legacy boot order configuration, Cisco IMC allows you to reorder the device types but not the
devices within the device types. With the precision boot order configuration, you can have a linear ordering
of the devices. In the web UI or CLI you can change the boot order and boot mode, add multiple devices under
each device types, rearrange the boot order, set parameters for each device type.

When you change the boot order configuration, Cisco IMC sends the configured boot order to BIOS the next
time that server is rebooted. To implement the new boot order, reboot the server after you make the configuration
change. The new boot order takes effect on any subsequent reboot. The configured boot order remains until
the configuration is changed again in Cisco IMC or in the BIOS setup.

\}

Note The actual boot order differs from the configured boot order if either of the following conditions occur:

* BIOS encounters issues while trying to boot using the configured boot order.
* A user changes the boot order directly through BIOS.

* BIOS appends devices that are seen by the host but are not configured from the user.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .



Managing the Server |
. Server Boot Order

|

Important  While upgrading Cisco UCS C220 M5 or C480 M5 servers to release 4.1(1x) under the following conditions:
* if you are upgrading from any release earlier than 4.0(4x)
« if Legacy Boot Mode is enabled and no Cisco IMC Boot Order is configured

« and, if the server is booting from Cisco HWRAID adapter

then, you should perform one of the following before upgrading:
* Run XML-API scripts and UCSCFG based scripts provided here.
OR
* Manually configure the intended boot order through Cisco IMC GUI or CLI interfaces.

\}

Note When you create a new policy using the configure boot order feature, BIOS tries to map this new policy to
the devices in the system. It displays the actual device name and the policy name to which it is mapped in the
Actual Boot Order area. If BIOS cannot map any device to a particular policy in Cisco IMC, the actual device
name is stated as NonPolicyTarget in the Actual Boot Order area.

\)

Note During Cisco IMC 2.0(x) upgrade, the legacy boot order is migrated to the precision boot order. The previous
boot order configuration is erased and all device types configured before updating to 2.0 version are converted
to corresponding precision boot device types and some dummy devices are created for the same device types.
you can view these devices in the Configured Boot Order area in the web Ul To view these devices in the
CLI, enter show boot-device command. During this the server's actual boot order is retained and it can be
viewed under actual boot order option in web Ul and CLI.

When you downgrade Cisco IMC prior to 2.0(x) verison the server's last legacy boot order is retained, and
the same can be viewed under Actual Boot Order area. For example:

* [f you configured the server in a legacy boot order in 2.0(x) version, upon downgrade a legacy boot order
configuration is retained.

* If you configured the server in a precision boot order in 2.0(x), upon downgrade the last configured
legacy boot order is retained.

|

Important * Boot order configuration prior to 2.0(x) is referred as legacy boot order. If your running version is 2.0(x),
then you cannot configure legacy boot order through web UI, but you can configure through CLI and
XML APLI. In the CLI, you can configure it by using set boot-order HDD,PXE command. Even though,
you can configure legacy boot order through CLI or XML API, in the web UI this configured boot order
is not displayed.

* Legacy and precision boot order features are mutually exclusive. You can configure either legacy or
precision boot order. If you configure legacy boot order, it disables all the precision boot devices
configured. If you configure precision boot order, then it erases legacy boot order configuration.
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Configuring the Precision Boot Order

Before you begin

You must log in as a user with admin privileges to configure server the boot order.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the BIOS tab, click the Configure Boot Order tab.
Step 3 In the BIOS Properties area, click Configure Boot Order at the bottom of the page.

Configure Boot Order dialog box is displayed.

Step 4 In the Configure Boot Order dialog box, update the following properties:

Basic Tab
Name Description
Device Types table The server boot options. You can select one or more of the following:
* HDD—Hard disk drive
* FDD—Floppy disk drive
+ CDROM—Bootable CD-ROM or DVD
* PXE—PXE boot
» EFl—Extensible Firmware Interface
>> Moves the selected device type to the Boot Order table.
<< Removes the selected device type from the Boot Order table.
Boot Order table Displays the device types from which this server can boot, in the order in which
the boot will be attempted.
Down Moves the selected device type to a higher priority in the Boot Order table.
Up Moves the selected device type to a higher priority in the Boot Order table.
Save Changes Click this button to save the changes made.
Close button Closes the dialog box without saving any changes and the existing configuration
is applied when the server is rebooted.

Advanced Tab

The following list of links are displayed under Add Boot Device pane.

» Add Local HDD
» Add PXE Boot
» Add SAN Boot
» Add iSCSI Boot
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» Add USB

+ Add Virtual Media
» Add PCHStorage

» Add UEFISHELL
» Add NVME

» Add Local CDD

* Add HTTP Boot

In the Advanced Boot Order Configuration pane, the devices are displayed after they are added. You can perform the
following actions by selecting the appropriate buttons:

* Enable or Disable
» Modify

* Delete

* Clone

* Re-Apply

» Move Up

* Move Down

Step 5 Click Save Changes.

Additional device types might be appended to the actual boot order, depending on what devices you have connected to
your server.

What to do next

Reboot the server to boot with your new boot order.

Managing a Boot Device

Before you begin

You must log in as a user with admin privileges to add device type to the server boot order.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the BIOS tab, click the Configure Boot Order tab.
Step 3 In the BIOS Properties area, click Configure Boot Order.

A dialog box with boot order instructions appears.
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Step 4 In the Configure Boot Order dialog box, from the Add Boot Device table, choose the device that you want add to the
boot order.

To add the local HDD device, click Add Local HDD, and update the following parameters:

Name Description
Name field The name of the device.
Note Once created, you cannot rename the device.
State drop-down list The visibility of the device by BIOS. This can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot configuration.

Order field The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

Add Device button Adds the device to the Boot Order table.

Cancel button Closes the dialog box without saving any changes made while the dialog box
was open.

To add the PXE device, click Add PXE, and update the following parameters:

Name Description

Name field The name of the device.

This name cannot be changed after the device has been created.

State drop-down list The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot order configuration.

Order field The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

MAC Address MAC address of the network ethernet interface.
Note This option is available only on some C-Series servers.
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Name Description

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

Port field The port of the slot in which the device is present.

Enter a number between 0 and 255.

To add the SAN boot device, click Add

SAN Boot, and update the following parameters:

Name

Description

Name field

The name of the device.

This name cannot be changed after the device has been created.

State drop-down list

The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

« Disabled—The device is not visible to BIOS in a boot order configuration.

Order field The order of the device in the available list of devices.
Enter between 1 and n, where n is the number of devices.

Slot field

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

LUN field Logical unit in a slot where the device is present.

Enter a number between 0 and 255.

Save Changes button

Adds the device to the Boot Order table, and saves the changes.

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

To add the iSCSI boot device, click Add iSCSI Boot, and update the following parameters:

Description

Name field

The name of the device.

This name cannot be changed after the device has been created.

State drop-down list

The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot order configuration.

Order field

The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.
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Name Description

Slot field

Slot field The slot in which the device is installed. Enter the slot number from the available
range.

Port field The port of the slot in which the device is present.

Enter a number between 0 and 255.

Note In case of a VIC card, use a vNIC instance instead of the port
number.
Save Changes button Adds the device to the Boot Order table, and saves the changes.
Cancel button Closes the dialog box without saving any changes made while the dialog box
was open.

To add the SD card, click Add SD Card, and update the following parameters:

Note This option is available only on some UCS C-Series servers.
Name Description
Name field The name of the device.

This name cannot be changed after the device has been created.

State drop-down list The visibility of the device by BIOS. This can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot configuration.

Order field The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Save Changes button Adds the device to the Boot Order table.
Cancel button Closes the dialog box without saving any changes made while the dialog box
was open.

To add the USB device, click Add USB, and update the following parameters:

Name Description

Name field The name of the device.

This name cannot be changed after the device has been created.
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Description

Sub Type drop-down list

The subdevice type under a certain device type. This can be one of the following:
+CD
* FDD
+ HDD

State drop-down list

The visibility of the device by BIOS. This can be one of the following:
» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot order configuration.

Order field

The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Save Changes button

Adds the device to the Boot Order table.

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

To add the virtual media, click Virtual Media, and update the following parameters:

Description

Name field

The name of the device.

This name cannot be changed after the device has been created.

Sub Type drop-down list

The subdevice type under a certain device type. This could be any one of the
following:

* KVM Mapped DVD
* Cisco IMC Mapped DVD
* KVM Mapped HDD
« Cisco IMC Mapped HDD
* KVM Mapped FDD

State drop-down list

The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

» Disabled—The device is not visible to BIOS in a boot order configuration.

Order field

The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Save Changes button

Adds the device to the Boot Order table.
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Description

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

To add the PCH storage device, click PCH Storage, and update the following parameters:

Description

Name field

The name of the device.

This name cannot be changed after the device has been created.

State drop-down list

The visibility of the device by BIOS. This can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

* Disabled—The device is not visible to BIOS in a boot order configuration.

Order field The order of the device in the available list of devices.
Enter between 1 and n, where n is the number of devices.
LUN field Logical unit in a slot where the device is present.

« Enter a number between 0 and 255
* SATA in AHCI mode—Enter a value between 1 and 10
* SATA in SWRAID mode—Enter 0 for SATA , and enter 1 for SATA

Note SATA mode is available only on some UCS C-Series servers.

Save Changes button

Adds the device to the Boot Order table.

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

To add the UEFI shell device, click Add UEFI Shell, and update the following parameters:

Name

Description

Name field

The name of the device.

This name cannot be changed after the device has been created.

State drop-down list

The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The device is visible to BIOS in a boot order configuration.

« Disabled—The device is not visible to BIOS in a boot order configuration.

Order field

The order of the device in the available list of devices.

Enter between 1 and n, where n is the number of devices.

Add Device button

Adds the device to the Boot Order table.
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Description

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

To add the HTTP boot device device, click Add HTTP Boot, and update the following parameters:
Note The following OS (ISOs) are supported for HTTP Boot device:

* SLES 12.x
*« RHEL 8.2
* ESX 6.5

The following OS (ISOs) are not supported for HTTP Boot device:

* Windows 2016
* Windows 2019

Name

Description

Name field

The name of the device.
This name cannot be changed after the device has been created.

You can enter between 1 and 30 characters, containing alphanumerics, - (hyphen)
and _ (underscore). The name cannot begin with hyphen or underscore.

State drop-down list

The visibility of the device by BIOS. The state can be one of the following:

» Enabled—The default option. The device is visible to BIOS in a boot
order configuration.

* Disabled—The device is not visible to BIOS in a boot order configuration.

Order field

The order of the device in the available list of devices. The default option is 1.

MAC Address field

MAC address of the network ethernet interface.

IP Type drop-down list

The type of IP.

Select any one of the following options displayed in the drop-down list:
* None
« [Pv4
* [IPv6

The default value is None.
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Description

Slot field

The slot in which the device is installed. Enter the slot number from the available
range.

Enter the required value from the below list:
* OCP
* MLOM
L

* Any number between 1 and 255

Port field

The port of the slot in which the device is present.

Enter a number between 0 and 255.

IP Config Type drop-down list

The type of IP configuration.
The following options are displayed in the drop-down list:

* None
« DHCP
« Static

For DHCP IP configuration, the following fields are displayed, depending on
the IP type that you have selected:

* MAC Address
* IP Type

* Slot

* Port

For Static IP configuration, the following fields are displayed, depending on
the IP type that you have selected:

* URI

* IP Address

* IPv4 Netmask or IPv6 Netmask
* IPv4 Gateway or IPv6 Gateway

* |Pv4 Preferred DNS server or IPv6 Preferred DNS server

URI field

The Uniform Resource Identifier HTTP server path location.

You can enter between 1 and 255 characters.

Save Changes button

Saves the changes and adds the device to the Boot Order table.
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Description

Cancel button

Closes the dialog box without saving any changes made while the dialog box
was open.

Overview to UEFI Secure Boot

You can use Unified Extensible Firmware Interface (UEFI) secure boot to ensure that all the EFI drivers, EFI
applications, option ROM or operating systems prior to loading and execution are signed and verified for
authenticity and integrity, before you load and execute the operating system. You can enable this option using
either web UI or CLI. When you enable UEFI secure boot mode, the boot mode is set to UEFI mode and you
cannot modify the configured boot mode until the UEFI boot mode is disabled.

)

Note

|

If you enable UEFI secure boot on a nonsupported OS, on the next reboot, you cannot boot from that particular
OS. If you try to boot from the previous OS, an error is reported and recorded the under system software event

in the web UI. You must disable the UEFI secure boot option using Cisco IMC to boot from your previous
OS.

Important

Also, if you use an unsupported adapter, an error log event in Cisco IMC SEL is recorded. The error messages
is displayed that says:

System Software event: Post sensor, System Firmware error. EFI Load Image Security Violation. [0x5302]
was asserted .

UEFI secure boot is supported on the following components:

Components Types

Supported OS » Windows Server 2019

* Windows Server 2016
*+ ESX 6.7
*+ ESX 6.5
* ESXi7.0
* ESXi 8.0

e Linux
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Components Types

Broadcom PCI adapters * 5709 dual and quad port adapters
* 57712 10GBASE-T adapter

+ 57810 CNA

* 57712 SFP port

Intel PCI adapters * 1350 quad port adapter
* X520 adapter

* X540 adapter

« LOM

QLogic PCI adapters * 8362 dual port adapter
p p
* 2672 dual port adapter

Fusion-io

LSI « LSI MegaRAID SAS 9240-8i

« LSI MegaRAID SAS 9220-8i

» LSI MegaRAID SAS 9265CV-8i
» LSI MegaRAID SAS 9285CV-8e
» LSI MegaRAID SAS 9285CV-8e
* LSI MegaRAID SAS 9266-8i

» LSI SAS2008-8i mezz

* LSI Nytro card

Enabling UEFI Secure Boot

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the work pane, click the BIOS tab.
Step 3 In the BIOS Properties area of the Configure Boot Order tab, check UEFI Secure Boot checkbox.

Note If checked, the boot mode is set to UEFI secure boot. You cannot modify the Configure Boot Mode until
UEFI secure boot option is disabled.

Note In case of RFD (Reset Factory Default), you must re-enable UEFI Secure Boot.
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If you enable UEFI secure boot on a nonsupported OS, on the next reboot, you cannot boot from that particular OS. If
you try to boot from the previous OS, an error is reported and recorded under the system software event in the web UL
You must disable the UEFI secure boot option by using Cisco IMC to boot from your previous OS.

Step 4 Click Save Changes.

What to do next

Reboot the server to have your configuration boot mode settings take place.

Disabling UEFI Secure Boot

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the work pane, click the BIOS tab.

Step 3 In the BIOS Properties area, uncheck the UEFI Secure Boot check box.
Step 4 Click Save Changes.

What to do next

Reboot the server to have your configuration boot mode settings take place.

Viewing the Actual Server Boot Order

The actual server boot order is the boot order actually used by BIOS when the server last booted. The actual
boot order can differ from the boot order configured in Cisco IMC.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the BIOS tab, click the Configure Boot Order tab.
Step 3 In the BIOS Properties area, click Configure Boot Order.

This area displays the boot order devices configured through Cisco IMC as well as the actual boot order used by the
server BIOS.

The Configured Boot Devices section displays the boot order (Basic or Advanced) configured through Cisco IMC. If
this configuration changes, Cisco IMC sends this boot order to BIOS the next time that server boots. The Basic configuration
allows you to specify only the device type. The Advanced configuration allows you to configure the device with specific
parameters such as slot, port and LUN.

To change the configured boot order, or to restore the previously configured boot order, administrators can click the
Configure Boot Order button. To have these changes take effect immediately, reboot the server. You can verify the new
boot order by refreshing the BIOS tab.

Note This information is only sent to BIOS the next time the server boots. Cisco IMC does not send the boot order
information to BIOS again until the configuration changes.

The Actual Boot Devices section displays the boot order actually used by BIOS when the server last booted. The actual
boot order will differ from the configured boot order if either of the following conditions occur:
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» The BIOS encounters issues while trying to boot using the configured boot order.
* A user changes the boot order directly through the BIOS. To override any manual changes, you can change the

configured boot order through Cisco IMC and reboot the server.

Note When you create a new policy using the configured boot order, BIOS tries to map this new policy to the
device or devices present in the system. It displays the actual device name and the policy name to which it
is mapped under the Actual Boot Order area. If BIOS cannot map any device found to a particular policy
in Cisco IMC, then the actual device name is stated as NonPolicy Target under the Actual Boot Order area.

Configuring a Server to Boot With a One-Time Boot Device

You can configure a server to boot from a particular device only for the next server boot, without disrupting
the currently configured boot order. Once the server boots from the one time boot device, all its future reboots
occur from the previously configured boot order.

Before you begin

You must log in as a user with admin privileges to configure server the boot order.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the BIOS tab, click the Configure Boot Order tab.
Step 3 In the BIOS Properties area, select an option from the Configured One Time Boot Device drop-down.
Note The host boots to the one time boot device even when configured with a disabled advanced boot device.

Creating a Server Asset Tag

Before you begin

You must log in with user or admin privileges to perform this task.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Summary.

Step 3 In the Server Properties area, update the Asset Tag field.
Step 4 Click Save Changes.
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Configuring Power Policies

Power Capping

|

Important  This section is valid only for some UCS C-Series servers.

Power capping determines how server power consumption is actively managed. When you enable power
capping option, the system monitors power consumption and maintains the power below the allocated power
limit. If the server cannot maintain the power limit or cannot bring the platform power back to the specified
power limit within the correction time, power capping performs actions that you specify in the Action field
under the Power Profile area.

Once power capping is enabled, you can configure multiple power profiles to either have standard or advanced
power profiles with defined attributes. If you choose a standard power profile, you can set the power limit,
correction time, corrective-action, suspend period, hard capping, and policy state (if enabled). If you choose
an advanced power profile, in addition to the attributes of the standard power profile, you can also set the
domain specific power limits, safe throttle level, and ambient temperature based power capping attributes.

\}

Note The following changes are applicable for Cisco UCS C-Series release 2.0(13) and later:

* After upgrading to the 2.0(13) release, power characterization automatically runs during the first host
power on. Subsequent characterization runs only if initiated as described in section Run Power
Characterization section.

* Also, when a server is power cycled and there is a change to the CPU or DIMM configurations, power
characterization automatically runs on first host boot. For any other hardware change like PCle adapters,
GPU or HDDs, power characterization does not run. The characterized power range is modified depending
on the components present after the host power cycle.

The Run Power Characterization option in the Power Cap Configuration Tab of the Web UI power cycles
the host and starts power characterization.

Setting Power Redundancy Policy

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Sensors.

In the Sensors working area, click the Power Supply tab.

Review the following sensor properties for power supply:
Properties Area

Name

Description

Redundancy Status field The power supply redundancy status.
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Description

Redundancy Policy field

The power supply redundancy policy. This can be one of the following:

» Non-Redundant - N, the available PSU output capacity, equals the number
of PSUs installed, where PSU failure or grid failure is not supported.

* N+1 - N, the available PSU output capacity, equals the number of PSUs
installed minus 1 (N-1), where the single PSU failure is supported, but grid
failure is not supported.

* Grid - N, the available PSU output capacity, equals half the number of
PSUs installed (N/2), where N PSU failure or grid failure is supported.
This policy implies that the you have connected N number of PSUs to one
feed and the other N number of PSUs to another feed.

Enabling Power Characterization

You can enable power characterization only on some Cisco UCS C-Series servers.

Step 1
Step 2
Step 3

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Power Management.
In the Power Cap Configuration tab, click the Run Power Characterization link.

A confirmation box appears that says the host is going to be either powered on or rebooted depending on the current
power state. Review the message and click OK to close the dialog box.

You can verify the progress of the power characterization in the Status field. The status can be one of the following:

* Not Run—When power characterization has not been run at all since the factory reset.

* Running—When a power characterization process is in progress.

» Completed Successfully—When a power characterization has run successfully.

* Using Defaults—A fter running the power characterization, if the system fails to obtain the valid values, it uses
default value as the recommended maximum and minimum power for power capping.

After power characterization action is performed, the platform power limit range is populated under the Recommended
Power Cap area as a minimum and maximum power in watts.

Three values for power capping limits are displayed: Minimum (Allow Throttling), Minimum (Efficient) and

Maximum:
* Minimum (Allow Throttling) - This is the lower power limit for the chassis, when the CPU throttling is
enabled.
Note You can use this minimum power limit value only when the Allow Throttle checkbox is enabled.
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* Minimum (Efficient) - This is the lower power limit for the chassis, when the CPU throttling is disabled.

* Maximum - This is the upper power limit for the chassis.

Enabling Power Capping

Step 1
Step 2
Step 3

Step 4

This option is available only on some Cisco UCS C-Series servers.

Before you begin
* You must log in with admin privileges to perform this task.

* Run power characterization.

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Power Management.
Check the Power Capping check box.

Note This is the global option to enable or disable power capping. You must enable this option if you want to
configure power profile settings.

Click Save Changes.

Power Profiles

You can configure multiple profiles and set the attributes. These profiles are configured by using either the
web Ul or CLI. In the web UI, the profiles are listed under the Power Capping area. In the CLI, the profiles
are configured when you enter the power-cap-config command. You can configure the following power
profiles for power capping feature:

» Standard—Enables you to set a power limit for the platform domain.

» Advanced—Enables you to set various attributes such as the power limiting policy, fail-safe power
limiting policy, and the ambient temperature-based power limiting policy.

Configuring Standard Power Profiles Settings

This option is available only on some Cisco UCS C-Series servers.

Before you begin

* You must enable power capping.

* You must log in with admin privileges to perform this task.
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Step 1
Step 2
Step 3

Step 4

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Power Management.
In the Power Profiles area, complete the following fields:

Configuring Standard Power Profiles Settings .

Name

Description

Name field

The name of the profile selected to set the attributes for
power capping.

Enable Profile check box

Enables the power profile for editing.

Allow Throttle check box

If checked, it forces the processor to use more aggressive
power management mechanisms such as, CPU the throttling
states (T-states) and memory bandwidth throttling to
maintain the power limit, in addition to the regular internal
mechanisms.

Correction Time field

The time in seconds in which the platform power should
be brought back to the specified power limit before taking
the action specified in the Action field.

The range is from 1 and 600.
This range varies depending on the server PSU value.

Note The supported minimum correction time for
all PSU models is 1 second, except for
DPST-1400AB and DPST-1200DB PSU
models for which the supported minimum
correction time is 3 seconds.

Action drop-down list

The action to be performed if the specified power limit is
not maintained within the correction time.

* Alert—Logs the event to the Cisco IMC SEL.

* Alert and Shutdown—Logs the event to the Cisco
IMC SEL, and gracefully shuts down the host.

Power Limit check box

The power limit for the server.

Enter power in watts within the range specified.

Set Hard Cap check box

If checked, ensure that no platform consumption occurs
beyond the set power capping value. The platform power
consumption is maintained at a safe offset margin below
the configured power cap value.

Click Save Changes.
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Configuring Advanced Power Profile Settings

This option is available only on some Cisco UCS C-Series servers

Before you begin

* You must enable power capping.

* You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Power Management.
Step 3 From the Power Profiles table in the Power Cap Configuration tab, choose the Advanced profile.

In addition to the standard profile settings, the Domain Specific Power Limit, Safe Throttle Level, and Ambient
Temperature Based Power Capping areas are displayed.

Step 4 In the Domain Specific Power Limit area, complete the following fields:
Name Description
CPU field The power limit for the CPU.

Enter power in watts within the range specified.

Memory field The power limit for the memory.

Enter power in watts within the range specified.

Note This ?ﬁeld is not available on servers with
Intel Optane DC persistent memory
modules.
Platform field The power limit for the platform.

Enter power in watts within the range specified.

Step 5 In the Suspend Period area, click Configure to configure a suspend period for a specific time period and day.
Step 6 In the Safe Throttle Level area, complete the following fields:

Name Description

Failsafe Timeout field The safe throttle policy that is applied when power capping
is impacted due to internal faults such as missing power
readings for platforms or CPUs.

Enter value in seconds

CPU field The throttling level for the CPU.

The range is from 0 to 100 percentage.

Memory field The throttling level for the memory.

The range is from 0 to 100 percentage.
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Step 7

Step 8

Resetting Power Profiles to Default

Step 1
Step 2
Step 3

Step 4

Resetting Power Profiles to Default .

Description

Platform field

The throttling level for the platform.

The range is from 0 to 100 percentage.

In the Ambient Temperature Based Power Capping area, complete the following fields:

Name

Description

Platform Temp Trigger field

The inlet (front panel) temperature sensor value in Celsius.

Note When the inlet temperature on the platform
exceeds the specified limit, the system uses
the thermal power value as the power capping
limit.

Thermal Power Limit field

The power limit to be maintained in watts.

Click Save Changes.

This option is available only on some Cisco UCS C-Series servers.

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Power Management.

In the Power Profiles area, click the Reset Profiles to Default button.

Note This action resets all the power profile settings to factory default values and disables power capping.

Click Save Changes.

Power Monitoring

Power monitoring is initiated from the time the host is either powered on or booted. This feature collects the
power consumption statistics for a platform, CPU, and memory domains and provides a minimum, maximum,
and averaged reading for the duration that is being collected. These readings can be used to calculate the
power consumption trends of the domains. Cisco IMC collects and stores these power consumption statistic
values to plot graphs for various time periods (such as an hour, a day, and a week).
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Note  You cannot create additional statistics collection policies or delete the existing monitoring policies. You can
only modify the default policies.

Viewing Power Monitoring Summary

This option is available only on some Cisco UCS C-Series servers.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Power Management.

Step 3 On the Work pane, click the Power Monitoring tab.

Step 4 In the Power Monitoring Summary area, review the following information:

The following tables display the power consumed by the system and its components since the last time it was rebooted.

Description

Monitoring Period

The time of monitoring the power consumed by the system since the last time
it was rebooted.

The monitoring period is displayed in Day HH:MM:SS format.

Note Monitoring Period is displayed under Chassis.

Platform, CPU, and Memory areas are available under Server 1 and Server 2.

Step 5 In the Platform area, review the following information:
Name Description
Current The power currently being used by the server, CPU, and memory in watts.
Minimum The minimum number of watts consumed by the server, CPU, and memory
since the last time it was rebooted.
Maximum The maximum number of watts consumed by the server, CPU, and memory
since the last time it was rebooted.
Average The average amount of power consumed by the server, CPU, and memory in
watts over the defined period of time.
Step 6 In the CPU area, review the following information:
Name Description
Current The power currently being used by the CPU in watts.
Minimum The minimum number of watts consumed by the CPU since the last time it was
rebooted.
Maximum The maximum number of watts consumed by the CPU since the last time it was
rebooted.
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Step 7

Step 8

Viewing Power Monitoring Summary .

Description

Average

The average amount of power consumed by the server, CPU, and memory in
watts over the defined period of time.

In the Memory area, review the following information:

Name Description

Current The power currently being used by the memory, in watts.

Minimum The minimum number of watts consumed by the memory since the last time it
was rebooted.

Maximum The maximum number of watts consumed by the memory since the last time it
was rebooted.

Average The average amount of power consumed by the memory in watts over the defined

period of time.

In the Chart Properties area, review and update the chart, component, and view the power consumption details.

Description

Chart Settings

Enables you to configure the chart properties and the way data is displayed in
the chart.

Download Power Statistics and
Server Utilization Data

Enables you to download the power statistics and host server utilization
information. The files are downloaded to your local download folder.

Note If the file size of the already downloaded statistics file is less than
256 KB, then when you download, another set of files is
downloaded, one for the power statistics and the other for host
server utilization. If the size of the existing files exceeds 256 KB,
then the next set of files overwrites the existing ones.

Description

Chart drop-down list

Allows you to collect the trends of power consumption from
every server for the selected duration. This can be one of
the following:

+ Last Hour— Plots the chart for every five minutes

« Last Day—Plots the chart for every hour from the
current time.

« Last Week—Plots the chart for each day.
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Description

Component drop-down list

The component for which you want to view the power
consumption over the selected duration. This can be one of
the following:

» Chassis
e Server 1
» Server 2

Domain drop-down list

The default value displayed is Platform.

Plot button

Displays the power consumed by the selected component
for the specified duration.

Chart/Table View (Appears on mouse-over)

Select to view power monitoring summary in either Chart
or Table view.

Chart Type (Appears on mouse-over)

Select the type of chart you wish to view. This could be one
of the following:

* Line Chart— Power monitoring data appears in lines.

* Column Chart— Power monitoring data appears as a
column.

Default Chart: Line Chart.

Note When the Chart drop-down list is selected as
Last Week, and more than one Component
is selected, the Column chart is not displayed,
and by default the Line chart is displayed. The
following message is displayed in such a
scenario: For the selected
Configuration, Column graph
cannot be plotted. Reverting
to Line Graph.

Current check box

If checked, the chart displays the current power consumed
by the selected component for the selected duration.

Average check box

If checked, the plot displays the average amount of power
consumed by the selected component for the selected
duration.

Maximum check box

If checked, the plot displays the maximum number of watts
consumed by the selected component for the selected
duration.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing the Server
Viewing the Power Statistics in a Chart .

Name Description

Minimum check box If checked, the plot displays the minimum number of watts
consumed by the selected component for the selected
duration.

Viewing the Power Statistics in a Chart

This option is available only on some Cisco UCS C-Series servers.

Before you begin

* You must enabled power capping.

* You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Power Management.

Step 3 In the work pane, click the Power Monitoring tab.

Step 4 On the Power Monitoring tab, review and update the chart, component, to view the power consumption details.
Name Description
Chart drop-down list Allows you to collect the trends of power consumption from

every server for the selected duration. This can be one of
the following:

+ Last One Hour— Plots the chart for every five
minutes

+ Last One Day—Plots the chart for every hour from
the current time.

« Last One Week—Plots the chart for each day.

Component drop-down list The component for which you want to view the power
consumption over the selected duration. This can be one of
the following:

* Platform
+ CPU
* Memory

« All

Maximum check box If checked, the plot displays the maximum number of watts
consumed by the selected component for the selected
duration.
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. Downloading Power Statistics and Server Utilization Data

Step 5

Name Description

Minimum check box If checked, the plot displays the minimum number of watts
consumed by the selected component for the selected
duration.

Average check box If checked, the plot displays the average amount of power
consumed by the selected component for the selected
duration.

Current check box If checked, the chart displays the current power consumed
by the selected component for the selected duration.

Plot button Displays the power consumed by the selected component
for the specified duration.

The power reading chart plots power consumption values of different components for the selected duration. These power
consumption values are captured from the time that the host is powered on. When a power profile is enabled, the power
limit is plotted in the chart as a red line. This plot can be used to determine the power consumption trend of the system.
To view the configured power limit values of a particular domain, move the mouse over these trend lines.

If choose the Standard profile, the trend line represent the power limit. If you choose the Advance profile, it represents
the power limit for CPU, memory, and platform depending on your power profile configuration.

Note These trend lines are not displayed if the profile is disabled on the Power Cap Configuration tab.

Click Save Changes.

Downloading Power Statistics and Server Utilization Data

Step 1
Step 2
Step 3
Step 4

This option is available only on some Cisco UCS C-Series servers.

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Power Management.

In the Work pane, click the Power Monitoring tab.

In the Power Monitoring tab, click Download Power Statistics and Server Utilization Data

The files are downloaded to your local download folder.

Note If the file size of the already downloaded statistics file is less than 256 KB, then when you download, another
set of files is downloaded, one for the power statistics and the other for host server utilization. If the size of
the existing files exceeds 256 KB, then the next set of files overwrites the existing ones.
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Configuring the Power Restore Policy

The power restore policy determines how power is restored to the server after a chassis power loss.

Before you begin

You must log in with admin privileges to perform this task.

SUMMARY STEPS
1. In the Navigation pane, click the Compute menu.
2. In the work pane, click the Power Policies tab.
3. In the Power Restore Policy area, update the following fields:
4. Click Save Changes.
DETAILED STEPS
Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the work pane, click the Power Policies tab.

Step 3 In the Power Restore Policy area, update the following fields:

Name Description

Power Restore Policy drop-down list | The action to be taken when chassis power is restored after an unexpected power
loss. This can be one of the following:

» Power Off—The server remains off until it is manually restarted.

» Power On—The server is allowed to boot up normally when power is
restored. The server can restart immediately or, optionally, after a fixed or
random delay.

* Restore Last State—The server restarts and the system attempts to restore
any processes that were running before power was lost.

Step 4 Click Save Changes.

Configuring Fan Policies

Fan Control Policies

Fan Control Policies enable you to control the fan speed to bring down server power consumption and noise
levels. Prior to these fan policies, the fan speed increased automatically when the temperature of any server
component exceeded the set threshold. To ensure that the fan speeds were low, the threshold temperatures of
components are usually set to high values. While this behavior suited most server configurations, it did not
address the following situations:

* Maximum CPU performance
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For high performance, certain CPUs must be cooled substantially below the set threshold temperature.
This required very high fan speeds which resulted in higher power consumption and increased noise
levels.

* Low power consumption

To ensure the lowest power consumption, fans must run very slowly, and in some cases, stop completely
on servers that support it. But slow fan speeds resulted in servers overheating. To avoid this situation, it
is necessary to run fans at a speed that is moderately faster than the lowest possible speed.

With the introduction of fan policies, you can determine the right fan speed for the server, based on the
components in the server. In addition, it allows you to configure the fan speed to address problems related to
maximum CPU performance and low power consumption.

Following are the fan policies that you can choose from:

« Balanced—This setting can cool almost any server configuration, but may not be suitable for servers
with PCle cards as these cards overheat easily.

* Performance—This setting can be used for server configurations where maximum fan speed is required
for high performance. With this setting, the fan speeds run at the same speed or higher speed than that
of the fan speed set with the Balanced fan policy.

)

Note This option is available only on some C-Series servers.

» Low Power—This setting is ideal for minimal configuration servers that do not contain any PCle cards.

» High Power—This policy is ideal for servers that contain PCle cards that overheat easily and have high
temperatures.

» Maximum Power—This setting can be used for server configurations that required extremely high fan
speeds. This policy is ideal for servers that contain PCle cards that overheat easily and have very high
temperatures.

« Acoustic—This setting can be used for configuring the fan noise level, thereby enabling noise reduction
in the servers.

Application of this policy might result in performance throttling impacting system performance. If
excessive thermal or performance events are recorded in the event logs, select a standard fan control
policy like Low Power, which is a non-disruptive change.

\)

Note  This option is available only on Cisco UCS C220 M5, C240 SD M5, C240 M5,
C220 M6, C240 M6, C245 M6, C225 M6 servers. For these servers, Acoustic
is the default fan policy.

For other servers, default fan policy depends on the server configuration and the
number of PCle cards present in the server.
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Note For Cisco UCS M35 servers, although you set a fan policy in Cisco IMC, the actual speed that the fan runs at
is determined by the configuration requirements of the server. PCle cards are tagged with minimum fan speed
depending on thermal requirements. If the server is equipped with these PCle cards, you cannot configure the
fan policy, which go below the tagged requirement.

The Configuration Status displays the status of the configured fan policy in Cisco UCS M35 servers. This
can be one of the following:

* SUCCESS —The selected fan policy matches the actual fan speed that runs on the server.

* PENDING —The configured fan policy is not in effect yet. This can be due to one of the following:

* The server is powered off

» The BIOS POST is not complete

* FAN POLICY OVERRIDE—Overrides the specified fan speed with the actual speed determined by the
configuration requirements of the server.

\)

Note « For Cisco UCS C220 M7, C240 M7, C220 M6, C240 M6, UCS C220 M5,C240 M5, C240 SD M5, C125
M5,C480 M5,C480-M5ML, Applied fan policy depends on the PCle cards present in the server.

* For Cisco UCS C225 M6 and C245 M6, Applied fan policy depends on the PCle cards or a specific
CPU type present in the server.

Configuring the Fan Policy

You can determine the right fan policy based on the server configuration and server components.

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the work pane, click the Power Policies tab.
Step 3 In the Configured Fan Policy area, select a fan policy from the drop-down list. It can be one of the following:
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Description

Fan Policy drop-down list

This can be one of the following:

 Balanced—This setting can cool almost any server
configuration, but may not be suitable for servers with
PCle cards as these cards overheat easily.

* Performance—This setting can be used for server
configurations where maximum fan speed is required
for high performance. With this setting, the fan speeds
run at the same speed or higher speed than that of the
fan speed set with the Balanced fan policy.

Note This option is available only on some
C-Series servers.

Low Power—This setting is ideal for minimal
configuration servers that do not contain any PCle
cards.

High Power—This policy is ideal for servers that
contain PCle cards that overheat easily and have high
temperatures.

Maximum Power—This setting can be used for server
configurations that required extremely high fan speeds.
This policy is ideal for servers that contain PCle cards
that overheat easily and have very high temperatures.

Acoustic—This setting can be used for configuring
the fan noise level, thereby enabling noise reduction
in the servers.

Application of this policy might result in performance
throttling impacting system performance. If excessive
thermal or performance events are recorded in the event
logs, select a standard fan control policy like Low
Power, which is a non-disruptive change.

Note This option is available only on Cisco
UCS C220 M5, C240 SD M5, C240 M5,
C220 M6, C240 M6, C225 M6, C245
M6 servers.

For Cisco UCS C-Series M6 servers, and
Cisco UCS C240 SD M5 servers,
Acoustic is the default fan policy.

For all other servers, Low Power is the
default fan policy.
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Description

Applied Fan Policy field

The actual speed of the fan that runs on the server.

When the configured fan policy is not in effect, it displays
N/A. The configured fan policy takes effect when the server
is powered on and the POST is complete.

Note e For Cisco UCS C220 M6, C240 M6,
UCS C220 M5, C240 M5, C240 SD M5,
C125 M5,C480 M5, C480-M5SML,
Applied Fan Policy depends on the PCle
cards present in the server.

¢ For Cisco UCS C225 M6 and C245 M6,
Applied Fan Policy depends on the PCIe
cards or a specific type of CPU present
in the server.

Configuration Status field

The configuration status of the fan policy. This can be one
of the following:

* SUCCESS —The fan speed set by you matches the
actual fan speed that runs on the server.

* PENDING —The configured fan policy is not in effect
yet. This can be due to one of the following:

* The server is powered off

» The BIOS POST is not complete

* FAN POLICY OVERRIDE—Overrides the specified
fan speed with the actual speed determined by the
configuration requirements of the server.

Note For Cisco UCS C220 M6, C240 M6, UCS
C220 M5, C240 M5, C240 SD M5, C125 M5,
C480 M5, C480 ML M5, Applied Fan Policy
depends on the PCle cards present in the
server.

For Cisco UCS C225 M6 and C245 M6, Applied Fan
Policy depends on the PCle cards or a specific CPU type
present in the server.

Enable Aggressive Cooling check-box

Check this option to enable aggressive cooling.

Note This option is available only on Cisco UCS
C220 M6, C240 M6, C245 M6, and C225 M6

SCrvers.
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Step 4 Click Save Changes.

Configuring DIMM Blocklisting

DIMM Block Listing

In Cisco IMC, the state of the Dual In-line Memory Module (DIMM) is based on SEL event records. A DIMM
is marked bad if the BIOS encounters a non-correctable memory error or correctable memory error with 16000
error counts during memory test execution during BIOS post. If a DIMM is marked bad, it is considered a
non-functional device.

If you enable DIMM blocklisting, Cisco IMC monitors the memory test execution messages and blocklists
any DIMM that encounters memory errors at any given point of time in the DIMM SPD data. This allows the
host to map out those DIMMs.

DIMMs are mapped out or blocklisted only when Uncorrectable errors occur. When a DIMM gets blocklisted,
other DIMM s in the same channel are ignored or disabled, which means that the DIMM is no longer considered
bad.

\Y

Note DIMMs do not get mapped out or blocklisted for 16000 Correctable errors.

Enabling DIMM block Listing

Before you begin

* You must be logged in as an administrator.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory pane, click the Memory tab.

Step 4 In the Memory pane's DIMM block Listing area, click the Enable DIMM block List check box.
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Configuring BIOS Settings

Configuring BIOS Settings

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the Compute menu, click the BIOS tab.

Step 3 In the BIOS tab, click the Configure BIOS tab.

Step 4 Refer BIOS Parameters by Server Model, on page 377 to update the following tabs:

e

* Server Management
* Security

* Processor

* Memory

* Power/Performance
Note The BIOS parameters available depend on the model of the server that you are using.

Important A BIOS parameter available in one tab may affect the parameters on all available tabs, not just the parameters
on the tab that you are viewing.

Entering BIOS Setup

Before you begin

* The server must be powered on.

* You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the work pane, click the BIOS tab.

Step 3 In the Actions area, click Enter BIOS Setup.
Step 4 Click OK at the prompt.
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Enables enter BIOS setup. On restart, the server enters the BIOS setup.

Clearing the BIOS CMOS

Step 1
Step 2
Step 3
Step 4

Before you begin

* The server must be powered on.

* You must log in with admin privileges to perform this task.

In the Navigation pane, click the Compute menu.
In the work pane, click the BIOS tab.
In the Actions area, click Clear BIOS CMOS.

Click OK to confirm.
Clears the BIOS CMOS.

Restoring BIOS Manufacturing Custom Settings

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

Before you begin

* The server must be powered on.

* You must log in with admin privileges to perform this task.

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the BIOS tab.

In the Actions area, click Restore Manufacturing Custom Settings.
Click Yes if you wish to reboot the server immediately.

Click OK to confirm.

Restoring BIOS Defaults

Before you begin

* The server must be powered on.

* You must log in with admin privileges to perform this task.
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Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the BIOS tab.

Step 4 In the Actions area, click Restore Defaults.

Step 5 Click Yes if you wish to reboot the server immediately.

Step 6 Click OK to confirm.

BIOS Profiles

On the Cisco UCS server, default token files are available for every S3260 server platform, and you can
configure the value of these tokens using the Graphic User Interface (GUI), CLI interface, and the XML API
interface. To optimize server performance, these token values must be configured in a specific combination.

Configuring a BIOS profile helps you to utilize pre-configured token files with the right combination of the
token values. Some of the pre-configured profiles that are available are virtualization, high-performance, low
power, and so on. You can download the various options of these pre-configured token files from the Cisco
website and apply it on the servers through the BMC.

You can edit the downloaded profile to change the value of the tokens or add new tokens. This allows you to
customize the profile to your requirements without having to wait for turnaround time.

Uploading a BIOS Profile

You can upload a BIOS profile either from a remote server location or through a browser client.

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the work pane, click the BIOS tab.

Step 3 Click the Configure BIOS Profile tab.

Step 4 To upload the BIOS profile using a remote server location, in the BIOS Profile area, click the Upload button.
Step 5 In the Upload BIOS Profile dialog box, update the following fields:
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Description

Upload BIOS Profile from drop-down list

The remote server type. This can be one of the following:

- TFTP
«FTP
. SFTP
- SCP
«HTTP

Server IP/Hostname field

The IP address or hostname of the server on which the BIOS
profile information is available. Depending on the setting
in the Upload BIOS Profile from drop-down list, the name
of the field may vary.

Path and Filename field

The path and filename of the BIOS profile on the remote
server.

Username field

Username of the remote server.

Password field

Password of the remote server.

Upload button

Uploads the selected BIOS profile.

Note If you chose SCP or SFTP as the remote server
type while performing this action, a pop-up
window is displayed with the message Server
(RA) key fingerprintis<server_finger_print
_ID> Do you wish to continue?. Click Yes or
No depending on the authenticity of the server
fingerprint.

The fingerprint is based on the host's public
key and helps you to identify or verify the host
you are connecting to.

Cancel button

Closes the wizard without making any changes to the
firmware versions stored on the server.

Step 6 To upload the BIOS profile using a browser client, in the BIOS Profile area, click the Upload button.
Step 7 In the Upload BIOS Profile dialog box, update the following fields:

Name Description
File field The BIOS profile that you want to upload.
Browse button Opens a dialog box that allows you to navigate to the appropriate file.
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What to do next
Activate a BIOS profile.

Activating a BIOS Profile

Step 1
Step 2
Step 3
Step 4
Step 5

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Compute menu.

In the work pane, click the BIOS tab.

Click the Configure BIOS Profile tab.

Select a BIOS profile from the BIOS Profile area and click Activate.
At the prompt, click Yes to activate the BIOS profile.

Deleting a BIOS Profile

Step 1
Step 2
Step 3
Step 4
Step 5

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the BIOS tab.

Select a BIOS profile from the BIOS Profile area and click Delete.
At the prompt, click OK to delete the BIOS profile.

Backing up a BIOS Profile

Step 1
Step 2
Step 3
Step 4
Step 5

Before you begin

You must log in with admin privileges to perform this task.

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the BIOS tab.

Select a BIOS profile from the BIOS Profile area and click Take Backup.
At the prompt, click OK to take a backup of the BIOS profile.

Activating a BIOS Profile [J]
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What to do next
Activate a BIOS profile.

Viewing BIOS Profile Details

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the BIOS tab.

Step 4 Select a BIOS profile from the BIOS Profile area and click Details.

Step 5 Review the following information in the BIOS Profile Details window:
Name Description
Token Name column Displays the token name of the BIOS profile.
Display Name column Displays the user name of the BIOS profile.
Profile Value column Displays the value that was provided in the uploaded file.
Actual Value column Displays the value of the active BIOS configuration.

Secure Boot Certificate Management

Beginning with 4.2(2a) release, Cisco IMC allows you to upload up to ten certificates for configured secure
HTTP Boot device. You can also delete and upload a new certificate for the specific boot device configured.
Cisco IMC allows you to upload up to ten root CA Certificates.

Viewing Secure Boot Certificate Details

You can view the details of a secure boot certificate, which is already uploaded.

Before you begin

You must log in with admin privileges to perform this task. log in as admin

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the work pane, click the BIOS tab.
Step 3 Click the Secure Boot Certificate Management tab.

Step 4 From the certificates table, select the certificate, which you wish to view.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing the Server

Step 5
Step 6

Viewing Secure Boot Certificate Details .

Click the View Secure Boot Certificate icon above the table.

View Secure Boot Certificate dialog box is displayed.

You can view the following information:

Table 2: General Area

Field

Description

Certificate ID field

Displays the certificate ID assigned by Cisco IMC.

Serial Number field

The serial number for the server.

Valid From field

Certificate validity start date.

Valid To field

Certificate expiry date.

Table 3: Subject Area

Field

Description

Country Code field

Country code of the certificate.

Locality field

Locality of the certificate.

State Name field

State of the certificate.

Organization Name field

Organization of the certificate.

Organization Unit field

Organization unit of the certificate.

Common Name field

Certificate name.

Table 4: Issuer Area

Field

Description

Country Code field

Country code of the issuer.

Locality field

Locality of the issuer.

State Name field

State of the issuer.

Organization Name field

Organization of the issuer.

Organization Unit field

Organization unit of the issuer.

Common Name field

Issuer name.
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Uploading Secure Boot Certificate

You can upload a boot certificate either from a remote server location or from local location.

Before you begin

* You must log in with admin privileges to perform this task. log in as admin

* If you wish to upload using Local upload, ensure that the certificate file resides on a locally accessible
file system.

* Ensure that the generated certificate is of type server.

* The following certificate formats are supported:

ee.crt
e e .cer

e+ pem

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the work pane, click the BIOS tab.

Step 3 Click the Secure Boot Certificate Management tab.

Step 4 To upload the boot certificate, click the upload button (+).

Step 5 You can upload the certificate using one of the following methods:

* Paste the certificate directly in the paste certificate text field
* Upload from local location

* Upload from remote location

In the Add Secure Boot Certificatedialog box, update the fields as per your the method you wish to upload the certificate:

Table 5: Add Secure Boot Certificate

Field Description

Paste Secure Boot Certificate radio button Allows you to copy the entire content of the signed

certificate and paste it in the Paste certificate content text
field.

Note Ensure the certificate is signed before
uploading.

Upload from local radio button Allows you to browse and navigate to the location of the
authorities certificate file that you want to add.
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Deleting a Secure Boot Certificate .

Field

Description

Upload from remote location radio button

Allows you to choose the certificate from a remote location
and Upload it. Enter the following details:

* Upload Secure Boot Certificate from—
* TFTP Server

* FTP Server
* SFTP Server
* SCP Server
* HTTP Server

« Server IP/Hostname—The IP address or hostname
of the server on which the certificate file should be
stored. Depending on the setting in the Upload
Certificate from drop-down list, the name of the field
may vary.

+ Path and Filename—The path and filename Cisco
IMC should use when uploading the file to the remote
server.

» Username—The username the system should use to
log in to the remote server. This field does not apply
if the protocol is TFTP or HTTP.

* Password—The password for the remote server
username. This field does not apply if the protocol is
TFTP or HTTP.

Upload Secure Boot Certificate button

Allows you to Upload the certificate to the server.

Deleting a Secure Boot Certificate

You can delete a boot certificate which is already uploaded on Cisco IMC.

Before you begin

You must log in with admin privileges to perform this task. log in as admin

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the work pane, click the BIOS tab.

Step 3 Click the Secure Boot Certificate Management tab.

Step 4 From the certificates table, select the certificate, which you wish to delete.
Step 5 Click the Delete Secure Boot Certificate icon above the table.
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Step 6 Click Yes to confirm.

Setting Dynamic Front Panel Temperature Threshold

The Dynamic Front Panel Temperature Threshold option allows you to set the upper critical threshold for the
front panel temperature sensor.

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Sensors.

Step 3 In the Sensors pane, click the Temperature tab.

Step 4 Expand the Dynamic Front Panel Temperature Threshold area, and enter an upper critical threshold for the front panel

temperature sensor in the Critical field. You can enter a value between 8 and 50.
Step 5 Click Save Changes.

Persistent Memory Modules

Cisco UCS C-Series Release 4.0(4) introduces support for the Intel” Optane " Data Center persistent memory
modules on the UCS M5 servers that are based on the Second Generation Intel” Xeon Scalable processors.
These persistent memory modules can be used only with the Second Generation Intel” Xeon" Scalable
processors.

Persistent memory modules are non-volatile memory modules that bring together the low latency of memory
and the persistence of storage. Data stored in persistent memory modules can be accessed quickly compared
to other storage devices, and is retained across power cycles.

For detailed information about configuring persistent memory modules, see the Cisco UCS: Configuring and
Managing Intel® Optane™ Data Center Persistent Memory Modules Guide.
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CHAPTER 5

Viewing Server Properties

This chapter includes the following sections:

* Viewing Server Utilization, on page 67

* Viewing CPU Properties, on page 69

* Viewing Memory Properties, on page 69

* Viewing PCI Adapter Properties, on page 71
* Viewing Storage Properties, on page 72

* Viewing TPM Properties, on page 73

* Viewing a PID Catalog , on page 74

Viewing Server Utilization

Step 1
Step 2

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Summary.

The Summary node provides information on Chassis Properties, Chassis status, Cisco IMC Information, Power
Utilization and Server Utilization.

Real-time monitoring of CPU, memory, and I/O utilization in the system is provided interms of Compute Usage Per
Second (CUPS) . It is independent of the OS and does not consume CPU resources.

Cisco servers monitors below sensors:

Platform CUPS Sensor - Provides the Computation, Memory, and I/O resource utilization value in the form of a platform
CUPS Index.

Core CUPS Sensor - Provides the computation utilization value.

Memory CUPS Sensor - Provides the memory utilization value.

10 CUPS Sensor - Provides the I/O resource utilization value.

Note CUPS sensors are hardware level sensors and the values will not match the values from OS based tools.

These utilization values are obtained by querying the data from a set of dedicated, sideband telemetry counters provided
by the platform ingredients (CPU and chipset). These counters are called Resource Monitoring Counters (RMCs).
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RMCs provide the real-time information pertaining to the three main domains of platform resources — CPU, memory,
and I/O. The utilization information for each of these domains is obtained by aggregating the individual counters at a

resource instance level.

Step 3 In the Server Utilization area, review the following information:

Description

Overall Utilization (%)

Measured as CUPS Index. This is a composite metric used
to provide quick high level assessment of Platform
Utilization. The CUPS Index is thus a measure of the
compute headroom available on the server. Hence, if the
system has a large CUPS Index, then there is limited
headroom to place additional workload on that system. As
the resource consumption decreases, the system’s CUPS
Index decreases. A low CUPS Index indicates that there is
a large amount of compute headroom and the server is a
prime target for receiving new workloads or having the
workload migrated off and the server being put into a lower
power state in order to reduce power consumption. Such
workload monitoring can then be applied throughout the
data center to provide a high-level and holistic view of the
datacenter’s workload.

CPU Utilization (%0)

CPU RMC provides CPU utilization metrics. These are
individual CPU core counters which are aggregated to
provide the cumulative utilization of all the cores in the
package.

Memory Utilization (%)

Memory RMC provides memory utilization metrics. These
are individual counters to measure memory traffic occurring
at each memory channel or memory controller instance.
These are then aggregated to measure the cumulative
memory traffic across all the memory channels in the
package.

10 Utilization (%)

IO RMC provides 10 utilization metrics. These are
individual counters, one per root port in the PCI Express
Root Complex to measure PCI Express traffic emanating
from or directed to that root port and the segment below.
These counters are then aggregated to measure PCI express
traffic for all PCI Express segments emanating from the
package. The PCI Express Root Port represents a PCI
segment and is hence is the single central component that
carries the entire traffic generated by that segment.
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Viewing CPU Properties

Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory pane, click the CPUs tab.

Step 4 Review the following information for each CPU:
Name Description
Socket Name field The socket in which the CPU is installed.
Vendor field The vendor for the CPU.
Status field The status of the CPU.
Family field The family to which this CPU belongs.
Version field The version information of the CPU.
Speed field The CPU speed, in megahertz.
Number of Cores field The number of cores in the CPU.
Signature field The signature information for the CPU.
Number of Threads field The maximum number of threads that the CPU can process concurrently.

Viewing Memory Properties

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Inventory.
Step 3 In the Inventory pane, click the Memory tab.
Step 4 In the Memory Summary area, review the following summary information about memory:
Name Description
Memory Speed field The memory speed, in megahertz.
Total Memory field The total amount of memory available on the server if all DIMMs are fully
functional.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .



. Viewing Memory Properties

Step 5

Viewing Server Properties |

Description

Effective Memory field

The actual amount of memory currently available to the server.

When a server has Intel” Optanem DC persistent memory modules the effective
memory is calculated as follows:

* Memory mode or Mixed mode—It is an approximate sum of all the
DCPMM memory.

Note Memory and Mixed modes are available only on some servers.

 Appdirect mode—It is an approximate sum of all the DCPMM memory
and the DRAMs memory.

Redundant Memory field

The amount of memory used for redundant storage.

Failed Memory field

The amount of memory that is currently failing, in megabytes.

Ignored Memory field

The amount of memory currently not available for use, in megabytes.

Number of Ignored DIMMs field

The number of DIMMs that the server cannot access.

Number of Failed DIMMs field

The number of DIMMs that have failed and cannot be used.

Memory RAS Possible field

Details about the RAS memory configuration that the server supports.

Memory Configuration field

The current memory configuration. This can be one of the following:

» Maximum Performance—The system automatically optimizes the memory
performance.

» Mirroring—The server maintains two identical copies of the data in
memory. This option effectively halves the available memory on the server,
as one half is automatically reserved for mirrored copy.

* Lockstep—If the DIMM pairs in the server have an identical type, size,
and organization and are populated across the SMI channels, you can enable
lockstep mode to minimize memory access latency and provide better
performance.

DIMM location diagram

Displays the DIMM or memory layout for the current server.

In the DIMM Block Listing area, view

the overall status of a DIMM and also enable DIMM block listing.

Name

Description

Overall DIMM Status field

The overall status of a DIMM. This can be one of the following:
* Good—The DIMM status is available.

» Severe Fault— The DIMM status when uncorrectable ECC errors are
present.

Enable DIMM Block List checkbox

Check this option to enable DIMM block listing.
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Viewing PCI Adapter Properties .

Step 6 In the Memory Details table, review the following detailed information about each DIMM:

Tip Click a column header to sort the table rows, according to the entries in that column.

Name

Description

Name column

The name of the DIMM slot in which the memory module is installed.

Capacity column

The size of the DIMM.

Channel Speed column

The clock speed of the memory channel, in megahertz.

Channel Type column

The type of memory channel.

Memory Type Detail column

The type of memory used in the device.

Bank Locator column

The location of the DIMM within the memory bank.

Manufacturer column

The vendor ID of the manufacturer. This can be one of the following:

» 0x2C00—Micron Technology, Inc.

* 0x5105—Qimonda AG i. In.

* 0x802C—Micron Technology, Inc.

* 0OX80AD—Hynix Semiconductor Inc.
* 0OXxB0CE—Samsung Electronics, Inc.
* 0x8551—Qimonda AG i. In.

* OXADOO—Hynix Semiconductor Inc.

* 0OXCEO0O—Samsung Electronics, Inc.

Serial Number column

The serial number of the DIMM.

Asset Tag column

The asset tag associated with the DIMM, if any.

Part Number column

The part number for the DIMM assigned by the vendor.

Visibility column

Whether the DIMM is available to the server.

Operability column

Whether the DIMM is currently operating correctly.

Data Width column

The amount of data the DIMM supports, in bits.

Viewing PCI Adapter Properties

Before you begin

The server must be powered on, or the properties will not display.
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Step 1 In the Navigation pane, click the Chassis menu.

Step 2 In the Chassis menu, click Inventory.

Step 3 In the Inventory pane, click the PCI Adapters tab.

Step 4 In the PCI Adapters area, review the following information for the installed PCI adapters:

Name Description

Slot ID column The slot in which the adapter resides.

Product Name column The name of the adapter.

Option ROM Status column Indicates the Option ROM status. This can be one of the following:

¢ Loaded—Data is available in the card.
* Not Loaded—Data is not available in the card.

* Load Error—Card is present and Option ROM is enabled. But Option
ROM failed to load due to an error in the card.

Firmware Version column The firmware versions of the adapters.
Note The firmware versions are displayed only for adapters that provide

versions through the standard UEFT interface. For example, Intel
LOM and Emulex Adapters.

Vendor ID column The adapter ID assigned by the vendor.

Sub Vendor ID column The secondary adapter ID assigned by the vendor.

Device ID column The device ID assigned by the vendor.

Sub Device ID column The secondary device ID assigned by the vendor.

Viewing Storage Properties

Before you begin

The server must be powered on, or the properties will not display.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the Inventory tab.

Step 4 In the Storage tab, review the following information:
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Viewing TPM Properties .

Name Description

Controller field PCle slot in which the controller drive is located.

PCI Slot field The name of the PCle slot in which the controller drive is located.
Product Name field Name of the controller.

Serial Number field The serial number of the storage controller.

Firmware Package Build field The active firmware package version number.

Product ID field Product ID of the controller.

Battery Status field Status of the battery.

Cache Memory Size field The size of the cache memory, in megabytes.

Health field The health of the controller.

Viewing TPM Properties

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Inventory.
In the Inventory pane, click the TPM tab

Review the following information:

Name Description

\ersion field The TPM version. This field displays NA if the TPM version details are not
available.

Presence field Presence of the TPM module on the host server.

» Equipped—The TPM is present on the host server.

*« Empty—The TPM does not exist on the host server.

Model field The model number of the TPM. This field displays NA if the TPM does not
exist on the host server.

Enabled Status field Whether or not the TPM is enabled.
* Enabled—The TPM is enabled.

» Disabled—The TPM is disabled.

» Unknown—The TPM does not exist on the host server.
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Viewing a PID Catalog

Step 1
Step 2
Step 3

Step 4

Viewing Server Properties |

Description

Vendor field

The name of the TPM vendor. This field displays NA if the TPM does not exist
on the host server.

Active Status field

Activation status of the TPM.
» Activated—The TPM is activated.
» Deactivated—The TPM is deactivated.

» Unknown—The TPM does not exist on the host server.

Note In some C-series servers that have installed TPM version 2.0,
Active Status is displayed as NA.

Serial field

The serial number of the TPM. This field displays NA if the TPM does not exist
on the host server.

Ownership field

The ownership status of TPM.
* Owned—The TPM is owned.

* Unowned—The TPM is unowned.

* Unknown—The TPM does not exist on the host server.

Note In some C-series servers that have installed TPM version 2.0,
Ownership status is displayed as NA.

Revision field

Revision number of the TPM. This field displays NA if the TPM does not exist
on the host server.

Firmware Version field

Details of the firmware version.

In the Navigation pane, click the Compute tab.
In the Compute working area, click the PID Catalog tab.

Review the following summary information about the PID catalog:

» Activation Status: The activation status of the PID catalog.

« Current Activated Version: The activated version of the PID catalog.

In the CPUs table, review the following information about CPU:

Name

Description

Socket Name column

The socket in which the CPU is installed.
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Step 5

Step 6

Step 7

Viewing a PID Catalog .

Description

Product ID column

The product ID for the CPU.

Model column

The model number of the CPU

In the Memory table, review the following information about memory:

Description

Name column

The name of the memory slot.

Product ID column

The product ID for the memory slot assigned by the vendor.

Vendor ID column

The ID assigned by the vendor.

Capacity column

The size of the memory.

Speed (MHz) column

The memory speed, in megahertz.

In the PCI Adapters table, review the following information about PCI adapter:

Name

Description

Slot column

The slot in which the adapter resides.

Product ID column

The product ID for the adapter.

Vendor ID column

The adapter ID assigned by the vendor.

Sub Vendor ID column

The secondary adapter ID assigned by the vendor.

Device ID column

The device ID assigned by the vendor.

Sub Device ID column

The secondary device ID assigned by the vendor.

In the HDD table, review the following

information about HDD:

Name

Description

Disk column

The disk of the hard drive.

Product ID column

The product ID for the hard drive.

Controller column

The system-defined name of the selected Cisco Flexible Flash controller. This
name cannot be changed.

Vendor column

The vendor for the hard drive.

Model column

The model of the hard drive.
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Viewing Sensors

This chapter includes the following sections:

* Viewing Chassis Sensors, on page 77

Viewing Chassis Sensors

Viewing Power Supply Sensors

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Sensors.
Step 3 In the Sensors working area, click the Power Supply tab.

Step 4 Review the following sensor properties for power supply:

Properties Area

Name Description

Redundancy Status field The power supply redundancy status.

Threshold Sensors Area

Name Description

Sensor Name column The name of the sensor

Sensor Status column The status of the sensor. This can be one of the following:
« Unknown

« Informational
* Normal

» Warning

* Critical

* Non-Recoverable
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Description

Reading column

The current power usage, in watts.

Warning Threshold Min column

The minimum warning threshold.

Warning Threshold Max column

The maximum warning threshold.

Critical Threshold Min column

The minimum critical threshold.

Critical Threshold Max column

The maximum critical threshold.

Discrete Sensors Area

Name

Description

Sensor Name column

The name of the sensor.

Sensor Status column

The status of the sensor. This can be one of the following:

* Unknown

* Informational
* Normal

* Warning

* Critical

» Non-Recoverable

Reading column

The basic state of the sensor.

Viewing Fan Sensors

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Sensors.

In the Sensors working area, click the Fan tab.

Review the following fan sensor properties:

Name

Description

Sensor Name column

The name of the sensor
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Viewing Temperature Sensors

Step 1
Step 2
Step 3
Step 4

Viewing Temperature Sensors .

Description

Sensor Status column

The status of the sensor. This can be one of the following:

* Unknown

« Informational
* Normal

» Warning

* Critical

» Non-Recoverable

Speed (RPMS) column

The fan speed in RPM.

Warning Threshold Min column

The minimum warning threshold.

Warning Threshold Max column

The maximum warning threshold.

Critical Threshold Min column

The minimum critical threshold.

Critical Threshold Max column

The maximum critical threshold.

Non-Recoverable Threshold Min
column

The minimum non-recoverable threshold.

Non-Recoverable Threshold Max
column

The maximum non-recoverable threshold.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Sensors.

In the Sensors working area, click the Temperature tab.

Review the following temperature sensor properties:

Description

Sensor Name column

The name of the sensor
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Description

Sensor Status column

The status of the sensor. This can be one of the following:

* Unknown

« Informational
* Normal

» Warning

* Critical

» Non-Recoverable

Temperature column

The current temperature, in Celsius.

Warning Threshold Min column

The minimum warning threshold.

Warning Threshold Max column

The maximum warning threshold.

Critical Threshold Min column

The minimum critical threshold.

Critical Threshold Max column

The maximum critical threshold.

Non-Recoverable Threshold Min
column

The minimum non-recoverable threshold.

Non-Recoverable Threshold Max
column

The maximum non-recoverable threshold.

Viewing Voltage Sensors

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Sensors.
Step 3 In the Sensors working area, click the Voltage tab.
Step 4 Review the following voltage sensor properties:
Name Description
Sensor Name column The name of the sensor
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Description

Sensor Status column

* Unknown

« Informational
* Normal

» Warning

* Critical

» Non-Recoverable

The status of the sensor. This can be one of the following:

Voltage (V) column

The current voltage, in Volts.

Warning Threshold Min column

The minimum warning threshold.

Warning Threshold Max column

The maximum warning threshold.

Critical Threshold Min column

The minimum critical threshold.

Critical Threshold Max column

The maximum critical threshold.

Non-Recoverable Threshold Min
column

The minimum non-recoverable threshold.

Non-Recoverable Threshold Max
column

The maximum non-recoverable threshold.

Viewing Current Sensors

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Sensors.

In the Sensors working area, click the Current tab.

Review the following current sensor properties:

Description

Sensor Name column

The name of the sensor

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .



. Viewing LED Sensors

Viewing Sensors |

Description

Sensor Status column

The status of the sensor. This can be one of the following:

* Unknown

« Informational
* Normal

» Warning

* Critical

» Non-Recoverable

Current (A) column

The value of current, in Ampere (A).

Warning Threshold Min column

The minimum warning threshold.

Warning Threshold Max column

The maximum warning threshold.

Critical Threshold Min column

The minimum critical threshold.

Critical Threshold Max column

The maximum critical threshold.

Non-Recoverable Threshold Min
column

The minimum non-recoverable threshold.

Non-Recoverable Threshold Max
column

The maximum non-recoverable threshold.

Viewing LED Sensors

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Sensors.

In the Sensors working area, click the LEDs tab.

Review the following LED sensor properties:

Description

Sensor Name column

The name of the sensor

LED Status column

Whether the LED is on, blinking, or off.

LED Color column

The current color of the LED.

For details about what the colors mean, see the hardware installation guide for
the type of server you are using.
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Viewing Storage Sensors

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click Sensors tab.

Under the Storage tab, view the following statistics for the server in Storage Sensors area:

Name

Description

Name column

The name of the storage device.

Status column

A brief description of the storage device status.
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CHAPTER 7

Managing Remote Presence

This chapter includes the following sections:

* Configuring Serial Over LAN, on page 85

* Configuring Virtual Media, on page 86

» Virtual KVM Console, on page 93

» Launching KVM Console, on page 94

* Virtual KVM Console - Cisco UCS C-Series M6 and Later Servers, on page 94
* Configuring the Virtual KVM, on page 107

Configuring Serial Over LAN

Serial over LAN enables the input and output of the serial port of a managed system to be redirected over IP.
Configure and use serial over LAN on your server when you want to reach the host console with Cisco IMC.

Step 1
Step 2
Step 3
Step 4
Step 5

|

Important  You cannot use native serial redirection and serial over LAN simultaneously.

Before you begin

You must log in as a user with admin privileges to configure serial over LAN.

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the Remote Management tab.

In the Remote Presence pane, click the Serial over LAN tab.

In the Serial over LAN Properties area, update the following properties:

Name

Description

Enabled check box

If checked, Serial over LAN (SoL) is enabled on this server.
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Description

Baud Rate drop-down list

The baud rate the system uses for SoL. communication. This can be one of the
following:

* 9600 bps
* 19.2 kbps
* 38.4 kbps
* 57.6 kbps
* 115.2 kbps

Com Port drop-down list

The serial port through which the system routes SoL communication.
You can select one of the following:

* com0—SoL communication is routed through COM port 0, an externally
accessible serial port that supports either a physical RJ45 connection to an
external device or a virtual SoL connection to a network device.

If you select this option, the system enables SoL and disables the RJ45
connection, which means that the server can no longer support an external
serial device.

* com1—SoL communication is routed through COM port 1, an internal
port accessible only through SoL.

If you select this option, you can use SoL. on COM port 1 and the physical
RJ45 connection on COM port 0.

Note Changing the Com Port setting disconnects any existing SoL
sessions.

SSH Port filed

The port through which you can access Serial over LAN directly. The port
enables you to by-pass the Cisco IMC shell to provide direct access to SoL.

The valid range is 1024 to 65535. The default value is 2400.

Note Changing the SSH Port setting disconnects any existing SSH
sessions.

Step 6 Click Save Changes.

Configuring Virtual Media

Before you begin

You must log in as a user with admin privileges to configure virtual media.
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Step 1 In the Navigation pane, click Compute.

Step 2 In the Compute menu, select a server.

Step 3 Click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab.

Step 5 In the vKVVM Console Based vMedia Properties Area, update the following properties:

Name Description
Enabled check box If checked, virtual media is enabled.
Note If you clear this check box, all virtual media devices are

automatically detached from the host.

Active Sessions field The number of virtual media sessions that are currently running.

Low Power USB Enabled check box |If checked, low power USB is enabled.

If the low power USB is enabled, after mapping the ISO and rebooting the host,
the virtual drives appear on the boot selection menu.

But, while mapping an ISO to a server that has a UCS VIC P81E card and the
NIC is in Cisco Card mode, this option must be disabled for the virtual drives
to appear on the boot selection menu.

Step 6 Click Save Changes.

Creating a Cisco IMC Mapped vMedia Volume

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab
Step 5 In the Current Mappings area, click Add New Mapping.

Step 6 In the Add New Mapping dialog box, update the following fields:

Name Description

Volume field The identity of the image mounted for mapping.
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Description

Mount Type drop-down list

The type of mapping. This can be one of the following:

Note Ensure that the communication port of the mount type that you
choose is enabled on the switch. For example, when you are using
CIFS as your mount type, ensure port 445 (which is its
communication port) is enabled on the switch. Similarly, enable
ports 80 for HTTP, 443 for HTTPS and 2049 for NFS when you
use them.

* NFS—Network File System.
* CIFS—Common Internet File System.

* WWW(HTTP/HTTPS)—HTTP-based or HTTPS-based system.

Note Before mounting the virtual media, Cisco IMC tries to verify
reachability to the end server by pinging the server.

Remote Share field

The URL of the image to be mapped. The format depends on the selected Mount
Type:
* NFS—Use serverip: /share.

* CIFS—Use //serverip/share.
* WWW(HTTP/HTTPS)—Use http[s]://serverip/share.

Remote File field

The name and location of the .iso or .img file in the remote share.
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Name Description

Mount Options field
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Description

Industry-standard mount options entered in a comma separated list. The options
vary depending on the selected Mount Type.

If you are using NFS, leave the field blank or enter one or more of the following:

*ro
o rw
Note The folder, which is shared, should have write permissions

to use read-write option. Read-write option is available only
for .img files.

* nolock

* noexec

*soft

* port=VALUE

* timeo=VALUE
* retry=VALUE
* rsize=VALUE
* wsize=VALUE

s vers=VALUE

If you are using CIFS, leave the field blank or enter one or more of the
following:

*ro
e rw
Note The folder, which is shared, should have write permissions
to use read-write option. Read-write option is available only
for .img files.
* soft
* nounix

* noserverino

e guest

* username=VALUE—ignored if guest is entered.
* password=VALUE—ignored if guest is entered.
¢ sec=VALUE

The protocol to use for authentication when communicating with the remote
server. Depending on the configuration of CIFS share, VALUE could be
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Description

one of the following:

* None—No authentication is used

* NtIm—NT LAN Manager (NTLM) security protocol. Use this option
only with Windows 2008 R2 and Windows 2012 R2.

* NtImi—NTLMi security protocol. Use this option only when you
enable Digital Signing in the CIFS Windows server.

* NtImssp—NT LAN Manager Security Support Provider (NTLMSSP)
protocol. Use this option only with Windows 2008 R2 and Windows
2012 R2.

* NtImsspi—NTLMSSPi protocol. Use this option only when you
enable Digital Signing in the CIFS Windows server.

* NtImv2—NTLMv2 security protocol. Use this option only with Samba
Linux.

* NtImv2i—NTLMwv2i security protocol. Use this option only with
Samba Linux.
¢ vers=VALUE
Note The format of the VALUE should be X.x

If you are using WWW(HTTP/HTTPS), leave the field blank or enter the
following:

* noauto
Note Before mounting the virtual media, Cisco IMC tries to verify

reachability to the end server by pinging the server.

* username=VALUE

* password=VALUE

User Name field

The username for the specified Mount Type, if required.

Password field

The password for the selected username, if required.

Step 7 Click Save.

Viewing Cisco IMC-Mapped vMedia Volume Properties

Before you begin

You must log in with admin privileges to perform this task.
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Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the Compute menu, select a server.
Step 3 In the work pane, click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab
Step 5 Select a row from the Current Mappings table.

Step 6 Click Properties and review the following information:
Name Description
Add New Mapping button Opens a dialog box that allows you to add a new image.
Properties button Opens a dialog box that allows you to view or change the properties for the

selected image.

Unmap button Unmaps the mounted vMedia.

Last Mapping Status The status of the last mapping attempted.

Volume column The identity of the image.

Mount Type drop-down list The type of mapping.

Remote Share field The URL of the image.

Remote File field The exact file location of the image.

Status field The current status of the map. This can be one of the following:

* OK—The mapping is successful.
* In Progress—The mapping is in progress.

» Stale—Cisco IMC displays a text string with the reason why the mapping
is stale.

* Error—Cisco IMC displays a text string with the reason for the error.

Removing a Cisco IMC-Mapped vMedia Volume

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing Remote Presence
Remapping an Existing Cisco IMC vMedia Image .

Step 5 Select a row from the Current Mappings table.
Step 6 Click Unmap.

Remapping an Existing Cisco IMC vMedia Image

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the Compute menu, select a server.
Step 3 In the work pane, click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab
Step 5 Select a row from the Current Mappings table.
Step 6 Click Remap.

Deleting a Cisco IMC vMedia Image

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Compute menu.
Step 2 In the Compute menu, select a server.
Step 3 In the work pane, click the Remote Management tab.

Step 4 In the Remote Management tab, click the Virtual Media tab
Step 5 Select a row from the Current Mappings table.
Step 6 Click Delete.

Virtual KVM Console

The vKVM console is an interface accessible from Cisco IMC that emulates a direct keyboard, video, and
mouse (VKVM) connection to the server. The vK VM console allows you to connect to the server from a
remote location.

Here are a few major advantages of using Cisco KVM Console:

* The Cisco KVM console provides connection to KVM, SOL, and vMedia whereas the Avocent KVM
provides connection only to KVM and vMedia.
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* In the KVM Console, the vMedia connection is established at the KVM Launch Manager and is available
for all users.

» The KVM console offers you an advanced character replacement options for the unsupported characters
while pasting text from the guest to the host.

* The KVM console provides you an ability to store the vMedia mappings on CIMC.

Instead of using CD/DVD or floppy drives physically connected to the server, the vKVM console uses virtual
media, which are actual disk drives or disk image files that are mapped to virtual CD/DVD or floppy drives.
You can map any of the following to a virtual drive:

» CD/DVD or floppy drive on your computer

* Disk image files (ISO or IMG files) on your computer
+ USB flash drive on your computer

* CD/DVD or floppy drive on the network

* Disk image files (ISO or IMG files) on the network

» USB flash drive on the network

You can use the vKVM console to install an OS on the server.

Launching KVM Console

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6
Step 7
Step 8
Step 9

You can launch the KVM console from either the Home page or from the Remote Management area.

To launch the console from Home page, in the Navigation pane, click the Chassis menu.
In the Chassis menu, click Summary.

From the tool bar, click Launch vKVM.

Alternatively, in the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the Remote Management tab.

In the Remote Management pane, click the Virtual KVM tab.

In the Virtual vKVM tab, click Launch vKVVM console.

Required: Click the URL link displayed in the pop-up window to load the client application. You need to click the link
every time you launch the vVKVM console.

Virtual KVM Console - Cisco UCS C-Series M6 and Later Servers

The vKVM console is an interface accessible from Cisco IMC that emulates a direct keyboard, video, and
mouse (VKVM) connection to the server. It allows you to connect to and control the server from a remote
location and to map physical locations to virtual drives that can by accessed by the server during this vVKVM
session.
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Beginning with release 4.2(1a), Cisco IMC provides Cisco based vVKVM console for C-Series M6 servers
with the following options:

Console Menu

Menu Item Description

KVM Selects KVM (Keyboard Video and Mouse) as the
active console.

SOL Selects SOL (Serial Over LAN) as the active console.
Note SOL is not visible if SOL is inactive,

instead Activate SOL is visible.

Activate SOL Allows you to login to SOL session using user name
and password.

Note Activate SOL option is visible only
when SOL session is not active for any
reason.

File Menu

Menu Item Description

Paste Clipboard Text Opens the Paste Clipboard Text dialog box that
allows you to paste content.
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Menu Item

Description

Paste Clipboard Text dialog box

Note This option is supported only in KVM
console. Unsupported character handling
is found only in KVM console because
it supports English characters only. SOL
console supports all Unicode characters.

Paste Clipboard Text dialog box has the following
options:

* When an unsupported character is found in
pasted text: drop-down list:

* Ignore all unsupported characters—Ignores
all the unsupported characters in the text.

* Cancel the paste operation—Cancels the
send operation.

* Replace the character(s) with a mapped
value—If the character is not mapped,
opens the Unsupported Character dialog
box. See Table 6: Unsupported Character
dialog box, on page 97 for more
information.

* Ask what to do with characte—Opens the
Unsupported Character dialog box. See
Table 6: Unsupported Character dialog box,
on page 97 for more information.

+ Character Mapping button—Opens the
sub-menu to edit/delete character mappings.
Character mappings replace the unsupported
character with a user-defined string (no character
length).

« Save button—Saves the option selected for
When an unsupported character is found in
pasted text: drop-down list.

Note This option is visible only when the
setting is updated.

» Enter Text to Paste field

» Send button—Sends the text.

Capture to File

Opens the Save dialog box that allows you to save
the current screen as a PNG image.
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Table 6: Unsupported Character dialog hox

Option Description

Character context Group of 11 characters where the unsupported
character is found. Five characters before and five
characters after the unsupported character. However,
more characters from before or after the unsupported
character are pulled if enough characters after or
before are not available to make 11 characters.

Choose what to do with the unsupported character | Allows you to select one of the following actions:

drop-down list * [gnore the character(s)—Provides additional

options to determine unsupported character(s) to
ignore.

* Cancel the paste operation—Cancels the
operation.

Replace the character(s)}—Provides additional
options to determine what to replace the
unsupported character(s) with.

Replacement field Note This option is visible only for Replace
the character(s) option.

Enter a replacement character.

Store a mapping of this replacement to the Note This option is visible only for Replace
unsupported character check box the character(s) option.

Allows you to save the character mapping.

Repeat this action for all unsupported_character |Repeats the selected action for all instances of the

characters check box unsupported character being evaluated.
Repeat this action for all unsupported characters | Note This option is not visible only for
check box Cancel the paste operation option.

Allows you to save the same action for the same
unsupported character.

View Menu
Menu Item Description
Refresh Updates the console display with the current video
output of the server.
Note This option is supported only in KVM
console.
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Menu ltem Description
Video Quality You can select one of the following from the
sub-menu:
* High
* Medium
* Low
« Ultra Low
Note This option is supported only in KVM
console.
Clear SOL Console Clears the Cisco SOL terminal.
Note This option is supported only in SOL
console.
Full Screen Expands the vVKVM console so that it fills the entire
screen.
Macro menu

\}

Note Macro menu is supported only in KVM console.

Menu ltem Description
Static Macros Displays a predefined set of macros sub-menu.
User Defined Macros Displays a user defined set of macros sub-menu.
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Menu Item

Description

Manage

Opens the Manage Macros dialog box, which allows
you to add, delete, edit macros; restore the predefined
set of macros; and assign hotkey to a macro.

To create a new macro, click Macros > Manager
Macros > Create New Macro

Opens the Create New Macro dialog box.

* Enter keystrokes for new user defined
macro—Enter the desired key(s).

« Special Characters drop-down list—Select the
desired special character and click Add.

 Create button—Save the new macro.

To restore predefined set of macros, click Macros >
Manager Macros > Restore Static Macros.
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Menu Item

Description

Stats
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Menu Item

Description

Opens the Stats dialog box:

KVM Stats:
« Total Bytes Rec—Total bytes received.
* Total Bytes Sent—Total bytes sent.

* Rx Bandwidth—Received bandwidth measured
in the number of KBs per second.

» Tx Bandwidth—Transmitted bandwidth
measured in the number of KBs per second.

* Frame Rate—Frame rate measured in the
number of frames per second.

* Video Tile Rate—Video tiles rendered per
second.

When vMedia is activated, the VKV M-Mapped
vMedia Stats area displays the following:

« Total Bytes Rec—Total bytes received.
* Total Bytes Sent—Total bytes sent.
* Device—The type of local device.

» Mapped File—The type of local device or image
file to which the host server device is mapped.

* Duration—The elapsed time of the device to
map.

+ Read Bytes—The number of bytes read from
the vK VM media.

» Write Bytes—The number of bytes written to
the VK VM media.

» Owner—The user who mapped the media to the
browser.

CIMC-Mapped vMedia Stats area displays the
following:

* Device—The type of local device.

» Mapped File—The type of local device or image
file to which the host server device is mapped.

« Device Status—Possible device status:
* device mount in progress

* device mounted
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Menu Item

Description

* device eject in progress

* ¢jected from host

Following are the error status
» mount failed
 unmount failed
* connection timed out
» file server rejected connection
« file server rejected credentials
« file server path not found
» file not found
» file(s) still in use
» open file as read only failed
* open file as read/write failed
« file input/output failed
* HTTP server did not return content length
* HTTP server does not support range request
« invalid parameters
* invalid device usage

« invalid device type

Session User List

Opens the Session User List dialog box that shows
all the user IDs that have an active vK VM session.

The same can be accessed from the Session User List
icon on top.

Keyboard Displays the virtual keyboard for the vK VM console,
which you can use to input data.
Note This option is supported only in SOL
console.
USB Reset Provides you an option to reset keyboard, mouse, and

virtual media.

Note Resetting any USB connection affects
all the input to the server including
virtual media, keyboard, and mouse.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing Remote Presence

Power Menu

Virtual KVM Console - Cisco UCS C-Series M6 and Later Servers .

Menu Item

Description

Power On System

Powers on the system.

This option is disabled when the system is powered
on and it is enabled when the system is not powered.

Power Off System Powers off the system from the virtual console
session.
This option is enabled when the system is powered
on and disabled when the system is not powered on.
Reset System Reboots the system without powering it off.

This option is enabled when the system is powered
on and disabled when the system is not powered on.

Power Cycle System

Turns off system and then back on.

This option is enabled when the system is powered
on and disabled when the system is not powered on.

Boot Device Menu

Description

No Override

Enables the host to boot to the first device configured.

Boot Device list

A list of boot devices that the server uses to boot from
only for the next server boot, without disrupting the
currently configured boot order. Once the server boots
from the one time boot device, all its future reboots
occur from the previously configured boot order. A
maximum of 15 devices are displayed on the vVKVM
console.

Virtual Media Menu

Description

Create Image

Allows you to create an ISO image. Drag and drop
files or folders in the Create Image dialog box; these
files or folders are converted to an ISO image. You
can use the Download 1SO Image button to save the
ISO image to your local machine.

Note Create Image option is not available in
Safari browser.
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Description

Activate vMedia

Allows you to login to vMedia session using user
name and password.

Note Activate vMedia option is visible only
when vMedia session is not active for
any reason.

If Activate vMedia otion is visible,
other vMedia options are not displayed.

vKVM-Mapped vDVD

Opens the Map Virtual Media - CD/DVD dialog
box, which allows you to select an ISO image from
your local computer and map the drive.

Note Virtual Media is not available for
read-only users.

vKVM-Mapped vHDD

Opens the Map Virtual Media - Removable Disk
dialog box, which allows you to select an ISO image
from your local computer and map the drive.

Note Virtual Media is not available for
read-only users.

vKVM-Mapped vFDD

Opens the Map Virtual Media - Floppy Disk dialog
box, which allows you to select an ISO image from
your local computer and map the drive.

Note Virtual Media is not available for
read-only users.

CIMC-Mapped vDVD

Opens the Map Virtual Media - CD/DVD dialog
box, which allows you to select an ISO image from
your local computer and map the drive. It also allows
you to save, edit, and delete mappings.

For more information on mount options, see Table 7:
Add New Mapping Dialog Box, on page 105.

Note Virtual Media is not available for
read-only users.

CIMC-Mapped vHDD

Opens the Map Virtual Media - CD/DVD dialog
box, which allows you to select an ISO image from
your local computer and map the drive. It also allows
you to save, edit, and delete mappings.

For more information on mount options, see Table 7:
Add New Mapping Dialog Box, on page 105.

Note Virtual Media is not available for
read-only users.
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Name Description

Name field User defined name of the virtual media.

NFS button Network File System based mapping.

CIFS button Common Internet File System based mapping.
HTTP/S HTTP-based or HTTPS-based mapping.

File Location field

Location of the .iso file in the following format:

* <IP Address or DNSName>[:Port]/.isofile path

Username field

Note Available only for CIFS and HTTP/S
based mappings.

The username, if any.

Password field

Note Auvailable only for CIFS and HTTP/S
based mappings.

The password for the selected username, if any.

Mount Options field

Note Available only for CIFS and NFS based
mappings.

The selected mount options.

« NFS—For NFS, either leave the field blank or
enter one or more of the following:

» wsize=VALUE
* vers=VALUE

* timeo=VALUE
* retrans=VALUE
* retry=VALUE

* rsize=VALUE

* For CIFS, either leave the field blank or enter
one or more of the following:

* nounix

* noserverino

* sec=VALUE
* vers=VALUE
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Description

Auto-remap check box

Cisco IMC automatically remaps the device when the
host system ejects the media.

Stored vMedia button

Opens an additional area on the right to select stored
vMedia from the respective list.

Save button

Saves the vMedia.

Map Drive button

Saves and maps the mounted vMedia.

CD/DVD panel

Provides a list of stored vMedia. If you are mapping
using CIMC-Mapped vDVD option, then you can
also edit or delete any vMedia from this list.

Removable Disk panel

Provides a list of stored vMedia. If you are mapping
using CIMC-Mapped vHDD option, then you can
also edit or delete any vMedia from this list.

Chat Menu

Menu Item Description

Chat Opens the Chat box to communicate with other users.
Help Icon

Name Description

Take a Site Tour

Provides a quick interactive tour of the new console.

Help Topics

Clicking this option brings you back to this window.

About

Displays the version number of the Cisco vVKVM
console.

Language Icon

Shows a drop-down list of the supported languages. You can select desired language from the list.

Profile Menu Icon

The Profile Menu icon is located on the top right hand corner of the console.

Name Description
Role Displays your user role name.
Server Displays the host name or IP address.
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Description

Settings

Opens the Settings dialog box:

* Maintain Aspect Ratio toggle—Maintains the
aspect ratio of the viewer window.

« Mouse Mode

+ Absolute Positioning—Cursor position in
the view mirrors the local machine cursor
position.

* Relative Positioning—Cursor position in
the view is calculated relative to the
previous position.

* Video Inactivity Timeout drop-down
list—Allows you to select preset time period or
inactivity on the console after which the console
video times out.

« Number of terminal scrollback lines
field—Allows you to configure the number of
lines which can be scrolled for Cisco SOL
terminal.

» Theme—Allows you to toggle between dark and
light theme.

« Save button—Saves the settings for all users.

Sign Out

Signs out and closes the vKVM console.

Configuring the Virtual KVM

Before you begin

You must log in as a user with admin privileges to configure the virtual KVM.

Step 1 In the Navigation pane, click the Compute menu.

Step 2 In the Compute menu, select a server.

Step 3 In the work pane, click the Remote Management tab.
Step 4 In the Remote Management pane, click the Virtual KVM tab.

Step 5 In the VKVVM Properties area on the Virtual KVM tab, complete the following fields:
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Description

Enabled check box

If checked, the virtual KVM is enabled.

Note The virtual media viewer is accessed through the KVM. If you
disable the KVM console, Cisco IMC also disables access to all
virtual media devices attached to the host.

Max Sessions drop-down list

The maximum number of concurrent KVM sessions allowed. You can select
any number between 1 and 4.

Active Sessions field

The number of KVM sessions running on the server.

Remote Port field

The port used for KVM communication.

Enable Video Encryption check box

If checked, the server encrypts all video information sent through the KVM.

Enable Local Server Video check box

If checked, the KVM session is also displayed on any monitor attached to the

SCrVer.

Click Save Changes.

Enabling the Virtual KVM

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

Before you begin

You must log in as a user with admin privileges to enable the virtual KVM.

In the Navigation pane, click the Compute menu.

In the Compute menu, select a server.

In the work pane, click the Remote Management tab.

In the Remote Management pane, click the Virtual KVM tab.
On the Virtual KVM tab, check the Enabled check box.
Click Save Changes.

Disabling the Virtual KVM

Step 1
Step 2
Step 3

Before you begin

You must log in as a user with admin privileges to disable the virtual KVM.

In the Navigation pane, click the Compute menu.
In the Compute menu, select a server.
In the work pane, click the Remote Management tab.
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Step 4 In the Remote Management pane, click the Virtual KVM tab.
Step 5 On the Virtual KVM tab, uncheck the Enabled check box.
Step 6 Click Save Changes.
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CHAPTER 8

Managing User Accounts

This chapter includes the following sections:

* Modifying or Adding Local Users for Cisco UCS C-Series M6 and Earlier Servers , on page 111
* Managing SSH Keys in User Accounts, on page 113

* Non-IPMI User Mode, on page 117

* Changing Password as a Non-Admin User, on page 118

* Password Expiry, on page 121

* Configuring Password Expiry Duration, on page 121

* Enabling Password Expiry, on page 122

* Configuring Account Lockout Details, on page 123

* Configuring User Authentication Precedence, on page 123

* Resetting User Credentials to Factory Default Values, on page 123
* LDAP Servers, on page 125

* TACACS+ Authentication, on page 135

* Viewing User Sessions, on page 137

Modifying or Adding Local Users for Cisco UCS C-Series M6
and Earlier Servers

Step 1
Step 2
Step 3
Step 4

The Cisco IMC now implements a strong password policy wherein you are required to follow guidelines and
set a strong password when you first log on to the server for the first time. The Local User tab displays a
Disable Strong Password button which allows you to disable the strong password policy and set a password
of your choice by ignoring the guidelines. Once you disable the strong password, an Enable Strong Password
button is displayed. By default, the strong password policy is enabled.

Before you begin

You must log in as a user with admin privileges to configure or modify local user accounts.

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the User Management pane, click the Local User Management tab.
To add a local user account, click Add User.
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To modify a local user account, click a row in the Local User Management pane and click Modify User.

Step 5 In the Modify User Details or Local User Details dialog box, update the following properties:

Description

ID field

The unique identifier for the user.

Username field

The username for the user.

Enter between 1 and 16 characters.

Role Played field

The role assigned to the user. This can be one of the following:

* read-only—A user with this role can view information but cannot make
any changes.

» user—A user with this role can perform the following tasks:
* View all information

* Manage the power control options such as power on, power cycle,
and power off

e Launch the vK VM console and virtual media
* Clear all logs
* Ping

» admin—A user with this role can perform all actions available through
the GUI, CLI, and IPML.

Note Any user with admin role will not have the option of Change
Password from the right top corner in Settings drop-down menu.

To change password as a non-admin user, select read-only or user
role and not the admin role.

Enabled check box

If checked, the user is enabled on Cisco IMC.

Change Password check box

Enable this check box if you want to change the password.
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Description

New Password field

The password for this user name.

Click the Suggest button to get a system generated password that you may want
to use.

When you move the mouse over the help icon beside the field, the following
guidelines to set the password are displayed:

* The password must have a minimum of 8 and a maximum of 20 characters.

The password can have a maximum of 127 characters for non IPMI users.
* The password must not contain the user's name.

* The password must contain characters from three of the following four
categories:

* English uppercase characters (A through Z).

* English lowercase characters (a through z).

* Base 10 digits (0 through 9).

* Non-alphabetic characters (!, @, #, $, %, "\, &, *, -, ,+,=).

These guidelines are meant to define a strong password for the user, for security
reasons. However, if you want to set a password of your choice ignoring these
guidelines, click the Disable Strong Password button on the Local User
Management tab. While setting a password when the strong password option
is disabled, you can use between 1- 20 characters.

Confirm Password field

The password repeated for confirmation.

Step 6 Enter password information.
Step 7 Click Save Changes.

Managing SSH Keys in User Accounts

Configuring SSH Keys

You must log in as a user with admin privileges to view the SSH keys for all the users. If you are a non-admin
user, you can view the SSH keys only for your account.

The Cisco IMC sessions authenticated using public SSH keys will be active even if the password has expired.
You can also start new sessions using the public SSH key even after the password has expired.

Account lockout option does not apply to the accounts that use public key authentication.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .



B Adding SSH Keys

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Before you begin

Managing User Accounts |

* You must log in as a user with admin privileges to configure SSH keys for all the users.

* Ensure that you have created a pair of SSH RSA keys, public and private.

* Ensure that the SSH keys are in .pem or .pub format.

In the Navigation pane, click the Admin menu.

In the Admin menu, click the User Management tab.
In the User Management pane, click the Local User Management tab.
To view the number of SSH keys configured for an account, view the details in the SSH Key Count field.

To view the details of the SSH keys for an account, click a row in the Local User Management pane and click SSH

Keys.
The SSH Keys window is displayed.

In the SSH Keys window, view the following properties:

Name Description

ID field The unique identifier for the SSH key.

Comment User name and remote server host name in the format username@hostname
Key Details of the public SSH key configured for a specific user.

What to do next

Add or modify the SSH keys.

Adding SSH Keys

Step 1
Step 2
Step 3
Step 4

Step 5

Before you begin

* You must log in as a user with admin privileges to add SSH keys for all users.

* [f you are a non-admin user, you can add SSH keys only for your account.

In the Navigation pane, click the Admin menu.
In the Admin menu, click the User Management tab.

In the User Management pane, click the Local User Management tab.

To add the SSH keys for an account, click a row in the Local User Management pane and click SSH Keys.

The SSH Keys window is displayed.

Click any of the radio buttons near the ID column.
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Step 6 Click Add Keys icon in the SSH Keys window to add the SSH key.
Step 7 Select any of the following radio buttons to add the SSH key.
a) Select Paste SSH key.

Copy the public SSH key from the host and paste the key in the text field.
b) Select Upload from local.

Click Browse and navigate to the public SSH key file that you want to add.
¢) Select Upload from remote location.

Enter the following details to upload the public key file from the remote location.

Name Description
Upload SSH key from drop-down | The remote server type. This can be one of the following:
list « TFTP
* FTP
» SCP
» SFTP
* HTTP
Note If you choose FTP, SCP or SFTP, you will be prompted to enter
your username and password.
Server IP/Hostname field The IP address or hostname of the server on which the SSH key file is
available
Path and Filename field The path and filename of the public SSH key file on the remote server.

Step 8 Click Upload SSH Key.

What to do next
Modify or delete the SSH keys.

Modifying SSH Keys

Before you begin

* You must log in as a user with admin privileges to modify the SSH keys for all the users.

* If you are a non-admin user, you can modify the SSH keys only for your account.

Step 1 In the Navigation pane, click the Admin menu.
Step 2 In the Admin menu, click the User Management tab.
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Step 3 In the User Management pane, click the Local User Management tab.
Step 4 To view and modify the SSH keys, click a row in the Local User Management pane and click SSH Keys.

The SSH Keys window is displayed.
Step 5 To modify the SSH key, review the list of SSH keys and select the desired row in the SSH Keys window.
Step 6 Click the Modify Key icon.

Step 7 Select any of the following radio buttons to modify the SSH key.
a) Select Paste SSH key.

Copy the updated public SSH key from the host and paste the key in the text field.
b) Select Upload from local.

Click Browse and navigate to the updated public key file that you want to upload.
¢) Select Upload from remote location.

Enter the following details to upload the updated public key file from the remote location.

Name Description

Upload SSH key from drop-down | The remote server type. This can be one of the following:
list « TETP

« FTP
* SCP
* SFTP
« HTTP

Note If you choose FTP, SCP or SFTP, you will be prompted to enter
your username and password.

Server IP/Hostname field The IP address or hostname of the server on which the updated SSH key file
is available

Path and Filename field The path and filename of the updated public SSH key file on the remote
server.

Step 8 Click Upload SSH Key.

What to do next
Delete an SSH key.
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Deleting SSH Keys

Before you begin

* You must log in as a user with admin privileges to delete the SSH keys for all the users.

* If you are a non-admin user, you can delete the SSH keys only for your account.

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click the User Management tab.

Step 3 In the User Management pane, click the Local User Management tab.

Step 4 To view and delete the SSH keys for a user account, click a row in the Local User Management pane and click SSH
Keys.

The SSH Keys window is displayed.
Step 5 To delete the SSH key, review the list of SSH keys and select the desired row in the SSH Keys window.
Step 6 Click the Delete Key icon.

A pop-up window is displayed with the message Do you want to del ete the selected SSH key?

Step 7 Click Yes to confirm the deletion.

Non-IPMI User Mode

Release 4.1 introduces a new user configuration option called User Mode that allows you to switch between
IPMI and non-IPMI user modes. Introduction of the non-IPMI user mode provides enhanced password security
for users and security enhancements to the BMC database that were restricted in earlier releases due to the
constraints posed by the IPMI 2.0 standards. Non-IPMI user mode allows you to use 127 characters to set
user passwords whereas users in [PMI mode are restricted to a password length of 20 characters. Non-IPMI
user mode enables you to set stronger passwords for users configured in this mode.

You must consider the following configuration changes that occur while switching between user modes, when
you:

* Switch to the non-IPMI mode, IPMI over LAN will not be supported.

» Switch from the non-IPMI to IPMI mode, deletes all the local users and reverts user credentials to default
username and password. On subsequent login, you will be prompted to change the password.

User data is not affected when you switch from IPMI to non-IPMI mode.

» Downgrade the firmware to a versions lower than 4.1 and if the user mode is non-IPMI, deletes all the
local users and reverts user credentials to default username and password. On subsequent login, you will
be prompted to change the default password.

)

Note When you reset to factory defaults, the user mode reverts to IPMI mode.
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Switching between IPMI and Non-IPMI User Modes
A\

Caution  Performing this procedure restarts SSH, KVM, Webserver, XML API, and REST API services. It also removes
the IPMI user support when you switch to Non-IPMI user mode.

Before you begin

You must log in as a user with admin privileges to perform this action.

SUMMARY STEPS

1. In the Navigation pane, click the Admin tab.

2. Inthe Admin tab, click User Management.

3. Click the Disable IPMI User Mode or Enable IPMI User Mode button and click OK to confirm.
DETAILED STEPS

Step 1 In the Navigation pane, click the Admin tab.
Step 2 In the Admin tab, click User Management.
Step 3 Click the Disable IPMI User Mode or Enable IPMI User Mode button and click OK to confirm.

Changing Password as a Non-Admin User
~

Note To perform this task, you must first login as admin and add a user with read-only or user privileges. Only
then, you will be able to login as a non-admin user to change the password.

Step 1 Login as an admin user.

Step 2 In the Navigation pane, click the Admin menu.

Step 3 In the Admin menu, click User Management.

Step 4 In the User Management pane, click the Local User Management tab.

Step 5 To configure or add a local user account, click a row in the Local User Management pane and click Add User.

Step 6 In the Add User dialog box, update the following properties by adding a user with read-only or user privileges:

Name Description
ID field The unique identifier for the user.
Username field The username for the user.

Enter between 1 and 16 characters.
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Description

Role Played field

The role assigned to the user. This can be one of the
following:

* read-only—A user with this role can view information
but cannot make any changes.

* user—A user with this role can perform the following
tasks:

* View all information

* Manage the power control options such as power
on, power cycle, and power off

» Launch the KVM console and virtual media
* Clear all logs

* Toggle the locator LED

* Set time zone

* Ping

» admin—A user with this role can perform all actions
available through the GUI, CLI, and IPMI.

Note To change password select read-only or user
role and not the admin role.

Enabled check box

If checked, the user is enabled on the Cisco IMC.

Change Password check box

If checked, the user is enabled to change the password.
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Description

New Password

Enter the new password for this username.

Click the Suggest button to get a system generated password
that you may want to use.

When you move the mouse over the help icon beside the
field, the following guidelines to set the password are
displayed:

* The password must have a minimum of 8 and a

maximum of 14 characters.

For Non IPMI users, the password can have maximum
of 127 characters.

* The password must not contain the User's Name.

* The password must contain characters from three of
the following four categories:

* English uppercase characters (A through Z).

* English lowercase characters (a through z).

* Base 10 digits (0 through 9).

* Non-alphabetic characters (!, @, #, $, %, ", &, *,

— n)
s _59 .

These guidelines are meant to define a strong password for
the user, for security reasons. However, if you want to set
a password of your choice ignoring these guidelines, click
the Disable Strong Password button on the Local User
Management tab. While setting a password when the strong
password option is disabled, you can use between 1- 20
characters.

Confirm Password field

The password repeated for confirmation.

Step 7 Click Save Changes.

Note On changing the password, you will be logged out of Cisco IMC.
Step 8 After creating a new user with read-only or user privileges, logout as admin.
Step 9 Now, login with the newly created read-only or user role. Change Password option is available in the right top corner

in Settings drop-down menu.

When you click on the Settings icon, the drop-down lists the Change Password option. This option is visible only if

you are logged in as a non-admin user.

If you do not see the Change Password option in the drop-down list, login as a non-admin user with read-only or user

privileges.
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You can now use the Change Password option to change your password. As soon as the password is changed, you will
be logged out automatically and will be prompted to login with the new password.

Password Expiry

You can set a shelf life for a password, after which it expires. As an administrator, you can set this time in
days. This configuration would be common to all users. Upon password expiry, the user is notified on login
and would not be allowed to login unless the password is reset.

\}

Note When you downgrade to an older database, existing users are deleted. The database returns to default settings.
Previously configured users are cleared and the database is empty, that is, the database has the default username
- 'admin' and password - 'password'. Since the server is left with the default user database, the change default
credential feature is enabled. This means that when the 'admin' user logs on to the database for the first time
after a downgrade, the user must mandatorily change the default credential.

Password Set Time

A 'Password set time' is configured for every existing user, to the time when the migration or upgrade occurred.
For new users (users created after an upgrade), the Password Set time is configured to the time when the user
was created, and the password is set. For users in general (new and existing), the Password Set Time is updated
whenever the password is changed.

Configuring Password Expiry Duration

Step 1
Step 2
Step 3
Step 4

Before you begin

* You must enable password expiry.

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the Local User Management pane (opens by default), click Password Expiration Details.
In the Password Expiration Details dialog box, update the following fields:

Name Description

Enable Password Expiry check box | Checking this box allows you to configure the Password Expiry Duration.
Uncheck the check box to disable it.

Password Expiry Duration field The time period that you can set for the existing password to expire (from the
time you set a new password or modify an existing one). The range is between
1 to 3650 days.

Note Password expiry once set by the admin is applicable for all users
that are subsequently created.
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Step 5
Step 6

Name Description

Password History field The number of occurrences when a password was entered. When this is enabled,
you cannot repeat a password. Enter a value between 0 to 5. Entering 0 disables
this field.

Notification Period field Notifies the time by when the password expires. Enter a value between 0 to 15

days. Entering 0 disables this field.

Note The notification period time must be lesser than the password
expiry duration.

Grace Period field Time period till when the existing password can still be used, after it expires.
Enter a value between 0 to 5 days. Entering 0 disables this field.
Note The grace period time must be lesser than the password expiry
duration.
Note The valid Password Expiry Duration must be greater than the Notification Period and the Grace Period.

If otherwise, you will see an User Password Expiry Policy configuration error.

Click Save Changes.

Optionally, click Reset Values to clear the text fields and reset the values you entered. Click Restore Defaults to revert
to the default settings.

Enabling Password Expiry

Step 1
Step 2
Step 3
Step 4

Before you begin

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the Local User Management pane (opens by default), click Password Expiration Details.
In the Password Expiration Details dialog box, check the Enable Password Expiry check box.

The Password Expiry Duration text field becomes editable and you can configure the duration by entering a number
in days.

What to do next

Configure password expiry duration.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing User Accounts
Configuring Account Lockout Details .

Configuring Account Lockout Details

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click User Management.

Step 3 In the User Management pane, click the Local User Management tab.
Step 4 In the Local User Management pane, click Account Lockout Details.

Step 5 In the Account Lockout Details dialog box, complete the following:

Name Description

Allowed Attempts (0-20) field Number of unsuccessful log in attempts allowed for a user
before which it is locked out for the duration defined in
Lockout Period.

Lockout Period (0-60 Minutes) field The time duration, in minutes, for which the user account
is locked out after the allowed attempts.

Disable User on Lockout check box Disables the user ID up on lockout.

Configuring User Authentication Precedence

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click User Management.

Step 3 In the User Management pane, click the Local User Management tab.

Step 4 In the Local User Management pane, click Configure User Authentication Precedence.

Step 5 In the Configure User Authentication Precedence dialog box, select the database for which you wish to update the
priority.

Step 6 Use the Up or the Down arrow to change the priority of the database.

Resetting User Credentials to Factory Default Values
A

Caution  You may lose current IP address settings, NIC port settings, NIC redundancy after performing this procedure.
Cisco recommends that you make a note of your current server settings before performing this procedure.
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Before you begin

Ensure that your management Ethernet cable is plugged into the dedicated management port.

SUMMARY STEPS

Login as an admin user.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Summary.

From the tool bar, click Launch KVM.

Alternatively, in the Navigation pane, click the Compute menu.

From the Power menu, select Reset System.

When prompted, press F8 to enter the Cisco IMC Configuration Utility. This utility opens in the KVM
console window.

Check the Factory Default check box, the server reverts to the factory defaults.

Press F5 to refresh the settings that you made. You might have to wait about 45 seconds until the new
settings appear and the message Network settings configured is displayed before you reboot the server
in the next step.

NOOAWN

© ®

10. Press F10 to save your settings and reboot the server.

DETAILED STEPS

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6
Step 7
Step 8
Step 9

Step 10

Login as an admin user.

In the Navigation pane, click the Chassis menu.

In the Chassis menu, click Summary.

From the tool bar, click Launch KVM.

Alternatively, in the Navigation pane, click the Compute menu.

a. In the Compute menu, select a server.

b. 1In the work pane, click the Remote Management tab.

c. Inthe Remote Management pane, click the Virtual KVM tab.

d. Inthe Virtual KVM tab, click Launch HTML based KVM console.

From the Power menu, select Reset System.
When prompted, press F8 to enter the Cisco IMC Configuration Ultility. This utility opens in the KVM console window.
Check the Factory Default check box, the server reverts to the factory defaults.

Press F5 to refresh the settings that you made. You might have to wait about 45 seconds until the new settings appear
and the message Network settings configured is displayed before you reboot the server in the next step.

Press F10 to save your settings and reboot the server.
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LDAP Servers

Cisco IMC supports directory services that organize information in a directory, and manage access to this
information. Cisco IMC supports Lightweight Directory Access Protocol (LDAP), which stores and maintains
directory information in a network. In addition, Cisco IMC supports Microsoft Active Directory (AD). Active
Directory is a technology that provides a variety of network services including LDAP-like directory services,
Kerberos-based authentication, and DNS-based naming. The Cisco IMC utilizes the Kerberos-based
authentication service of LDAP.

When LDAP is enabled in the Cisco IMC, user authentication and role authorization is performed by the
LDAP server for user accounts not found in the local user database. The LDAP user authentication format is
username@domain.com.

By checking the Enable Encryption check box in the LDAP Settings area, you can require the server to
encrypt data sent to the LDAP server.

Configuring the LDAP Server

Step 1
Step 2
Step 3
Step 4
Step 5

The Cisco IMC can be configured to use LDAP for user authentication and authorization. To use LDAP,
configure users with an attribute that holds the user role and locale information for the Cisco IMC. You can
use an existing LDAP attribute that is mapped to the Cisco IMC user roles and locales or you can modify the
LDAP schema to add a new custom attribute, such as the CiscoAVPair attribute, which has an attribute ID
0f 1.3.6.1.4.1.9.287247.1.

|

Important  For more information about altering the schema, see the article at

http://technet.microsoft.com/en-us/library/bb727064.aspx.

\}

Note

that is mapped to the Cisco IMC user roles and locales.

This example creates a custom attribute named CiscoAVPair, but you can also use an existing LDAP attribute

If you are using Group Authorization on the Cisco IMC LDAP configuration, then you can skip Steps 1-4
and perform the steps listed in the Configuring LDAP Settings and Group Authorization in Cisco IMC section.

The following steps must be performed on the LDAP server.

In the Navigation pane, click the Admin menu.
In the Admin menu, click User Management.
In the User Management pane, click LDAP.

Ensure that

the LDAP schema snap-in is installed.

Using the schema snap-in, add a new attribute with the following properties:

Properties

Value

Common Name CiscoAVPair

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .


http://technet.microsoft.com/en-us/library/bb727064.aspx

. Configuring LDAP Settings and Group Authorization in Cisco IMC

Managing User Accounts |

Properties Value

LDAP Display Name CiscoAVPair

Unique X500 Object ID 1.3.6.1.4.1.9.287247.1
Description CiscoAVPair

Syntax Case Sensitive String

Step 6 Add the CiscoAVPair attribute to the user class using the snap-in:

a) Expand the Classes node in the left pane and type U to select the user class.

b) Click the Attributes tab and click Add.

¢) Type C to select the CiscoAVPair attribute.

d) Click OK.
Step 7 Add the following user role values to the CiscoAVPair attribute, for the users that you want to have access to Cisco IMC:
Role CiscoAVPair Attribute Value
admin shell:roles="admin"
user shell:roles="user"
read-only shell:roles="read-only"
Note For more information about adding values to attributes, see the article at

http://technet.microsoft.com/en-us/library/bb727064.aspx.

What to do next

Use the Cisco IMC to configure the LDAP server.

Configuring LDAP Settings and Group Authorization in Cisco IMC

Before you begin

You must log in as a user with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click User Management.

Step 3 In the User Management pane, click LDAP.

Step 4 In the LDAP Settings area, update the following properties:
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Name Description

Enable LDAP check box If checked, user authentication and role authorization is
performed first by the LDAP server, followed by user
accounts that are not found in the local user database.

Base DN field Base Distinguished Name. This field describes where to
load users and groups from.

It must be in the de=domain , dc=com format for Active
Directory servers.

Domain field The IPv4 domain that all users must be in.

This field is required unless you specify at least one Global
Catalog server address.

Enable Secure LDAP check box If checked, the server enables secure LDAP and prompts
you to download LDAP CA certificate. Refer Downloading
an LDAP CA Certificate, on page 133 to download LDAP
CA certificate.

To delete an existing secure LDAP certificate, un-check
this option. Follow the system prompts to confirm deletion.

Timeout (0 - 180) seconds The number of seconds the Cisco IMC waits until the LDAP
search operation times out.

If the search operation times out, Cisco IMC tries to connect
to the next server listed on this tab, if one is available.

Note The value you specify for this field could
impact the overall time.

Note If you check the Enable Secure LDAPcheck box, enter the fully qualified domain name (FQDN) of the
LDAP server in the LDAP Server field. To resolve the FQDN of the LDAP server, configure the preferred
DNS of Cisco IMC network with the appropriate DNS IP address.

Step 5 In the Configure LDAP Servers area, update the following properties:

Name Description

Pre-Configure LDAP Servers radio button If checked, the Active Directory uses the pre-configured
LDAP servers.

LDAP Servers fields
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Description

Server

The IP address of the 6 LDAP servers.

If you are using Active Directory for LDAP, then servers
1, 2 and 3 are domain controllers, while servers 4, 5 and 6
are Global Catalogs. If you are not Active Directory for
LDAP, then you can configure a maximum of 6 LDAP
servers.

Note You can provide the IP address of the host
name as well.

Port

The port numbers for the servers.

If you are using Active Directory for LDAP, then for servers
1, 2 and 3, which are domain controllers, the default port
number is 389. For servers 4, 5 and 6, which are Global
Catalogs, the default port number is 3268.

LDAPS communication occurs over the TCP 636 port.
LDAPS communication to a global catalog server occurs
over TCP 3269 port.

Use DNS to Configure LDAP Servers radio button

If checked, you can use DNS to configure access to the
LDAP servers.

DNS Parameters fields

Source drop-down list

Specifies how to obtain the domain name used for the DNS
SRV request. It can be one of the following:

+ Extracted—specifies using domain name
extracted-domain from the login ID

+ Configured—specifies using the configured-search
domain.

+ Configured-Extracted—specifies using the domain
name extracted from the login ID than the
configured-search domain.

Domain to Search

A configured domain name that acts as a source for a DNS
query.
This field is disabled if the source is specified as Extracted.

Forest to Search

A configured forest name that acts as a source for a DNS
query.
This field is disabled if the source is specified as Extracted.

Step 6 In the Binding Parameters area, update the following properties:
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Step 7
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Description

Method drop-down list

It can be one of the following:

* Anonymous—requires NULL username and password.
If this option is selected and the LDAP server is
configured for Anonymous logins, then the user can
gain access.

+ Configured Credentials—requires a known set of
credentials to be specified for the initial bind process.
If the initial bind process succeeds, then the
distinguished name (DN) of the user name is queried
and re-used for the re-binding process. If the re-binding
process fails, then the user is denied access.

* Login Credentials—requires the user credentials. If
the bind process fails, the user is denied access.

By default, the Login Credentials option is selected.

Binding DN The distinguished name (DN) of the user. This field is
editable only if you have selected Configured Credentials
option as the binding method.

Password The password of the user. This field is editable only if you

have selected Configured Credentials option as the binding
method.

In the Search Parameters area, update the following fields:

Name

Description

Filter Attribute

This field must match the configured attribute in the schema
on the LDAP server.

By default, this field displays SAMAccountName.

Group Attribute

This field must match the configured attribute in the schema
on the LDAP server.

By default, this field displays memberOf.

Attribute

An LDAP attribute that contains the role and locale
information for the user. This property is always a
name-value pair. The system queries the user record for the
value that matches this attribute name.

The LDAP attribute can use an existing LDAP attribute that
is mapped to the Cisco IMC user roles and locales, or can
modify the schema such that a new LDAP attribute can be
created. For example, CiscOAvPair.

Nested Group Search Depth (1-128)

Parameter to search for an LDAP group nested within
another defined group in an LDAP group map. The
parameter defines the depth of a nested group search.
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Step 8 (Optional) In the Group Authorization area, update the following properties:

Description

LDAP Group Authorization check
box

If checked, user authentication is also done on the group level for LDAP users
that are not found in the local user database.

If you check this box, Cisco IMC enables the Configure Group button.

Group Name column

The name of the group in the LDAP server database that is authorized to access
the server.

Group Domain column

The LDAP server domain the group must reside in.

Role column

The role assigned to all users in this LDAP server group. This can be one of the
following:

* read-only—A user with this role can view information but cannot make
any changes.

* user—A user with this role can perform the following tasks:

 View all information

* Manage the power control options such as power on, power cycle,
and power off

e Launch the KVM console and virtual media
* Clear all logs
* Ping

» admin—A user with this role can perform all actions available through
the GUI, CLI, and IPMI.

Configure button

Opens the Configure LDAP Group window for an active directory group with
the same Group Name, Group Domain, and Role options listed above.

Once configured, click Save Changes.

Delete button

Deletes an existing LDAP group.

Step 9 Click Save Changes.

LDAP Certificates Overview

Cisco C-series servers allow an LDAP client to validate a directory server certificate against an installed CA
certificate or chained CA certificate during an LDAP binding step. This feature is introduced in the event
where anyone can duplicate a directory server for user authentication and cause a security breach due to the
inability to enter a trusted point or chained certificate into the Cisco IMC for remote user authentication.

An LDAP client needs a new configuration option to validate the directory server certificate during the
encrypted TLS/SSL communication.
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Viewing LDAP CA Certificate Status

Step 1
Step 2
Step 3
Step 4

In the Navigation pane, click the Admin menu.
In the Admin menu, click User Management.
In the User Management pane, click the LDAP tab.

In the Certificate Status area, view the following fields:

Viewing LDAP CA Certificate Status .

Description

Download Status

This field displays the status of the LDAP CA certificate
download.

Export Status

This field displays the status of the LDAP CA certificate
export.

Exporting an LDAP CA Certificate

Step 1
Step 2
Step 3
Step 4

Before you begin

You must log in as a user with admin privileges to perform this action.

You should have downloaded a signed LDAP CA Certificate before you can export it.

In the Navigation pane, click the Admin tab.

In the Admin menu, click User Management.

In the User Management pane, click the LDAP tab.
Click the Export LDAP CA Certificate link.

The Export LDAP CA Certificate dialog box appears.
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Description

Export to Remote Location

Selecting this option allows you to choose the certificate
from a remote location and export it. Enter the following
details:

<+ TFTP Server
* FTP Server
* SFTP Server
» SCP Server
* HTTP Server

Note If you chose SCP or SFTP as the remote
server type while performing this action,
a pop-up window is displayed with the
message Server (RSA) key fingerprint is
<server_finger_print_ID> Do youwish
to continue?. Click Yes or No depending
on the authenticity of the server
fingerprint.

The fingerprint is based on the host's
public key and helps you to identify or
verify the host you are connecting to.

« Server IP/Hostname field — The IP address or
hostname of the server on which the LDAP CA
certificate file should be exported. Depending on the
setting in the Download Certificate from drop-down
list, the name of the field may vary.

+ Path and Filename field — The path and filename
Cisco IMC should use when downloading the
certificate from the remote server.

+ Username field — The username the system should
use to log in to the remote server. This field does not
apply if the protocol is TFTP or HTTP.

+ Password field — The password for the remote server
username. This field does not apply if the protocol is
TFTP or HTTP.

Export to Local Desktop

Selecting this option allows you to choose the certificate
stored on a drive that is local to the computer and export it.

Step 5 Click Export Certificate.
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Downloading an LDAP CA Certificate
Y

Note Only CA certificates or chained CA certificates must be used in Cisco IMC. By default, CA certificate is in
.cer format. If it is a chained CA certificate, then it needs to be converted to .cer format before downloading
it to Cisco IMC.

Steps
1. Inthe Navigation pane, click the Admin tab.
2. In the Admin menu, click User Management.
3. Inthe User Management pane, click the LDAP tab.
4. Click the Download LDAP CA Certificate link.
The Download LDAP CA Certificate dialog box appears.
5. Fill the required information in the Download LDAP CA Certificate dialog box.
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Description

Upload from remote location
radio button

Selecting this option allows you to choose the certificate from a remote
location and Upload it. Enter the following details:

« «TFTP Server
* FTP Server
» SFTP Server
» SCP Server
* HTTP Server

Note If you chose SCP or SFTP as the remote server type
while performing this action, a pop-up window is
displayed with the message Server (RSA) key
fingerprintis<server_finger_print_ID> Doyouwish
to continue?. Click Yes or No depending on the
authenticity of the server fingerprint.

The fingerprint is based on the host's public key and
helps you to identify or verify the host you are
connecting to.

* Server IP/Hostname field — The IP address or hostname of the
server on which the LDAP CA certificate file should be stored.
Depending on the setting in the Upload Certificate from drop-down
list, the name of the field may vary.

« Path and Filename field — The path and filename Cisco IMC
should use when uploading the file to the remote server.

» Username field — The username the system should use to log in
to the remote server. This field does not apply if the protocol is
TFTP or HTTP.

* Password field — The password for the remote server username.
This field does not apply if the protocol is TFTP or HTTP.

Upload through browser client
radio button

Selecting this option allows you to navigate to the certificate stored on
a drive that is local to the computer running the Cisco IMC GUI.

When you select this option, Cisco IMC GUI displays a Browse button
that lets you navigate to the file you want to import.

Paste Certificate content radio
button

Selecting this option allows you to copy the entire content of the signed
certificate and paste it in the Paste certificate content text field.

Note Ensure the certificate is signed before uploading.

Upload Certificate button

Allows you to Upload the certificate to the server.
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Testing LDAP Binding [JJ]

Testing LDAP Binding

Step 1
Step 2
Step 3
Step 4

Step 5

Before you begin

You must log in as a user with admin privileges to perform this action.

\)

Note

LDAP server, configure the preferred DNS of Cisco IMC network with the appropriate DNS IP address.

If you checked the Enable Encryption and the Enable Binding CA Certificate check boxes, enter the fully
qualified domain name (FQDN) of the LDAP server in the LDAP Server field. To resolve the FQDN of the

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the User Management pane, click the LDAP tab.
Click the Test LDAP Binding link.

The Test LDAP CA Certificate Binding dialog box appears.

Name Description

Username field Enter the user name.

Password field Enter the corresponding password.
Click Test.

TACACS+ Authentication

Beginning with 4.1(3b) release, Cisco IMC supports Terminal Access Controller Access-Control System Plus
(TACACSH) user authentication. Cisco IMC supports up to six TACACS+ remote servers. Once a user is
successfully authenticated, the username is appended with (TACACS+). This is also displayed in the Cisco
IMC interfaces.

Refer Enabling TACACS+ Authentication, on page 136 to enable TACACS+ Authentication. Cisco IMC also
supports user authentication precedence in case TACACS+ remote servers are inaccessible. User authentication
precedence can be configured using Configuring User Authentication Precedence, on page 123.

TACACS+ Server Configuration

Privilege level of a user is calculated based on the cisco-av-pair value configured for that user. A cisco-av-pair
should be created on the TACACS+ server. Users cannot use any existing TACACS+ attributes.

Following three syntax are supported for the cisco-av-pair attribute:
* For admin privilege: cisco-av-pair=shell:roles="admin”

* For user privilege: cisco-av-pair=shell:roles="user”
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* For read-only privilege: cisco-av-pair=shell:roles="read-only”

More roles, if required, can be added by using comma as a separator.

\)

Note If cisco-av-pair is not configured on the TACACS+ server, then a user with that server has read-only privilege.

Enabling TACACS+ Authentication

Step 1
Step 2
Step 3
Step 4

Before you begin

Before configuring Terminal Access Controller Access-Control System (TACACS+) based user authentication,
ensure that privilege level of a user is configured on TACACS+ server based on the cisco-av-pair value.

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the User Management pane, click the TACACS+ tab.
Under the TACACS+ Properties area perform the following:

Name Description

Enabled check box Check this box to enable TACACS+ based user
authentication.

Fallback only on no connectivity check box If checked, the authentication falls back to the next

precedence database only in-case Cisco IMC is not able to
connect to any of the configured TACACS+ servers.

Ensure to configure user authentication precedence. Refer
Configuring User Authentication Precedence, on page 123.

Timeout (for each server): (5 - 30) seconds field Time duration, in seconds, for which Cisco IMC waits for
a response from each of the TACACS+ servers

Configuring TACACS+ Remote Server Settings

Step 1
Step 2
Step 3
Step 4
Step 5

You can configure up to six TACACS+ remote servers.

In the Navigation pane, click the Admin menu.

In the Admin menu, click User Management.

In the User Management pane, click the TACACS+ tab.

Under the Server List area, click the radio button for the server ID which you wish to configure and click the Edit button.
Update the following fields:
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Viewing User Sessions

Step 1
Step 2
Step 3
Step 4

Viewing User Sessions .

Description

ID

This is unique identifier of the server and is not user
editable.

IP Address or Host Name

The IP address at which the TACACS+ server is running.

Port

The port on which TACACS+ server is running.

Server key

The same key that is configured on the TACACS+ server.

Repeat the same key for Confirm Server Key.

In the Navigation pane, click the Admin menu.
In the Admin menu, click User Management.
In the User Management pane, click Session Management.

In the Sessions pane, view the following information about current user sessions:

Name

Description

Session ID column

The unique identifier for the session.

BMC Session ID

The identifier for the BMC session.

User Name column

The username for the user.

IP Address column

The IP address from which the user accessed the server. If this is a serial
connection, it displays N/A.

Session Type column

The type of session the user chose to access the server. This can be one of the
following:

» webgui— indicates the user is connected to the server using the web UL
* CLI— indicates the user is connected to the server using CLI.

« serial— indicates the user is connected to the server using the serial port.
* XML APIl— indicates the user is connected to the server using XML API.

* Redfish— indicates the user is connected to the server using Redfish API.

Action column

This column displays N/A when the SOL is enabled and Terminate when the
SOL is disabled. You can terminate a session by clicking Terminate on the
web UL
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Configuring Chassis Related Settings

This chapter includes the following sections:

* Managing Server Power, on page 139

* Pinging a Hostname/IP Address from the Web UI, on page 140
* Toggling the Locator LEDs, on page 140

* Selecting a Time Zone, on page 141

Managing Server Power

Step 1
Step 2
Step 3
Step 4

Before you begin

You must log in with user or admin privileges to perform this task.

In the Navigation pane, click the Chassis menu.
In the Chassis menu, click Summary.
In the toolbar above the work pane, click the Host Power link.

From the drop-down list, select one of the following options:

Actions Description

Power On Powers on the chosen server.

Power Off Powers off the chosen server, even if tasks are running on
that server.

Important  If any firmware or BIOS updates are in
progress, do not power off or reset the server
until those tasks are complete.

Power Cycle Powers off and powers on chosen server.
Hard Reset Reboots the chosen server.
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Actions

Description

Shut Down

Shuts down the chosen server if the operating system
supports that feature.

Pinging a Hostname/IP Address from the Web Ul

Step 1
Step 2

Step 3

Before you begin

You must log in with user or admin privileges to perform this task.

In the toolbar above the work pane, click the Ping icon.
In the Ping Details dialog box, update the following fields:

Actions

Description

*Hostname/IP Address field

Hostname or IP address you want to reach out to.

*Number of Retries field

The maximum number of retries allowed to ping the IP
address. The default value is 3. The valid range is from 1
to 10.

*Timeout field

The maximum response time for a pinging activity. The
default value is 10 seconds. The valid range is from 1 to 20
seconds.

Ping Status field

Displays results of the pinging activity.

Details button

Displays details of the pinging activity.

Ping button

Pings the IP address.

Cancel button

Closes the dialog box without pinging.

Click Ping.

Toggling the Locator LEDs

Step 1

Before you begin

You must log in with user or admin privileges to perform this task.

In the Navigation pane, click the Chassis menu.
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Step 2 In the Chassis menu, click Summary.
Step 3 In the toolbar above the work pane, click the Locator LED link.
Step 4 Select Turn On Locator LED or Turn Off Locator LED.

Selecting a Time Zone

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Chassis menu.
Step 2 In the Chassis menu, click Summary.
Step 3 In the Cisco Integrated Management Controller (Cisco IMC) Information area, click Select Timezone.

Select Timezone screen appears.

Step 4 In the Select Timezone pop-up screen, mouse over the map and click on the location to select your time zone or choose
your time zone from the Timezone drop-down menu.

Step 5 Click OK.
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Configuring Network-Related Settings

This chapter includes the following sections:

* Server NIC Configuration, on page 143

» Common Properties Configuration, on page 153
* Configuring IPv4, on page 154

* Configuring IPv6, on page 155

* Connecting to a VLAN, on page 156

* Connecting to a Port Profile, on page 156

* Configuring Individual Settings, on page 158

* Network Security Configuration, on page 158

* Network Time Protocol Settings, on page 160

Server NIC Configuration

Server NICs

NIC Mode

The NIC mode setting determines which ports can reach the Cisco IMC. The following network mode options
are available, depending on your platform:

« Dedicated—The management port that is used to access the Cisco IMC.

« Cisco Card—Any port on the adapter card that can be used to access the Cisco IMC. The Cisco adapter
card has to be installed in a slot with Network the Communications Services Interface protocol support

(NCSI).
» Shared LOM—Any LOM (LAN on Motherboard) port that can be used to access Cisco IMC.

« Shared LOM Extended—Any LOM port or adapter card port that can be used to access Cisco IMC.
The Cisco adapter card has to be installed in a slot with NCSI support.

\)

Note Shared LOM and Shared LOM Extended ports are available only on some
C-series servers.
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\}

Note For other UCS C-Series M4, M5, C220 M6, and C240 M6 servers, the NIC mode
is set to Shared LOM Extended by default.

+ Shared OCP—The OCP adapter card LOM ports are used to access Cisco IMC. You must select either
the Active-Active or Active-standby NIC redundancy setting in the following step.

» Shared OCP Extended—In this NIC mode, DHCP replies are returned to both the OCP adapter card
LOM ports and the Cisco virtual interface card (VIC) ports. If the system determines that the Cisco VIC
connection is not getting its IP address from a Cisco UCS Manager system because the server is in
standalone mode, further DHCP requests from the Cisco VIC are disabled.

\}

Note Shared OCP and Shared OCP Extended ports are available only on Cisco UCS
C225 M6 and C245 M6 servers.

Default NIC Mode Setting:
* For UCS C-Series C125 M5 servers and S3260 servers, the NIC Mode is set to Cisco Card by default.

For Cisco UCS C225 M6 and C245 M6 servers:

» if the server has a Cisco VIC card with OCP card, then the default NIC mode is Shared OCP Extended
and NIC Redundancy is set to active-active.

» if the server has VIC card populated in NCSI supported slots and no OCP card, then the default NIC
mode is Cisco Card.

« if the server does not have any VIC card and OCP card, the default NIC mode is Dedicated and NIC
Redundancy is set to None.

NIC Redundancy
The following NIC redundancy options are available, depending on the selected NIC mode and your platform:

* active-active—If supported, all ports that are associated with the configured NIC mode operate
simultaneously. This feature increases throughput and provides multiple paths to the Cisco IMC.

« active-standby—If a port that is associated with the configured NIC mode fails, traffic fails over to one
of the other ports associated with the NIC mode.

\}

Note If you choose this option, make sure that all ports associated with the configured
NIC mode are connected to the same subnet to ensure that traffic is secure
regardless of which port is used.

» None—In Dedicated mode, NIC redundancy is set to None.

The available redundancy modes vary depending on the selected network mode and your platform. For the
available modes, see the Hardware Installation Guide (HIG) for the type of server you are using. The C-Series
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HIGs are available at the following URL:
http://www.cisco.com/en/US/products/ps10493/prod installation guides_list.html

VIC Slots
The VIC slot that can be used for management functions in Cisco card mode.
For C240 M6 and C245 M6, VIC slot options are as follows:

* Riser 1—Slot 1 and Slot 2

* Riser 2—Slot 4 and Slot 5
* mMLOM

\)

Note For C240 M6 and C245 M6, after resetting to factory default settings, the slot precedence is as follows:
1. mLOM

2. Riser1 - Slot 2; and Riser 2 - Slot 5
3. Riser 1 - Slot 1; and Riser 2- Slot 4

For C220 M6 and C225 M6, VIC slot options are as follows:

» Riser 1—Slot 1 is selected.
 Riser 3 —Slot 3 is selected.

* MLOM

\}

Note For C220 M6 and C225 M6, after resetting to factory default settings, the slot precedence is as follows:
1. mLOM

2. Riser1-Slot1
3. Riser 3 -Slot 3

For C125 M5, VIC slot option is Riser 2.
For C220 M4, C220 M5 and C240 MS5 servers, VIC slot options are as follows:
* Riser 1—Slot 1 is selected.

» Riser 2—Slot 2 is selected.

* FLEX LOM—SIot 3 (MLOM) is selected.

For C240 M4 servers, VIC slot options are as follows:

* Riser 1—Slot 2 is the primary slot, but you can also use slot 1.

* Riser 2—Slot 5 is the primary slot, but you can also use slot 4.
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* FLEX LOM—SIot 7 (MLOM) is selected.

For C480 M5 ML servers, Cisco card mode slot is Slot 11 and Slot 12.
The following options are available only on some UCS C-Series servers:
o4
*5
*9
<10

\)

Note This option is available only on some UCS C-Series servers.

Configuring Server NICs

Configure a server NIC when you want to set the NIC mode and NIC redundancy.

Before you begin

You must log in as a user with admin privileges to configure the NIC.

Step 1 In the Navigation pane, click the Admin menu.
Step 2 In the Admin menu, click Networking.
Step 3 In the NIC Properties area, update the following properties:
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Description

NIC Mode drop-down list

The ports that can be used to access Cisco IMC. This can be one of the following:

* Dedicated—The management port that is used to access the Cisco IMC.

« Cisco Card—Any port on the adapter card that can be used to access Cisco
IMC. The Cisco adapter card has to be installed in a slot with Network the
Communications Services Interface protocol support (NCSI).

+ Shared OCP—The OCP adapter card LOM ports are used to access Cisco
IMC. You must select either the Active-Active or Active-standby NIC
redundancy setting in the following step.

+ Shared OCP Extended—In this NIC mode, DHCP replies are returned
to both the OCP adapter card LOM ports and the Cisco virtual interface
card (VIC) ports. If the system determines that the Cisco VIC connection
is not getting its IP address from a Cisco UCS Manager system because

the server is in standalone mode, further DHCP requests from the Cisco
VIC are disabled.

Note Shared OCP and Shared OCP Extended ports are available
only on Cisco UCS C225 M6 and C245 M6 servers.

Default NIC Mode Setting:

* For UCS C-Series C125 M5 servers and S3260 servers, the NIC Mode is
set to Cisco Card by default.

e For UCS C-Series C225 M6 and C245 M6 servers:

« if the server has a Cisco VIC card with OCP card, then the default
NIC mode is Shared OCP Extended and NIC Redundancy is set
to active-active.

+ if the server has VIC card populated in NCSI supported slots and no
OCP card, then the default NIC mode is Cisco Card.

« if the server does not have any VIC card and OCP card, the default
NIC mode is Dedicated and NIC Redundancy is set to None.
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Description

VIC Slot drop-down list
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Description

The VIC slot that can be used for management functions in Cisco card mode.
For C240 M6 and C245 M6, VIC slot options are as follows:
* Riser 1—Slot 1 and Slot 2

» Riser 2—Slot 4 and Slot 5

*mLOM
Note For C240 M6 and C245 M6, after resetting to factory default
settings, the slot precedence is as follows:
a. mLOM

b. Riser 1 - Slot 2; and Riser 2 - Slot 5
c. Riser1 - Slot 1; and Riser 2- Slot 4

For C220 M6 and C225 M6, VIC slot options are as follows:

» Riser 1—Slot 1 is selected.
* Riser 3 —Slot 3 is selected.

*mMLOM

Note For C220 M6 and C225 M6, after resetting to factory default
settings, the slot precedence is as follows:

a. mLOM
b. Riser1 - Slot 1
c. Riser3-Slot3

For C125 M5, VIC slot option is Riser 2.
For C220 M4, C220 M5 and C240 MS5 servers, VIC slot options are as follows:
* Riser 1—Slot 1 is selected.

* Riser 2—Slot 2 is selected.

* FLEX LOM—Slot 3 (MLOM) is selected.

For C240 SD M5 servers, VIC slot options are as follows:
* For servers with PCle Riser 1 and 2B combination:

* If you select Riserl, you must install the VIC in slot 2.

* If you select Riser2, you must install the VIC in slot 5.

¢ For servers with PCle Riser 1C and 2E combination:

* If you select Riserl, you must install the VIC in slot 1.
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Description

* If you select Riser2, you must install the VIC in slot 2.

* If you select Flex-LOM, you must install an mLOM-style VIC in the
mLOM slot.

For C480 M5 ML servers, Cisco card mode slot is Slot 11 and Slot 12.
The following options are available only on some UCS C-Series servers:
*4
*5
*9
+10

For C240 M4 servers, VIC slot options are as follows:

* Riser 1—Slot 2 is the primary slot, but you can also use slot 1.
* Riser 2—Slot 5 is the primary slot, but you can also use slot 4.

* FLEX LOM—SIlot 7 (MLOM) is selected.

Note This option is available only on some UCS C-Series servers.

VIC Slot drop-down list

The VIC slot that can be used for management functions in Cisco card mode.
This can be one of the following:

For C220 M4 servers, VIC slot options are as follows:

* Riser 1—Slot 1 is selected.
* Riser 2— Slot 2 is selected.

* FLEX LOM—Slot 3 (MLOM) is selected.

For C240 M4 servers, VIC slot options are as follows:

* Riser 1—Slot 2 is the primary slot, but you can also use slot 1.
* Riser 2— Slot 5 is the primary slot, but you can also use slot 4.

* FLEX LOM—SIlot 7 (MLOM) is selected.

The following options are available only on some UCS C-Series servers:
o4
*5
*9
« 10

Note This option is available only on some UCS C-Series servers.
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Name Description

SIOC Slot drop-down list Configures Cisco IMC network mode. Based on the card present in the System
10 Controller (SIOC1), network mode can be changed to either 1 or 2.

Note This option is available only on some UCS S-Series servers.

NIC Redundancy drop-down list The available NIC redundancy options depend on the selected NIC mode and
the model of the server that you are using. If you do not see a particular option,
it is not available for the selected mode or server model.

This can be one of the following:

* active-active—If supported, all ports that are associated with the configured
NIC mode operate simultaneously. This feature increases throughput and
provides multiple paths to Cisco IMC.

» active-standby—If a port that is associated with the configured NIC mode
fails, traffic fails over to one of the other ports associated with the NIC
mode.

Note * If you choose this option, make sure that all ports
associated with the configured NIC mode are connected
to the same VLAN to ensure that traffic is secure
regardless of which port is used.

» When using active-active, do not configure a
port-channel in the upstream switch for the member
interfaces. A port-channel can be configured when using
active-standby.

* None—In Dedicated mode, NIC redundancy is set to None.

MAC Address field The MAC address of the Cisco IMC network interface that is selected in the
NIC Mode field.

Step 4 Click Save Changes.

Cisco VIC mLOM and OCP Card Replacement Considerations

In Cisco UCS C225 M6 and C245 M6 servers, Cisco IMC network connection may be lost in the following
situations, while replacing Cisco VIC mLOM and OCP cards:

* If OCP card is replaced by Cisco VIC card in MLOM Slot and the NIC mode is set to Shared OCP or
Shared OCP Extended.

« If Cisco VIC Card in MLOM Slot is replaced by OCP Card and NIC mode is set to Cisco-card MLOM.

Follow these recommendations while replacing Cisco VIC mLOM or OCP cards in Cisco UCS C225 M6 or
C245 M6 servers to avoid loss of connectivity:
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» Before replacing the card, configure any of the NIC modes that has network connected, other than Cisco
card MLOM, Shared OCP, or Shared OCP Extended. After replacing the card, configure the
appropriate NIC mode.

To set the NIC mode, refer Server NIC Configuration section in Configuration Guides for your Cisco

IMC release.

* Or, after replacing the card, configure the appropriate NIC mode using Cisco IMC Configuration Utility/FS8.

Refer Connecting to the Server Locally For Setup section in Install and Upgrade Guides for your server.

* Or, after replacing the card, perform factory default settings using Cisco IMC Configuration Utility/F8
then perform the following steps:

1. Once the server is rebooted, boot the system to Cisco IMC Configuration Utility/F8 then change the
default password.

2. Configure the appropriate NIC mode settings.

Table 8: Factory Default Settings

VIC in mLOM slot

Intel OCP 3.0 NIC in
mLOM Slot

VIC in Riser Slot

Dedicated
Management Port

NIC Mode for CIMC
Access

Yes

No

No

Yes

Cisco Card mode
with the card in
mLOM Slot

Yes

Yes

Shared OCP
Extended

Yes

Yes

Yes

Shared OCP
Extended

Yes

Yes

Cisco Card with
VIC SLOT based on
precedence:

For C225 M6:
1. Riser1 - Slot 1
2. Riser 3 -Slot3

For C245 M6:

1. Riser 1 -Slot2
2. Riser2 - Slot 5
3. Riser1 - Slot 1
4. Riser 2 - Slot 4

Yes

Dedicated
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Common Properties Configuration

Overview to Common Properties Configuration

Hostname

The Dynamic Host Configuration Protocol (DHCP) enhancement is available with the addition of the hostname
to the DHCP packet, which can either be interpreted or displayed at the DHCP server side. The hostname,
which is now added to the options field of the DHCP packet, sent in the DHCP DISCOVER packet that was
initially sent to the DHCP server.

The default hostname of the server is changed from ucs-c2XX to CXXX-YYYYYY, where XXX is the model
number and YYYYYY is the serial number of the server. This unique string acts as a client identifier, allows
you to track and map the IP addresses that are leased out to Cisco IMC from the DHCP server. The default

serial number is provided by the manufacturer as a sticker or label on the server to help you identify the server.

Dynamic DNS

Dynamic DNS (DDNS) is used to add or update the resource records on the DNS server from Cisco IMC.
You can enable Dynamic DNS by using either the web UI or CLI. When you enable the DDNS option, the
DDNS service records the current hostname, domain name, and the management IP address and updates the
resource records in the DNS server from Cisco IMC.

\)

Note

server if any one of the following DNS configuration is changed:

¢ Hostname

* Domain name in the LDAP settings

The DDNS server deletes the prior resource records (if any) and adds the new resource records to the DNS

* When DDNS and DHCP are enabled, if the DHCP gets a new IP address or DNS IP or domain name

due to a change in a network or a subnet.
* When DHCP is disabled and if you set the static IP address by using CLI or web UI.

» When you enter the dns-use-dhcp command.

Dynamic DNS Update Domain— You can specify the domain. The domain could be either main domain or
any sub-domain. This domain name is appended to the hostname of the Cisco IMC for the DDNS update.

Configuring Common Properties

Use common properties to describe your server.

Before you begin

You must log in as a user with admin privileges to configure common properties.
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Step 1 In the Navigation pane, click the Admin menu.
Step 2 In the Admin menu, click Networking.
Step 3 In the Common Properties area, update the following properties:
Name Description
Management Hostname field The user-defined management hostname of the system that

manages the various components of Cisco IMC.

Dynamic DNS check box If checked, updates the resource records to the DNS from
Cisco IMC.
Dynamic DNS Update Domain field The domain name that is appended to a hostname for a

Dynamic DNS (DDNS) update. If left blank, only a
hostname is sent to the DDNS update request.

Dynamic DNS Refresh Interval field The time set to refresh the DNS.

Set a value between 0 and 8736 hours. If set to 0, it is
disabled.

Step 4 Click Save Changes.

Configuring IPv4

Before you begin

You must log in as a user with admin privileges to configure IPv4.

Step 1 In the Navigation pane, click the Admin menu.
Step 2 In the Admin menu, click Networking.
Step 3 In the IPv4 Properties area, update the following properties:

Name Description

Enable IPv4 check box If checked, IPv4 is enabled.

Use DHCP check box If checked, Cisco IMC uses DHCP.

Management IP Address field The management IP address. An external virtual IP address that helps manage
the CMCs and BMCs.

Subnet Mask field The subnet mask for the IP address.

Gateway field The gateway for the IP address.
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Description

Obtain DNS Server Addresses from
DHCP check box

If checked, Cisco IMC retrieves the DNS server addresses from DHCP.

Preferred DNS Server field

The IP address of the primary DNS server.

Alternate DNS Server field

The IP address of the secondary DNS server.

Click Save Changes.

Configuring IPv6

Step 1
Step 2
Step 3

Before you begin

You must log in as a user with admin privileges to configure IPvo6.

In the Navigation pane, click the Admin menu.

In the Admin menu, click Networking.

In the IPv6 Properties area, update the following properties:

Description

Enable IPv6 check box

If checked, IPv6 is enabled.

Use DHCP check box

If checked, the Cisco IMC uses DHCP.

Note Only stateful DHCP is supported.

Management IP Address field

Management IPv6 address.

Note Only global unicast addresses are supported.

Prefix Length field

The prefix length for the IPv6 address. Enter a value within the range 1 to 127.
The default value is 64.

Gateway field

The gateway for the [Pv6 address.

Note Only global unicast addresses are supported.

Obtain DNS Server Addresses from
DHCP check box

If checked, the Cisco IMC retrieves the DNS server addresses from DHCP.

Note You can use this option only when the Use DHCP option is

enabled.

Preferred DNS Server field

The IPv6 address of the primary DNS server.

Alternate DNS Server field

The IPv6 address of the secondary DNS server.
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Description

Link Local Address field

The link local address for the IPv6 address.

SLAAC Address field

The Stateless Address Auto Configuration (SLAAC) depends on the Router
Advertisement (RA) of the network.

Step 4 Click Save Changes.

Connecting to a VLAN

Before you begin

You must be logged in as admin to connect to a VLAN.

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click Networking.

Step 3 In the VLAN Properties area, update the following properties:

Name

Description

Enable VLAN check box

If checked, the Cisco IMC is connected to a virtual LAN.

Note You can configure a VLAN or a port profile, but you cannot use
both. If you want to use a port profile, make sure that this check
box is not checked.

VLAN ID field

The VLAN ID.

Priority field

The priority of this system on the VLAN.

Step 4 Click Save Changes.

Connecting to a Port Profile

Before you begin

You must be logged in as admin to connect to a port profile.

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click Networking.

Step 3 In the Port Properties area, update the following properties:
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Description

Port Profile field

Details of the Port Profile field.

Auto Negotiation check box

Using this option, you can either set the network port speed
and duplex values for the switch, or allow the system to
automatically derive the values from the switch. This option
is available for dedicated mode only.

* If checked, the network port speed and duplex settings
are ignored by the system and Cisco IMC retains the
speed at which the switch is configured.

* [funchecked, you can configure the network port speed
and duplex values.

Admin Mode Area

Network Port Speed field

The network speed of the port. This can be one of the
following:

* 10 Mbps
* 100 Mbps
* 1 Gbps

The default value is 100 Mbps. In the Dedicated mode, if
you disable Auto Negotiation, you can configure the
network speed and duplex values.

Note * Before changing the port speed, ensure
that the switch you connected to has the
same port speed.

Duplex drop-down list
The duplex mode for the Cisco IMC management port.
This can be one of the following:

* Half

* Full

By default, the duplex mode is set to Full.

Operation Mode Area

Displays the operation network port speed and duplex
values.

If you checked the Auto Negotiation check box, the
network port speed and duplex details of the switch are
displayed. If unchecked, the network port speed and duplex
values that you set at the Admin Mode are displayed.
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Step 4 Click Save Changes.

Configuring Individual Settings

This functionality is applicable only for Cisco UCS S-Series servers.

Before you begin

You must be logged in as admin to configure the settings.

Step 1 In the Navigation pane, click the Admin menu.
Step 2 In the Admin menu, click Networking.

Step 3 In the Individual Settings area, review and update the following fields for CMC 1, CMC 2, BMC 1 and BMC 2 in their
respective areas:

Name Description

Hostname field The user-defined hostname. By default, the hostname appears in
CXXX-YYYYYY format, where XXX is the model number and YYYYYY is
the serial number of the server.

MAC Address field The MAC address of the component.

IPv4 Address field The IPv4 address of the component.

IPv6 Address field The IPv6 address of the component.

Link Local Address field The link local address for the component's IPv6 address.

Step 4 Click Save Changes.

Network Security Configuration

Network Security

The Cisco IMC uses IP blocking as network security. IP blocking prevents the connection between a server
or website and certain IP addresses or ranges of addresses. IP blocking effectively bans undesired connections
from those computers to a website, mail server, or other Internet servers.

IP banning is commonly used to protect against denial of service (DoS) attacks. Cisco IMC bans IP addresses
by setting up an IP blocking fail count.
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Configuring Network Security

Configure network security if you want to set up an IP blocking fail count.

Step 1
Step 2
Step 3

Step 4

Step 5

Before you begin

Configuring Network Security .

You must log in as a user with admin privileges to configure network security.

In the Navigation pane, click the Admin menu.
In the Networking pane, click Network Security.
In the IP Blocking Properties area, update the following properties:

Description

Enable IP Blocking check box

Check this box to enable IP blocking.

IP Blocking Fail Count field

The number of times a user can attempt to log in unsuccessfully before the
system locks that user out for a specified length of time.

The number of unsuccessful login attempts must occur within the time frame
specified in the IP Blocking Fail Window field.

Enter an integer between 3 and 10.

IP Blocking Fail Window field

The length of time, in seconds, in which the unsuccessful login attempts must
occur in order for the user to be locked out.

Enter an integer between 60 and 280.

IP Blocking Penalty Time field

The number of seconds the user remains locked out if they exceed the maximum
number of login attempts within the specified time window.

Enter an integer between 300 and 900.

In the IP Filtering (Allow listing) area,

update the following properties:

Description

Enable IP Filtering check box

Check this box to enable IP filtering.

IP Filter fields

To provide secure access to the server, you can now set a filter to allow only a
selected set of IPs to access it. This option provides four slots for storing IP
addresses (IP Filter 1, 2, 3, and 4). You can either assign a single IP address or
arange of IP addresses while setting the IP filters. Once you set the IP filter,
you would be unable to access the server using any other IP address.

Click Save Changes.
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Network Time Protocol Settings

Network Time Protocol Service Setting

By default, when Cisco IMC is reset, it synchronizes the time with the host. With the introduction of the NTP
service, you can configure Cisco IMC to synchronize the time with an NTP server. The NTP server does not
run in Cisco IMC by default. You must enable and configure the NTP service by specifying the [IP/DNS
address of at least one server or a maximum of four servers that function as NTP servers or time source servers.
When you enable the NTP service, Cisco IMC synchronizes the time with the configured NTP server. The
NTP service can be modified only through Cisco IMC.

\)

Note To enable the NTP service, it is preferable to specify the IP address of a server rather than the DNS address.

Configuring Network Time Protocol Settings

Configuring NTP disables the IPMI Set SEL time command.

Before you begin

You must log in with admin privileges to perform this task.

Step 1 In the Navigation pane, click the Admin menu.

Step 2 In the Admin menu, click Networking.

Step 3 In the Networking pane, click NTP Setting.

Step 4 In the NTP Properties area, update the following properties:

Name Description
NTP Enabled check box Check this box to enable the NTP service.
Server 1 field The IP/DNS address of one of the four servers that act as an NTP server or

the time source server.

Server 2 field The IP/DNS address of one of the four servers that act as an NTP server or
the time source server.

Server 3 field The IP/DNS address of one of the four servers that act as an NTP server or
the time source server.

Server 4 field The IP/DNS address of one of the four servers that act as an NTP server or
the time source server.
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Name Description

Status message Indicates whether or not the server is able to synchronize its time with the
remote NTP server. It is an eight bit integer indicating the stratum level of the
local clock. This can be one of the following:

* 0—~Unspecified or invalid

* 1—Primary server

* 2-15—Secondary server (via NTP)
* 16—Unsynchronized

e 17-255—Reserved

Step 5 Click Save Changes.
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Managing Network Adapters

This chapter includes the following sections:

* Overview of the Cisco UCS C-Series Network Adapters, on page 163
* Configuring Network Adapter Properties, on page 165

* Managing vHBAs, on page 173

* Managing vNICs, on page 187

* Backing Up and Restoring the Adapter Configuration, on page 212

* Resetting the Adapter, on page 215

Overview of the Cisco UCS C-Series Network Adapters
A\

Note The procedures in this chapter are available only when a Cisco UCS C-Series network adapter is installed in
the chassis.

A Cisco UCS C-Series network adapter can be installed to provide options for I/O consolidation and
virtualization support. The following adapters are available:

* Cisco UCS VIC 15238 Virtual Interface Card
* Cisco UCS VIC 15428 Virtual Interface Card
* Cisco UCS VIC 1497 Virtual Interface Card
* Cisco UCS VIC 1495 Virtual Interface Card
* Cisco UCS VIC 1477 Virtual Interface Card
* Cisco UCS VIC 1467 Virtual Interface Card
* Cisco UCS VIC 1457 Virtual Interface Card
* Cisco UCS VIC 1455 Virtual Interface Card
* Cisco UCS VIC 1387 Virtual Interface Card
* Cisco UCS VIC 1385 Virtual Interface Card
* Cisco UCS VIC 1227T Virtual Interface Card
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. Overview of the Cisco UCS C-Series Network Adapters

* Cisco UCS VIC 1225 Virtual Interface Card

\)

Note You must have same generation VIC cards on a server. For example, you cannot have a combination of 3rd

generation and 4th generation VIC cards on a single server.

The interactive UCSHardware and Software | nteroperability Utility lets you view the supported components
and configurations for a selected server model and software release. The utility is available at the following
URL.: http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

Cisco UCS VIC 15428 Virtual Interface Card

The Cisco VIC 15428 is a quad-port Small Form-Factor Pluggable (SFP+/SFP28/SFP56) mLOM card designed
for the M6 generation of Cisco UCS C-Series Rack servers. The card supports 10/25/50-Gbps Ethernet or
FCoE. The card can present PCle standards-compliant interfaces to the host, and these can be dynamically
configured as either NICs or HBAs.

Cisco UCS VIC 1497 Virtual Interface Card

The Cisco VIC 1497 is a dual-port Small Form-Factor (QSFP28) mLOM card designed for the M5 generation
of Cisco UCS C-Series Rack Servers. The card supports 40/100-Gbps Ethernet and FCoE. The card can present
PCle standards-compliant interfaces to the host, and these can be dynamically configured as NICs and HBAs.

Cisco UCS VIC 1495 Virtual Interface Card

The Cisco UCS VIC 1495 is a dual-port Small Form-Factor (QSFP28) PCle card designed for the M5 generation
of Cisco UCS C-Series Rack Servers. The card supports 40/100-Gbps Ethernet and FCoE. The card can present
PCle standards-compliant interfaces to the host, and these can be dynamically configured as NICs and HBAs.

Cisco UCS VIC 1477 Virtual Interface Card

The Cisco VIC 1477 is a dual-port Quad Small Form-Factor (QSFP28) mLOM card designed for the M6
generation of Cisco UCS C-Series Rack Servers. The card supports 40/100-Gbps Ethernet or FCoE. The card
can present PCle standards-compliant interfaces to the host, and these can be dynamically configured as NICs
or HBAs.

Cisco UCS VIC 1467 Virtual Interface Card

The Cisco UCS VIC 1467 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for
the M6 generation of Cisco UCS C-Series Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE.
The card can present PCle standards-compliant interfaces to the host, and these can be dynamically configured
as either NICs or HBA.

Cisco UCS VIC 1457 Virtual Interface Card

The Cisco UCS VIC 1457 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for
MS5 generation of Cisco UCS C-Series rack servers. The card supports 10/25-Gbps Ethernet or FCoE. It
incorporates Cisco’s next-generation CNA technology and offers a comprehensive feature set, providing
investment protection for future feature software releases. The card can present PCle standards-compliant
interfaces to the host, and these can be dynamically configured as NICs and HBAs.
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Cisco UCS VIC 1455 Virtual Interface Card

The Cisco UCS VIC 1455 is a quad-port Small Form-Factor Pluggable (SFP28) half-height PCle card designed
for M5 generation of Cisco UCS C-Series rack servers. The card supports 10/25-Gbps Ethernet or FCoE. It
incorporates Cisco’s next-generation CNA technology and offers a comprehensive feature set, providing
investment protection for future feature software releases. The card can present PCle standards-compliant
interfaces to the host, and these can be dynamically configured as NICs and HBAs.

Cisco UCS VIC 1387 Virtual Interface Card

The Cisco UCS VIC 1387 Virtual Interface Card is a dual-port Enhanced Quad Small Form-Factor Pluggable
(QSFP) 40 Gigabit Ethernet and Fibre Channel over Ethernet (FCoE)-capable half-height PCI Express (PCle)
card designed exclusively for Cisco UCS C-Series Rack Servers. It incorporates Cisco’s next-generation
converged network adapter (CNA) technology, with a comprehensive feature set, providing investment
protection for future feature software releases.

Cisco UCS VIC 1385 Virtual Interface Card

The Cisco UCS VIC 1385 Virtual Interface Cardis a dual-port Enhanced Quad Small Form-Factor Pluggable
(QSFP) 40 Gigabit Ethernet and Fibre Channel over Ethernet (FCoE)-capable half-height PCI Express (PCle)
card designed exclusively for Cisco UCS C-Series Rack Servers. It incorporates Cisco’s next-generation
converged network adapter (CNA) technology, with a comprehensive feature set, providing investment
protection for future feature software releases.

Cisco UCS VIC 1227T Virtual Interface Card

The Cisco UCS VIC 1227T Virtual Interface Card is a dual-port I0GBASE-T (RJ-45) 10-Gbps Ethernet and
Fibre Channel over Ethernet (FCoE)—capable PCI Express (PCle) modular LAN-on-motherboard (mLOM)
adapter designed exclusively for Cisco UCS C-Series Rack Servers. New to Cisco rack servers, the mLOM
slot can be used to install a Cisco VIC without consuming a PCle slot, which provides greater I/O expandability.
It incorporates next-generation converged network adapter (CNA) technology from Cisco, providing Fibre
Channel connectivity over low-cost twisted pair cabling with a bit error rate (BER) of 10 to 15 up to 30 meters
and investment protection for future feature releases.

Cisco UCS VIC 1225 Virtual Interface Card

The Cisco UCS VIC 1225 Virtual Interface Card is a high-performance, converged network adapter that
provides acceleration for the various new operational modes introduced by server virtualization. It brings
superior flexibility, performance, and bandwidth to the new generation of Cisco UCS C-Series Rack-Mount
Servers.

Configuring Network Adapter Properties

Step 1

Before you begin
* You must log in as a user with admin privileges to perform this task.

* The server must be powered on, or the properties will not display.

In the Navigation pane, click the Networking menu.
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Step 2 In the Networking menu, select the adapter card that you want to view.
Step 3 In the Adapter Card Properties area under the General tab, review the following information:
Name Description

PCI Slot field

The PCI slot in which the adapter is installed.

Vendor field

The vendor for the adapter.

Product Name field

The product name for the adapter.

Product ID field

The product ID for the adapter.

Serial Number field

The serial number for the adapter.

Version ID field

The version ID for the adapter.

PCI Link field

The server to which the PCle link is established.

Hardware Revision field

The hardware revision for the adapter.

Cisco IMC Management Enabled field

If this field displays yes, then the adapter is functioning in
Cisco Card Mode and passing Cisco IMC management
traffic through to the server Cisco IMC.

Configuration Pending field

If this field displays yes, the adapter configuration has
changed in Cisco IMC but these changes have not been
communicated to the host operating system.

To activate the changes, an administrator must reboot the
adapter.

ISCSI Boot Capable field

Whether iSCSI boot is supported on the adapter.

CDN Capabile field

Whether CDN is supported on the adapter.

usNIC Capable field

Whether the adapter and the firmware running on the adapter
support the usNIC.

Port Channel Capable field

Indicates whether Port Channel is supported on the adapter.

Note This option is available only on some of the
adapters and servers.

Description field

A user-defined description for the adapter.

You can enter between 1 and 63 characters.

Enable FIP Mode check box

If checked, then FCoE Initialization Protocol (FIP) mode
is enabled. FIP mode ensures that the adapter is compatible
with current FCoE standards.

Note We recommend that you use this option only
when explicitly directed to do so by a technical
support representative.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing Network Adapters
Configuring Network Adapter Properties .

Name Description

Enable LLDP check box Note For LLDP change to be effective, it is required
that you reboot the server.

In case of S3260 chassis with two nodes,
ensure to reboot the secondary node after
making LLDP changes in the primary node.

If checked, then Link Layer Discovery Protocol (LLDP)
enables all the Data Center Bridging Capability Exchange
protocol (DCBX) functionality, which includes FCoE,
priority based flow control.

By default, LLDP option is enabled.

Note We recommend that you do not disable LLDP
option, as it disables all the DCBX
functionality.

Enable VNTAG Mode check box If VNTAG mode is enabled:

* vNICs and vHBAs can be assigned to a specific
channel.

» vNICs and vHBAs can be associated to a port profile.

« vNICs can fail over to another vNIC if there are
communication problems.

Port Channel check box This option is enabled by default.

When Port channel is enabled, two vNICs and two vHBASs
are available for use on the adapter card.

When disabled, four vNICs and four vHBAS are available
for use on the adapter card.

Note This option is available only on some of the
adapters and servers.
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Description

Physical NIC Mode check box

This option is disabled by default.

When Physical NIC Mode is enabled, up-link ports of the

VIC are set to pass-through mode. This allows the host to

transmit packets without any modification. VIC ASIC does
not rewrite the VLAN tag of the packets based on the VLAN
and CoS settings for the vNIC.

Note * This option is available for Cisco UCS
VIC 14xx series and 15xxx series
adapters.

* For the VIC configuration changes to be
effective, you must reboot the host.

* This option cannot be enabled on an
adapter that has:

* Port Channel mode enabled
* VNTAG mode enabled

* LLDP enabled

* FIP mode enabled

« Cisco IMC Management Enabled
value set to Yes

* Multiple user created vNICs

When Physical NIC Mode is enabled, the
following message is displayed in a pop-up
window:

After physical nic-mode mode switch, vNIC
configurations will be lost and new default
VNICs will be created.

Click OK.

In the Firmware area, review the following information:

Name Description

Running Version field

The firmware version that is currently active.
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Description

Backup Version field

The alternate firmware version installed on the adapter, if any. The backup
version is not currently running. To activate it, administrators can click Activate
Firmware in the Actions area.

Note When you install new firmware on the adapter, any existing backup
version is deleted and the new firmware becomes the backup
version. You must manually activate the new firmware if you want
the adapter to run the new version.

Startup Version field

The firmware version that will become active the next time the adapter is
rebooted.

Bootloader Version field

The bootloader version associated with the adapter card.

Status field

The status of the last firmware activation that was performed on this adapter.

Note The status is reset each time the adapter is rebooted.

Click the External Ethernet Interfaces link to review the following information:

Note External Ethernet Interfaces opens in a different tab.

Description

Port column

The uplink port ID.

Admin Speed column

The data transfer rate for the port. This can be one of the following:
* 40 Ghps
* 4 x 10 Gbps
* Auto

Admin Link Training
column

Indicates if admin link training is enabled on the port.
Select any of the below options for Admin Link Training:
* Auto
« Off
* On

Admin Link Training is set to Auto, by default.

Note This option is available only on some of the adapters and servers.
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Description

Admin FEC Mode
drop-down list

Admin Forward Error Correction (FEC) apply only to Cisco UCS VIC 14xx adapters at speed
25/100G and Cisco UCS VIC 15xxx adapters at speeds 25G/50G.

Following Admin Forward Error Correction (FEC) mode options are available for configuration:
* c1108 (RS-IEEE, clause 108)
* cl91-cons16 (RS-FEC, clause 91, consortium version 1.6)
* cl91 (RS-FEC, clause 91, consortium version 1.5)
* cl74 (FC-FEC, clause 74), 25G only
« Off

Admin FEC Mode is set to cl91, by default.
Note * This option is available only on some of the adapters and servers.

 Any changes in the Admin FEC Mode settings leads to the reset of the port,
even when the value for Operating FEC mode remains the same.

Operating FEC Mode

column

The value of Operating FEC Mode is the same as Admin FEC mode with these exceptions:

* The value is Off when the speed is 10 Gbps or 40 Gbps. This is because FEC is not
supported.

* The value is Off for QSFP-100G-LR4-S transceiver.
* The value is Off for QSFP-40/100-SRBD transceiver.

Note This option is available only on some of the adapters and servers.

. Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2



| Managing Network Adapters

Configuring Network Adapter Properties .

Description

Oper Link Training
column

Oper Link Training values are fetched from the values set in the Admin Link Training
drop-down list.

Beginning from 4.2(2a), the below different settings apply only to Cisco UCS VIC 15xxx
adapters and Copper cables at speeds 10G/25G/50G only.

* If Admin Link Training is set to Auto, Adapter firmware sets Oper Link Training value
(AutoNeg) as on or off, depending upon the transceivers.

» AutoNeg disabled with 25G copper
*» AutoNeg enabled with 50G copper

* If Admin Link Training is set to on, Adapter firmware sets Oper Link Training value as
on.

» AutoNeg enabled with 25G copper
» AutoNeg enabled with 50G copper

* If Admin Link Training is off, Adapter firmware sets Oper Link Training as off.
» AutoNeg disabled with 25G copper
» AutoNeg disabled with 50G copper

Note For all non-passive copper cables, Oper Link Training (AN) mode is set to Off,
irrespective of the Admin Link Training mode.

Any changes in the Admin Link Training settings leads to the reset of the Series
for that port, even if the Oper Link Training value remains the same.

MAC Address
column

The MAC address of the uplink port.
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Name Description

Link State column The current operational state of the uplink port. This can be one of the following:
* Fault

* Link Up

* Link Down

* SFP ID Error

* SFP Not Installed

» SFP Security Check Failed

 Unsupported SFP
Note * A Serdes reset causes the Link State field to change from Link-Up to
Link-down.

If the Oper Link Training setting is valid, Link-Partners determine a
Link-Up or Link-down after the reset.

* You might require to refresh the Web UI several times to view Link State
field change.

Encap column The mode in which adapter operates. This can be one of the following:

« CE—~Classical Ethernet mode.

* NIV—Network Interface Virtualization mode.

Operating Speed The operating rate for the port. This can be one of the following:
column - 10 Gbps

* 25 Gbps

* 40 Gbps

* 50 Ghps

* 4 x 10 Gbps
+ 100 Gbps

Connector Present | Indicated whether or not the connector is present. This can be one of the following:

column .
* Yes—Connector is present.

* No—Connector not present.

Note This option is only available for some adapter cards.
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Name Description

Connector Supported | Indicates whether or not the connector is supported by Cisco. This can be one of the following:

column * Yes—The connector is supported by Cisco.
* No—The connector is not supported by Cisco.
If the connector is not supported then the link will not be up.
Note This option is only available for some adapter cards.
Connector Type The Cisco Product ID (PID) of the transceiver/cable that is present.
column Note This option is only available for some adapter cards.

Connector Vendor The vendor for the connector.
column

Note This option is only available for some adapter cards.
Connector Part The Connector Vendor part number.
Number column Note This option is only available for some adapter cards.
Connector Part The part revision of the Connector Vendor part number.
Revision column Note This option is only available for some adapter cards.

Managing vHBAs

Guidelines for Managing vHBAs

When managing vHBAs, consider the following guidelines and restrictions:

* The Cisco UCS Virtual Interface Cards provide two vHBAs and two vNICs by default. You can create
up to 14 additional vHBAs or vNICs on these adapter cards.

The Cisco UCS 1455, 1457, and 1467 Virtual Interface Cards, in non-port channel mode, provide four
vHBAs and four vNICs by default. You can create up to 10 additional vHBAs or vNICs on these adapter
cards in VNTAG mode.

\}

Note If VNTAG mode is enabled for the adapter, you must assign a channel number
to a vHBA when you create it.

» When using the Cisco UCS Virtual Interface Cards in an FCoE application, you must associate the vHBA
with the FCoE VLAN. Follow the instructions in the Modifying vHBA Properties section to assign the
VLAN.
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* After making configuration changes, you must reboot the host for settings to take effect.

Viewing vHBA Properties

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to view.

Step 3 In the Adapter Card area, click the VHBAS tab.

Step 4 In the VHBAS pane, click fcO or fcl.

Step 5 In the General area of vHBA Properties, review the information in the following fields:
Name Description
Name field The name of the virtual HBA.

This name cannot be changed after the vHBA has been created.

Initiator WWNN field The WWNN associated with the vHBA.

To let the system generate the WWNN, select AUTO. To specify a WWNN,
click the second radio button and enter the WWNN in the corresponding field.

Initiator WWPN field The WWPN associated with the vHHBA.

To let the system generate the WWPN, select AUTO. To specify a WWPN,
click the second radio button and enter the WWPN in the corresponding field.

FC SAN Boot check box If checked, the vHBA can be used to perform a SAN boot.

Persistent LUN Binding check box | If checked, any LUN ID associations are retained in memory until they are
manually cleared.

Uplink Port drop-down list The uplink port associated with the vHBA.
Note This value cannot be changed for the system-defined vHBAs fc0
and fcl.
MAC Address field The MAC address associated with the vHBA.

To let the system generate the MAC address, select AUTO. To specify an
address, click the second radio button and enter the MAC address in the
corresponding field.

Default VLAN field If there is no default VLAN for this vHBA, click NONE. Otherwise, click the
second radio button and enter a VLAN ID between 1 and 4094 in the field.

PCI Order field The order in which this vHBA will be used.

To let the system set the order, select ANY. To specify an order, select the
second radio button and enter an integer between 0 and 17.
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Name

Description

VHBA Type drop-down list

Note This option is available only with 14xx series and VIC 15428
adapters.

The vHBA type used in this policy. vHBAs supporting FC and FC-NVMe can
now be created on the same adapter. The vHBA type used in this policy can
be one of the following:

» fc-initiator—Legacy SCSI FC vHBA initiator

« fc-target—vHBA that supports SCSI FC target functionality
Note This option is available as a Tech Preview.

e fc-nvme-initiator—vHBA that is an FC NVME initiator, which discovers
FC NVME targets and connects to them.

» fc-nvme-target—vHBA that acts as an FC NVME target and provides
connectivity to the NVME storage.

Class of Service field

The CoS for the vHBA.

Select an integer between 0 and 6, with 0 being lowest priority and 6 being
the highest priority.

Note This option cannot be used in VNTAG mode.

Rate Limit field

The data rate limit for traffic on this vHBA, in Mbps.

If you want this VHBA to have an unlimited data rate, select OFF. Otherwise,
click the second radio button and enter an integer between 1 and 10,000.

Note This option cannot be used in VNTAG mode.

EDTOV field

The error detect timeout value (EDTOV), which is the number of milliseconds
to wait before the system assumes that an error has occurred.

Enter an integer between 1,000 and 100,000. The default is 2,000 milliseconds.

RATQV field

The resource allocation timeout value (RATOV), which is the number of
milliseconds to wait before the system assumes that a resource cannot be
properly allocated.

Enter an integer between 5,000 and 100,000. The default is 10,000 milliseconds.

Max Data Field Size field

The maximum size of the Fibre Channel frame payload bytes that the vHBA
supports.

Enter an integer between 256 and 2112.

Channel Number field

The channel number that will be assigned to this vHBA.
Enter an integer between 1 and 1,000.

Note VNTAG mode is required for this option.
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Name

Description

PCI Link

It is read-only field.

Port Profile drop-down list

The port profile that should be associated with the vHBA, if any.

This field displays the port profiles defined on the switch to which this server
is connected.

Note VNTAG mode is required for this option.

In the Error Recovery area, review the information in the following fields:

Name

Description

FCP Error Recovery check box

If checked, the system uses FCP Sequence Level Error Recovery protocol
(FC-TAPE).

Link Down Timeout field

The number of milliseconds the uplink port should be offline before it informs
the system that the uplink port is down and fabric connectivity has been lost.

Enter an integer between 0 and 240,000.

Port Down 1/0O Retry Count field

The number of times an I/O request to a port is returned because the port is
busy before the system decides the port is unavailable.

Enter an integer between 0 and 255.

10 Timeout Retry field

The time period till which the system waits for timeout before retrying. When
a disk does not respond for I/0 within the defined timeout period, the driver
aborts the pending command, and resends the same I/O after the timer expires.

Enter an integer between 1 and 59.

Port Down Timeout field

The number of milliseconds a remote Fibre Channel port should be offline
before informing the SCSI upper layer that the port is unavailable.

Enter an integer between 0 and 240,000.

In the Fibre Channel Interrupt area, review the information in the following fields:

Name

Description

Interrupt Mode drop-down list

The preferred driver interrupt mode. This can be one of the following:

* MSIx—Message Signaled Interrupts (MSI) with the optional extension.
This is the recommended option.

* MSI—MSI only.
* INTx—PCI INTX interrupts.

In the Fibre Channel Port area, review the information in the following fields:
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Step 10

Step 11
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Name Description

1/0 Throttle Count field The number of I/O operations that can be pending in the vHBA at one time.
Enter an integer between 1 and 1,024.

LUNSs per Target field The maximum number of LUNSs that the driver will export. This is usually an

operating system platform limitation.

Enter an integer between 1 and 4,096.

LUN Queue Depth field

The number of commands that the HBA can send or receive in a single chunk
per LUN. This parameter adjusts the initial queue depth for all LUNs on the
adapter.

Default value is 20 for physical miniports and 250 for virtual miniports.

In the Fibre Channel Port FLOGI area, review the information in the following fields:

Name

Description

FLOGI Retries field

The number of times that the system tries to log in to the fabric after the first
failure.

To specify an unlimited number of retries, select the INFINITE radio button.
Otherwise select the second radio button and enter an integer into the
corresponding field.

FLOGI Timeout field

The number of milliseconds that the system waits before it tries to log in again.

Enter an integer between 1,000 and 255,000.

In the Fibre Channel Port PLOGI area, review the information in the following fields:

Name

Description

PLOGI Retries field

The number of times that the system tries to log in to a port after the first
failure.

Enter an integer between 0 and 255.

PLOGI Timeout field

The number of milliseconds that the system waits before it tries to log in again.

Enter an integer between 1,000 and 255,000.

In the 1/O area, review the information

in the following fields:

Name

Description

CDB Transmit Queue Count field

The number of SCSI I/O queue resources the system should allocate.
For Cisco UCS VIC 14xx series adapters, enter an integer between 1 and 64.

For any other VIC adapter, enter an integer between 1 and 245.

CDB Transmit Queue Ring Size field

The number of descriptors in each SCSI I/O queue.

Enter an integer between 64 and 512.
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Step 12 In the Receive/Transmit Queues area, review the information in the following fields:

Name Description

FC Work Queue Ring Size field The number of descriptors in each transmit queue.

Enter an integer between 64 and 128.

FC Receive Queue Ring Size field | The number of descriptors in each receive queue.

Enter an integer between 64 and 2048.

Step 13 In the Boot Table area, review the information in the following fields:
Name Description
Index column The unique identifier for the boot target.
Target WWPN column The World Wide Port Name (WWPN) that corresponds to the location of the
boot image.
LUN column The LUN ID that corresponds to the location of the boot image.
Add Boot Entry button Opens a dialog box that allows you to specify a new WWPN and LUN ID.
Edit Boot Entry button Opens a dialog box that allows you to change the WWPN and LUN ID for the
selected boot target.
Delete Boot Entry button Deletes the selected boot target after you confirm the deletion.
Step 14 In the Persistent Bindings area, review the information in the following fields:
Name Description
Index column The unique identifier for the binding.
Target WWPN column The target World Wide Port Name with which the binding is associated.
Host WWPN column The host World Wide Port Name with which the binding is associated.
Bus ID column The bus ID with which the binding is associated.
Target ID column The target ID on the host system with which the binding is associated.

Rebuild Persistent Bindings button |Clears all unused bindings and resets the ones that are in use.

Modifying vHBA Properties

Step 1 In the Navigation pane, click the Networking menu.
Step 2 In the Networking pane, select the Adapter Card that you want to modify.
Step 3 In the Adapter Card pane, click the vVHBAS tab.
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Step 5

In the VHBAS pane, click fc0 or fcl.

Modifying vHBA Properties .

In the General area, update the following fields:

Name

Description

Name field

The name of the virtual HBA.

This name cannot be changed after the vHBA has been created.

Initiator WWNN field

The WWNN associated with the vHBA.

To let the system generate the WWNN, select AUTO. To specify a WWNN,
click the second radio button and enter the WWNN in the corresponding field.

Initiator WWPN field

The WWPN associated with the vHBA.

To let the system generate the WWPN, select AUTO. To specify a WWPN,
click the second radio button and enter the WWPN in the corresponding field.

FC SAN Boot check box

If checked, the vHBA can be used to perform a SAN boot.

Persistent LUN Binding check box

If checked, any LUN ID associations are retained in memory until they are
manually cleared.

Uplink Port drop-down list

The uplink port associated with the vHBA.

Note This value cannot be changed for the system-defined vHBAs fc0
and fcl.

MAC Address field

The MAC address associated with the vHBA.

To let the system generate the MAC address, select AUTO. To specify an
address, click the second radio button and enter the MAC address in the
corresponding field.

Default VLAN field

If there is no default VLAN for this vVHBA, click NONE. Otherwise, click the
second radio button and enter a VLAN ID between 1 and 4094 in the field.

PCI Order field

The order in which this vHBA will be used.

To let the system set the order, select ANY. To specify an order, select the
second radio button and enter an integer between 0 and 17.
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Name

Description

VHBA Type drop-down list

Note This option is available only with 14xx series and VIC 15428
adapters.

The vHBA type used in this policy. vHBAs supporting FC and FC-NVMe can
now be created on the same adapter. The vHBA type used in this policy can
be one of the following:

» fc-initiator—Legacy SCSI FC vHBA initiator

« fc-target—vHBA that supports SCSI FC target functionality
Note This option is available as a Tech Preview.

e fc-nvme-initiator—vHBA that is an FC NVME initiator, which discovers
FC NVME targets and connects to them.

* fc-nvme-target—vHBA that acts as an FC NVME target and provides
connectivity to the NVME storage.

Class of Service field

The CoS for the vHBA.

Select an integer between 0 and 6, with 0 being lowest priority and 6 being
the highest priority.

Note This option cannot be used in VNTAG mode.

Rate Limit field

The data rate limit for traffic on this vHBA, in Mbps.

If you want this VHBA to have an unlimited data rate, select OFF. Otherwise,
click the second radio button and enter an integer between 1 and 10,000.

Note This option cannot be used in VNTAG mode.

EDTOV field

The error detect timeout value (EDTOV), which is the number of milliseconds
to wait before the system assumes that an error has occurred.

Enter an integer between 1,000 and 100,000. The default is 2,000 milliseconds.

RATQV field

The resource allocation timeout value (RATOV), which is the number of
milliseconds to wait before the system assumes that a resource cannot be
properly allocated.

Enter an integer between 5,000 and 100,000. The default is 10,000 milliseconds.

Max Data Field Size field

The maximum size of the Fibre Channel frame payload bytes that the vHBA
supports.

Enter an integer between 256 and 2112.

Channel Number field

The channel number that will be assigned to this vHBA.
Enter an integer between 1 and 1,000.

Note VNTAG mode is required for this option.
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Name

Description

PCI Link

It is read-only field.

Port Profile drop-down list

The port profile that should be associated with the vHBA, if any.

This field displays the port profiles defined on the switch to which this server
is connected.

Note VNTAG mode is required for this option.

In the Error Recovery area, update the following fields:

Name

Description

FCP Error Recovery check box

If checked, the system uses FCP Sequence Level Error Recovery protocol
(FC-TAPE).

Link Down Timeout field

The number of milliseconds the uplink port should be offline before it informs
the system that the uplink port is down and fabric connectivity has been lost.

Enter an integer between 0 and 240,000.

Port Down 1/0O Retry Count field

The number of times an I/O request to a port is returned because the port is
busy before the system decides the port is unavailable.

Enter an integer between 0 and 255.

10 Timeout Retry field

The time period till which the system waits for timeout before retrying. When
a disk does not respond for I/0O within the defined timeout period, the driver
aborts the pending command, and resends the same I/O after the timer expires.

Enter an integer between 1 and 59.

Port Down Timeout field

The number of milliseconds a remote Fibre Channel port should be offline
before informing the SCSI upper layer that the port is unavailable.

Enter an integer between 0 and 240,000.

In the Fibre Channel Interrupt area, update the following fields:

Name

Description

Interrupt Mode drop-down list

The preferred driver interrupt mode. This can be one of the following:

* MSIx—Message Signaled Interrupts (MSI) with the optional extension.
This is the recommended option.

* MSI—MSI only.
* INTx—PCI INTX interrupts.

In the Fibre Channel Port area, update the following fields:
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Name Description

1/0 Throttle Count field The number of I/O operations that can be pending in the vHBA at one time.
Enter an integer between 1 and 1,024.

LUNSs per Target field The maximum number of LUNSs that the driver will export. This is usually an

operating system platform limitation.

Enter an integer between 1 and 4,096.

LUN Queue Depth field

The number of commands that the HBA can send or receive in a single chunk
per LUN. This parameter adjusts the initial queue depth for all LUNs on the
adapter.

Default value is 20 for physical miniports and 250 for virtual miniports.

In the Fibre Channel Port FLOGI area, update the following fields:

Name

Description

FLOGI Retries field

The number of times that the system tries to log in to the fabric after the first
failure.

To specify an unlimited number of retries, select the INFINITE radio button.
Otherwise select the second radio button and enter an integer into the
corresponding field.

FLOGI Timeout field

The number of milliseconds that the system waits before it tries to log in again.

Enter an integer between 1,000 and 255,000.

In the Fibre Channel Port PLOGI area, update the following fields:

Name

Description

PLOGI Retries field

The number of times that the system tries to log in to a port after the first
failure.

Enter an integer between 0 and 255.

PLOGI Timeout field

The number of milliseconds that the system waits before it tries to log in again.

Enter an integer between 1,000 and 255,000.

In the SCSI 1/O area, update the following fields:

Name

Description

CDB Transmit Queue Count field

The number of SCSI I/O queue resources the system should allocate.
For Cisco UCS VIC 14xx series adapters, enter an integer between 1 and 64.

For any other VIC adapter, enter an integer between 1 and 245.

CDB Transmit Queue Ring Size field

The number of descriptors in each SCSI I/O queue.

Enter an integer between 64 and 512.
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Step 13
Step 14

Step 15
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In the Receive/Transmit Queues area, update the following fields:

Name

Description

FC Work Queue Ring Size field

The number of descriptors in each transmit queue.

Enter an integer between 64 and 128.

FC Receive Queue Ring Size field

The number of descriptors in each receive queue.

Enter an integer between 64 and 2048.

Click Save Changes.

In the Boot Table area, update the following fields or add a new entry:

Name

Description

Index column

The unique identifier for the boot target.

Target WWPN column

The World Wide Port Name (WWPN) that corresponds to the location of the
boot image.

LUN column

The LUN ID that corresponds to the location of the boot image.

Add Boot Entry button

Opens a dialog box that allows you to specify a new WWPN and LUN ID.

Edit Boot Entry button

Opens a dialog box that allows you to change the WWPN and LUN ID for the
selected boot target.

Delete Boot Entry button

Deletes the selected boot target after you confirm the deletion.

In the Persistent Bindings area, update the following fields or add a new entry:

Name

Description

Index column

The unique identifier for the binding.

Target WWPN column

The target World Wide Port Name with which the binding is associated.

Host WWPN column

The host World Wide Port Name with which the binding is associated.

Bus ID column

The bus ID with which the binding is associated.

Target ID column

The target ID on the host system with which the binding is associated.

Rebuild Persistent Bindings button

Clears all unused bindings and resets the ones that are in use.

Creating a vHBA

The Cisco UCS Virtual Interface Cards provide two vHBAs and two vNICs by default. You can create up to
14 additional vHBAs or vNICs on these adapter cards.
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Cisco UCS 1455, 1457, and 1467 Virtual Interface Cards, in non-port channel mode, provide four vHBAs
and four vNICs by default. You can create up to 10 additional vHBAs or vNICs on these adapter cards.

Before you begin

Ensure that Enable VNTAG Mode under Adapter Card Properties in the General tab is checked.

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.
Step 3 In the Adapter Card pane, click the vVHBAS tab.

Step 4 In the Host Fibre Channel Interfaces area, choose one of these actions:

* To create a vHBA using default configuration settings, click Add vHBA.

* To create a vHBA using the same configuration settings as an existing VHBA, select that vVHBA and click Clone
VHBA.

The Add VHBA dialog box appears.

Step 5 In the Add VHBA dialog box, enter a name for the vHBA in the Name entry box.
Step 6 Configure the new vHBA as described in Modifying vHBA Properties, on page 178.
Step 7 Click Add vHBA.

What to do next

» Reboot the server to create the vHBA.

Deleting a vHBA

Default vHBAs cannot be deleted. You can delete any other vHBAs created using VNTAG mode.

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.

Step 3 In the Adapter Card pane, click the vVHBAS tab.

Step 4 In the Host Fibre Channel Interfaces area, select a vHBA or vHBAs from the table.

Note You cannot delete either of the two default vHHBAS, fcO or fcl.

Step 5 Click Delete vVHBAS and click OK to confirm.

What to do next

Reboot the server to delete the vHBA.

vHBA Boot Table

In the vHBA boot table, you can specify up to four LUNs from which the server can boot.
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Creating a Boot Table Entry

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.

Step 3 In the Adapter Card pane, click the VHBAS tab.

Step 4 Select a vHBA from the list of available vHBAs under VHBAS in the VHBAS tab.

The related VHBA Properties pane is displayed in the right hand side of the window.

Step 5 Scroll down to view Boot Table at the end of the page.
Step 6 Click the Add Boot Entry button to open the Add Boot Entry dialog box.

Step 7 In the Add Boot Entry dialog box, review the following information and perform the actions specified:
Name Description
Index field The default value for this field is 0.
Target WWPN field The World Wide Port Name (WWPN) that corresponds to the location of the
boot image.

Enter the WWPN in the format hh:hh:hh:hh:hh:hh:hh:hh.

LUN ID field The LUN ID that corresponds to the location of the boot image.
Enter an ID between 0 and 255.

Add Boot Entry button Adds the specified location to the boot table.

Reset Values button Clears the values currently entered in the fields.

Cancel button Closes the dialog box without saving any changes made while the dialog box
was open.

Deleting a Boot Table Entry

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.

Step 3 In the Adapter Card pane, click the VHBAS tab.

Step 4 Select a vHBA from the list of available vHBAs under VHBAS in the VHBAS tab.

The related VHBA Properties pane is displayed in the right hand side of the window.

Step 5 Scroll down to view Boot Table at the end of the page.
Step 6 In the Boot Table area, click the entry to be deleted.
Step 7 Click Delete Boot Entry and click OK to confirm.
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vHBA Persistent Binding

Persistent binding ensures that the system-assigned mapping of Fibre Channel targets is maintained after a
reboot.

Viewing Persistent Bindings

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.
Step 3 In the Adapter Card pane, click the VHBAS tab.

Step 4 In the VHBAS pane, click fcO or fcl.

Step 5 In the Persistent Bindings area, review the following information:
Name Description
Index column The unique identifier for the binding.
Target WWPN column The target World Wide Port Name with which the binding is associated.
Host WWPN column The host World Wide Port Name with which the binding is associated.
Bus ID column The bus ID with which the binding is associated.
Target ID column The target ID on the host system with which the binding is associated.
Rebuild Persistent Bindings button | Clears all unused bindings and resets the ones that are in use.

Rebuilding Persistent Bindings

Step 1 In the Navigation pane, click the Networking menu.

Step 2 In the Networking pane, select the Adapter Card that you want to modify.
Step 3 In the Adapter Card pane, click the VHBAS tab.

Step 4 In the VHBAS pane, click fcO or fcl.

Step 5 Scroll down to the Persistent Bindings area.

Step 6 Click the Rebuild Persistent Bindings button.

Step 7 Click OK to confirm.
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Guidelines for Managing vNICs

When managing vNICs, consider the following guidelines and restrictions:

Viewing vNIC Properties

Step 1
Step 2
Step 3
Step 4
Step 5

* The Cisco UCS Virtual Interface Cards provide two vHBAs and two vNICs by default. You can create
up to 14 additional vHBAs or vNICs on these adapter cards.

Additional vHBAs can be created using VNTAG mode.

The Cisco UCS 1455, 1457, and 1467 Virtual Interface Cards, in non-port channel mode, provide four
vHBASs and four vNICs by default. You can create up to 10 additional vHBAs or vNICs on these adapter

\}

Note

If VNTAG mode is enabled for the adapter, you must assign a channel number
to a vNIC when you create it.

+ After making configuration changes, you must reboot the host for settings to take effect.

In the Navigation pane, click the Networking menu.
In the Networking pane, select the Adapter Card that you want to view.
In the Adapter Card pane, click the VNICs tab.

In the VNICs pane, click ethO or ethl.

In the General area under VNIC Properties area, review the following fields:

General Area

Name Description

Name field The name for the virtual NIC.

This name cannot be changed after the vNIC has been created.

CDN field The Consistent Device Name (CDN) that you can assign to the ethernet vNICs
on the VIC cards. Assigning a specific CDN to a device helps in identifying
it on the host OS.

Note This feature works only when the CDN Support for VIC token
is enabled in the BIOS.

MTU field The maximum transmission unit, or packet size, that this vNIC accepts.

Enter an integer between 1500 and 9000.
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Name

Description

Uplink Port drop-down list

The uplink port associated with this VNIC. All traffic for this vNIC goes through
this uplink port.

MAC Address field

The MAC address associated with the vNIC.

To let the adapter select an available MAC address from its internal pool, select
Auto. To specify an address, click the second radio button and enter the MAC
address in the corresponding field.

Class of Service field

The class of service to associate with traffic from this vNIC.

Select an integer between 0 and 6, with 0 being lowest priority and 6 being the
highest priority.

Note This option cannot be used in VNTAG mode.

Trust Host CoS check box

Check this box if you want the vINIC to use the class of service provided by
the host operating system.

PCI Order field

The order in which this vNIC will be used.

To specify an order, enter an integer within the displayed range.

Default VLAN radio button

If there is no default VLAN for this vNIC, select NONE. Otherwise, select the
second radio button and enter a VLAN ID between 1 and 4094 in the field.

Note This option cannot be used in VNTAG mode.

VLAN Mode drop-down list

If you want to use VLAN trunking, select TRUNK. Otherwise, select ACCESS.
Note This option cannot be used in VNTAG mode.

Enable PTP check box

Check this box to enable Precision Time Protocol (PTP).

Precision Time Protocol (PTP) precisely synchronizes the server clock with
other devices and peripherals on Linux operating systems.

Clocks managed by PTP follow a client-worker hierarchy, with workers
sychronized to a master client. The hierarchy is updated by the best master
clock (BMC) algorithm, which runs on every clock. One PTP interface per
adapter must be enabled to sychronize it to the grand master clock.

Note * This option is supported only with Linux operating system.

* This option is available only for Cisco UCS VIC 15xxx
series adapters.

This option is available only on some Cisco UCS C-Series
servers.

* For the PTP enabling to be effective, it is required that you
reboot the server.
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Name Description

Rate Limit radio button If you want this vNIC to have an unlimited data rate, select OFF. Otherwise,
click the second radio button and enter a rate limit in the associated field.

Enter an integer between 1 and 10,000 Mbps.
For VIC 13xx controllers, you can enter an integer between 1 and 40,000 Mbps.
For VIC 1455, 1457, and 1467 controllers:

« If the adapter is connected to 25 Gbps link on a Switch, then you can enter
an integer between 1 to 25,000 Mbps for the Rate Limit field.

« Ifthe adapter is connected to 10 Gbps link on a Switch, then you can enter
an integer between 1 to 10,000 Mbps for the Rate Limit field.

For VIC 1495, 1497, and 1477 controllers:

« Ifthe adapter is connected to 40 Gbps link on a switch, then you can enter
an integer between 1 to 40,000 Mbps for the Rate Limit field.

« [f the adapter is connected to 100 Gbps link on a switch, then you can
enter an integer between 1 to 100,000 Mbps for the Rate Limit field.

Note This option cannot be used in VNTAG mode.

Channel Number field Select the channel number that will be assigned to this vNIC.
Note VNTAG mode is required for this option.

PCI Link field The link through which vNICs can be connected. These are the following
values:

* 0 - The first cross-edged link where the vNIC is placed.

¢ 1 - The second cross-edged link where the vNIC is placed.

Note * This option is available only on some Cisco UCS C-Series
servers.

Enable NVGRE check box Check this box to enable Network Virtualization using Generic Routing
Encapsulation.

* This option is available only on some Cisco UCS C-Series servers.

* This option is available only on C-Series servers with Cisco VIC 1385
cards.

Enable VXLAN check box Check this box to enable Virtual Extensible LAN.

* This option is available only on some Cisco UCS C-Series servers.

* This option is available only on C-Series servers with Cisco VIC 1385,
VIC 14xx, and VIC 15xxx.
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Name

Description

Geneve Offload check box

Beginning with release 4.1(2a), Cisco IMC supports Generic Network
Virtualization Encapsulation (Geneve) Offload feature with Cisco VIC 14xx
series and VIC 15xxx adapters in ESX 7.0 (NSX-T 3.0) and ESX 6.7U3(NSX-T
2.5)0S.

Geneve is a tunnel encapsulation functionality for network traffic . Check this
box if you want to enable Geneve Offload encapsulation in Cisco VIC 14xx
series adapters.

Un-check this box to disable Geneve Offload, in order to prevent
non-encapsulated UDP packets whose destination port numbers match with
the Geneve destination port from being treated as tunneled packets.

If you enable Geneve Offload feature, then Cisco recommends the following
settings:

¢ Transmit Queue Count—1

* Transmit Queue Ring Size—4096
* Receive Queue Count—=8

* Receive Queue Ring Size—4096
* Completion Queue Count—9

¢ Interrupt Count—11

Note You cannot enable the following when Geneve Offload is enabled
in a setup with Cisco VIC 14xx series:

* RDMA on the same vNIC

* usNIC on the same vNIC

* Non-Port Channel Mode on Cisco VIC 145x adapters
* aRFS

* Advanced Filters

* NetQueue

Note You cannot enable the following when Geneve Offload is enabled
in a setup with Cisco VIC 15xxx:

« aRFS
* RoCEv2

Outer IPV6 is not supported with GENEVE Offload feature.

Downgrade Limitation—If Geneve Offload is enabled, you cannot downgrade
to any release earlier than 4.1(2a).

Advanced Filter check box

Check this box to enable advanced filter options in vNICs.
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Name Description

Port Profile drop-down list Select the port profile that should be associated with the vNIC.

This field displays the port profiles defined on the switch to which this server
is connected.

Note VNTAG mode is required for this option.
Enable PXE Boot check box Check this box if the vNIC can be used to perform a PXE boot.
Enable VMQ check box Check this box to enable Virtual Machine Queue (VMQ).

Enable Multi Queue check box Check this box to enable the Multi Queue option on vNICs. When enabled
multi queue vNICs will be available to the host. By default this is disabled.

Note » Multi queue is supported only on C-Series servers with 14xx
and VIC 15xxx adapters.

* VMQ must be in enabled state to enable this option.

* When you enable this option on one of the vNICs,
configuring only VMQ (without choosing multi-queue) on
other vNICs is not supported.

* When this option is enabled usNIC configuration will be

disabled.
No. of Sub vNICs field Number of sub vNICs available to the host when the multi queue option is
enabled.
Enable aRFS check box Check this box to enable Accelerated Receive Flow steering (aRFS).

This option is available only on some Cisco UCS C-Series servers.

Enable Uplink Failover check box | Check this box if traffic on this vINIC should fail over to the secondary interface
if there are communication problems.

Note VNTAG mode is required for this option.

Failback Timeout field After a vNIC has started using its secondary interface, this setting controls how
long the primary interface must be available before the system resumes using
the primary interface for the vNIC.

Enter a number of seconds between 0 and 600.

Note VNTAG mode is required for this option.
Step 6 In the Ethernet Interrupt area, review the information in the following fields:
Name Description
Interrupt Count field The number of interrupt resources to allocate. In general, this value should be

equal to the number of completion queue resources.

Enter an integer between 1 and 1024.
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Name

Description

Interrupt Mode drop-down list

The preferred driver interrupt mode. This can be one of the following:

* MSI-X—Message Signaled Interrupts (MSI) with the optional extension.
This is the recommended option.

* MSI—MSI only.
* INTX—PCI INTx interrupts.

Coalescing Time field

The time to wait between interrupts or the idle period that must be encountered
before an interrupt is sent.

Enter an integer between 1 and 65535. To turn off interrupt coalescing, enter
0 (zero) in this field.

Coalescing Type drop-down list

This can be one of the following:

* MIN—The system waits for the time specified in the Coalescing Time
field before sending another interrupt event.

* IDLE—The system does not send an interrupt until there is a period of
no activity lasting as least as long as the time specified in the Coalescing
Time field.

Step 7 In the TCP Offload area, review the information in the following fields:

Name

Description

Enable Large Receive check box

If checked, the hardware reassembles all segmented packets before sending
them to the CPU. This option may reduce CPU utilization and increase inbound
throughput.

If cleared, the CPU processes all large packets.

Enable TCP Rx Offload Checksum
Validation check box

If checked, the CPU sends all packet checksums to the hardware for validation.
This option may reduce CPU overhead.

If cleared, the CPU validates all packet checksums.

Enable TCP Segmentation Offload
check box

If checked, the CPU sends large TCP packets to the hardware to be segmented.
This option may reduce CPU overhead and increase throughput rate.

If cleared, the CPU segments large packets.
Note This option is also known as Large Send Offload (LSO).

Enable TCP Tx Offload Checksum
Generation check box

If checked, the CPU sends all packets to the hardware so that the checksum
can be calculated. This option may reduce CPU overhead.

If cleared, the CPU calculates all packet checksums.

Step 8 In the Receive Side Scaling area, review the information in the following fields:
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Name Description

Enable TCP Receive Side Scaling |Receive Side Scaling (RSS) distributes network receive processing across
check box multiple CPUs in multiprocessor systems.

If checked, network receive processing is shared across processors whenever
possible.

If cleared, network receive processing is always handled by a single processor
even if additional processors are available.

Enable IPv4 RSS check box If checked, RSS is enabled on IPv4 networks.

Enable TCP-IPv4 RSS check box | If checked, RSS is enabled for TCP transmissions across IPv4 networks.

Enable IPv6 RSS check box If checked, RSS is enabled on IPv6 networks.

Enable TCP-IPv6 RSS check box | If checked, RSS is enabled for TCP transmissions across IPv6 networks.

Enable IPv6 Extension RSS check |If checked, RSS is enabled for IPv6 extensions.
box

Enable TCP-IPv6 Extension RSS | If checked, RSS is enabled for TCP transmissions across IPv6 networks.

check box
Step 9 In the Ethernet Receive Queue area, review the information in the following fields:
Name Description
Count field The number of receive queue resources to allocate.
Enter an integer between 1 and 256.
Ring Size field The number of descriptors in each receive queue.
Enter an integer between 64 and 4096.
Step 10 In the Ethernet Transmit Queue area, review the information in the following fields:
Name Description
Count field The number of transmit queue resources to allocate.
Enter an integer between 1 and 256.
Ring Size field The number of descriptors in each transmit queue.
Enter an integer between 64 and 4096.
Step 11 In the Completion Queue area, review the information in the following fields:
Name Description
Count field The number of completion queue resources to allocate. In general, the number

of completion queue resources you should allocate is equal to the number of
transmit queue resources plus the number of receive queue resources.

Enter an integer between 1 and 512.
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Name Description
Ring Size The number of descriptors in each completion queue.
This value cannot be changed.
Step 12 In the Multi Queue area, review the information in the following fields:
Name Description

Receive Queue Count field

The number of receive queue resources to allocate.

Enter an integer between 1 and 1000.

Transmit Queue Count field

The number of transmit queue resources to allocate.

Enter an integer between 1 and 1000.

Completion Queue Count field

The number of completion queue resources to allocate.

Enter an integer between 1 and 2000.

Step 13 In the ROCE Properties area, review the information in the following fields:
Name Description
RoCE checkbox Check the check box to change the RoCE Properties.

Queue Pairs field

The number of queue pairs per adapter. Enter an integer between 1 and 2048.

We recommend that this number be an integer power of 2. The recommended
value for queue pairs per vNIC is 2048.

Memory Regions field

The number of memory regions per adapter. Enter an integer between 1 and
524288. We recommend that this number be an integer power of 2. The
recommended value is 131072.

The number of memory regions supported should be enough to meet application
requirements as the regions are primarily used to send operation channel
semantics.

Resource Groups field

The number of resource groups per adapter. Enter an integer between 1 and
128. We recommend that this number be an integer power of 2 greater than
or equal to the number of CPU cores on the system for optimum performance.

The resource group defines the total number of hardware resources such as
WQ, RQ, CQ, and interrupts required to support the RDMA functionality, and
is based on the total number of processor cores available with the host. The
host chooses to dedicate a particular resource group to a core to maximize
performance and get a better non-uniform memory access.
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Name

Description

Class of Service drop-down list

NO Drop QOS COS to be specified. This same value should be configured at
the up link switch. Default No Drop QOS COS is 5.

Note This option is available only on some adapters.

What to do next

Reboot the server to create the vHBA.

Modifying vNIC Properties

Step 1
Step 2
Step 3
Step 4
Step 5

In the Navigation pane, click the Networking menu.

In the Networking pane, select the Adapter Card that you want to modify.
In the Adapter Card pane, click the VNICs tab.

In the VNICs pane, click ethO or ethl.

In the General area under VNIC Properties in the VNICS pane, update the following fields:

Name Description

Name field The name for the virtual NIC.

This name cannot be changed after the vNIC has been created.

CDN field The Consistent Device Name (CDN) that you can assign to the ethernet vNICs
on the VIC cards. Assigning a specific CDN to a device helps in identifying
it on the host OS.

Note This feature works only when the CDN Support for VIC token
is enabled in the BIOS.

MTU field The maximum transmission unit, or packet size, that this vNIC accepts.

Enter an integer between 1500 and 9000.

Uplink Port drop-down list

The uplink port associated with this vVNIC. All traffic for this vNIC goes through
this uplink port.

MAC Address field

The MAC address associated with the vNIC.

To let the adapter select an available MAC address from its internal pool, select
Auto. To specify an address, click the second radio button and enter the MAC
address in the corresponding field.

Cisco UCS C-Series Integrated Management Controller GUI Configuration Guide, Release 4.2 .



. Modifying vNIC Properties

Managing Network Adapters |

Name

Description

Class of Service field

The class of service to associate with traffic from this vNIC.

Select an integer between 0 and 6, with 0 being lowest priority and 6 being the
highest priority.

Note This option cannot be used in VNTAG mode.

Trust Host CoS check box

Check this box if you want the vINIC to use the class of service provided by
the host operating system.

PCI Order field

The order in which this vNIC will be used.

To specify an order, enter an integer within the displayed range.

Default VLAN radio button

If there is no default VLAN for this vNIC, select NONE. Otherwise, select the
second radio button and enter a VLAN ID between 1 and 4094 in the field.

Note This option cannot be used in VNTAG mode.

VLAN Mode drop-down list

If you want to use VLAN trunking, select TRUNK. Otherwise, select ACCESS.
Note This option cannot be used in VNTAG mode.

Enable PTP check box

Check this box to enable Precision Time Protocol (PTP).

Precision Time Protocol (PTP) precisely synchronizes the server clock with
other devices and peripherals on Linux operating systems.

Clocks managed by PTP follow a client-worker hierarchy, with workers
sychronized to a master client. The hierarchy is updated by the best master
clock (BMC) algorithm, which runs on ever