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      Command Modes

      
         The Cisco IOS user
            		interface is divided into many different modes. The commands available to you
            		depend on which mode you are currently in. Enter a question mark (?) at the
            		system prompt to obtain a list of commands available for each command mode.
            	 
         

         
         You can start a CLI
            		session through a console connection, through Telnet, a SSH, or by using the
            		browser.
            	 
         

         
         When you start a
            		session, you begin in user mode, often called user EXEC mode. Only a limited
            		subset of the commands are available in user EXEC mode. For example, most of
            		the user EXEC commands are one-time commands, such as 
            		show commands,
            		which show the current configuration status, and 
            		clear commands,
            		which clear counters or interfaces. The user EXEC commands are not saved when
            		the 
            		switch reboots.
            	 
         

         
         To have access to all
            		commands, you must enter privileged EXEC mode. Normally, you must enter a
            		password to enter privileged EXEC mode. From this mode, you can enter any
            		privileged EXEC command or enter global configuration mode. 
            	 
         

         
         Using the configuration
            		modes (global, interface, and line), you can make changes to the running
            		configuration. If you save the configuration, these commands are stored and
            		used when the 
            		switch reboots. To access the various
            		configuration modes, you must start at global configuration mode. From global
            		configuration mode, you can enter interface configuration mode and line
            		configuration mode.
            	 
         

         
          This table describes
            		the main command modes, how to access each one, the prompt you see in that
            		mode, and how to exit the mode. 
            		
            	 
         

         
         
         
            
               Command Mode
                     		Summary
               
                  
                     	 
                        				
                        Mode
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Access Method
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Prompt
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Exit Method
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        About This Mode
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	 
                        				
                        User EXEC
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Begin a session
                           				  using Telnet, SSH, or console.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch>



                        
                        			 
                     
                     	 
                        				
                        Enter 
                           				  logout or 
                           				  quit.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode to
                           				
                        

                        
                        				
                        
                           	 
                              					 Change
                              						terminal settings.
                              					 
                              
                              				  
                           

                           
                           	 
                              					 Perform
                              						basic tests.
                              					 
                              
                              				  
                           

                           
                           	 
                              					 Display
                              						system information.
                              					 
                              
                              				  
                           

                           
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Privileged EXEC
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        While in user
                           				  EXEC mode, enter the 
                           				  enable command.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch#



                        
                        			 
                     
                     	 
                        				
                        Enter 
                           				  disable to exit.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode to
                           				  verify commands that you have entered. Use a password to protect access to this
                           				  mode.
                           				
                        

                        
                        				 
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Global
                           				  configuration
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        While in
                           				  privileged EXEC mode, enter the 
                           				  configure
                           				  command.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch(config)#



                        
                        			 
                     
                     	 
                        				
                        To exit to
                           				  privileged EXEC mode, enter 
                           				  exit or 
                           				  end, or press 
                           				  Ctrl-Z.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode to
                           				  configure parameters that apply to the entire 
                           				  switch.
                           				
                        

                        
                        				 
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        VLAN
                           				  configuration
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        While in global
                           				  configuration mode, enter the 
                           				  vlan 
                              					 vlan-id command.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch(config-vlan)#



                        
                        			 
                     
                     	 
                        				
                        To exit to
                           				  global configuration mode, enter the 
                           				  exit command.
                           				
                        

                        
                        				
                        To return to
                           				  privileged EXEC mode, press 
                           				  Ctrl-Z or
                           				  enter 
                           				  end.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode to
                           				  configure VLAN parameters. When VTP mode is transparent, you can create
                           				  extended-range VLANs (VLAN IDs greater than 1005) and save configurations in
                           				  the 
                           				  switch startup configuration file.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Interface
                           				  configuration
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        While in
                           				  global configuration mode, enter the 
                           				  interface
                           				  command (with a specific interface).
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch(config-if)#



                        
                        			 
                     
                     	 
                        				
                        To exit to
                           				  global configuration mode, enter 
                           				  exit.
                           				
                        

                        
                        				
                        To return to
                           				  privileged EXEC mode, press 
                           				  Ctrl-Z
                           				  or enter 
                           				  end.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode
                           				  to configure parameters for the Ethernet ports.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Line
                           				  configuration
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        While in
                           				  global configuration mode, specify a line with the 
                           				  line vty or 
                           				  line console
                           				  command.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
Switch(config-line)#



                        
                        			 
                     
                     	 
                        				
                        To exit to
                           				  global configuration mode, enter 
                           				  exit.
                           				
                        

                        
                        				
                        To return to
                           				  privileged EXEC mode, press 
                           				  Ctrl-Z
                           				  or enter 
                           				  end.
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Use this mode
                           				  to configure parameters for the terminal line.
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Understanding Abbreviated Commands

      
         You need to enter only enough characters for the switch  to recognize the command as unique.
         

         
         This example shows how to enter the show configuration privileged
            EXEC command in an abbreviated form:
         

         
Switch# show conf



         

      
      
      
         
      

      
      
      
   
      
      
      No and Default Forms of Commands

      
         Almost every configuration command also has a no form. In
            general, use the no form to disable a feature or function or
            reverse the action of a command. For example, the no shutdown
            interface configuration command reverses the shutdown of an interface. Use the command
            without the keyword no to reenable a disabled feature or to
            enable a feature that is disabled by default. 
         

         
         Configuration commands can also have a default form. The
            default form of a command returns the command setting to
            its default. Most commands are disabled by default, so the
            default form is the same as the no
            form. However, some commands are enabled by default and have variables set to certain
            default values. In these cases, the default command enables the
            command and sets variables to their default values.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CLI Error Messages

      
         
            This table  lists some error messages that you might encounter while using the CLI to configure your switch.
         

         
         
         
            
               Common CLI Error Messages
               
                  
                     	
                        
                        Error Message

                        
                        
                     
                     
                     	
                        
                        Meaning

                        
                        
                     
                     
                     	
                        
                        How to Get Help

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        % Ambiguous command: "show con"

                        
                        
                     
                     	
                        
                        You did not enter enough characters for your switch  to recognize the command.
                        

                        
                        
                     
                     
                     	
                        
                        Reenter the command followed by a question mark (?) without any space between the command and the question mark.

                        
                        
                        The possible keywords that you can enter with the command appear.

                        
                        
                     
                     
                  

                  
                  
                     	
                        % Incomplete command.

                        
                        
                     
                     	
                        
                        You did not enter all of the keywords or values required by this command.

                        
                        
                     
                     
                     	
                        
                        Reenter the command followed by a question mark (?) with a space between the command and the question mark.

                        
                        
                        The possible keywords that you can enter with the command appear.

                        
                        
                     
                     
                  

                  
                  
                     	
                        % Invalid input detected at ‘^’ marker.

                        
                        
                     
                     	
                        
                        You entered the command incorrectly. The caret (^) marks the point of the error.

                        
                        
                     
                     
                     	
                        
                        Enter a question mark (?) to display all of the commands that are available in this command mode.

                        
                        
                        The possible keywords that you can enter with the command appear.

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuration Logging

      
         You can log and view changes to the switch configuration. You can use the Configuration Change Logging and Notification feature to track changes on a per-session and
            per-user basis. The logger tracks each configuration command that is applied, the user who entered the command, the time that
            the command was entered, and the parser return code for the command. This feature includes a mechanism for asynchronous notification
            to registered applications whenever the configuration changes. You can choose to have the notifications sent to the syslog.
            
         

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  Only CLI or HTTP changes are logged. 

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Configuring the Command History

      
         The software provides a history or record of commands that you have entered. The command history feature is particularly useful
            for recalling long or complex commands or entries, including access lists. You can customize this feature to suit your needs.
         

         
      

      
      
      
         
         	Changing the Command History Buffer Size

         
         	Recalling Commands

         
         	Disabling the Command History Feature

         
      

      
      
      
         
      

      
      
      
   
      
      
      Accessing the CLI 
         	 on a Switch Stack

      
         

         
         You can access the CLI
            		through a console connection, through Telnet, a SSH, or by using the browser. 
            	 
         

         
         You manage the switch stack and the stack member interfaces
            		through the 
            		. You cannot manage stack members on an
            		individual switch basis. You can connect to the 
            		 through the console port or the Ethernet
            		management port of one or more stack members. Be careful with using multiple
            		CLI sessions on the 
            		. Commands that you enter in one session
            		are not displayed in the other sessions. Therefore, it is possible to lose
            		track of the session from which you entered commands. 
            	 
         

         
          
            		
            
               
                  	[image: ../images/note.gif]
Note
                  	


We recommend using
                     		  one CLI session when managing the switch stack. 
                     		
                     

                  
               

            

            
            	 
         

         
         If you want to configure a specific stack member port, you must
            		include the stack member number in the CLI command interface notation. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Information About
         	 Using The Web GUI
      

      
         

         
         A web browser, or
            		graphical user interface (GUI), is built into each 
            		switch.
            		
            	 
         

         
         You can use either the
            		service port interface or the management interface to access the GUI. We
            		recommend that you use the service-port interface. Click Help at the top of any
            		page in the GUI to display online help. You might need to disable your
            		browser’s pop-up blocker to view the online help. 
            	 
         

         
      

      
      
      
         
         	Web GUI Features

         
      

      
      
      
         
      

      
      
      
   
      
      
      Finding Feature
         	 Information
      

      
         

         
          Your software release
            		may not support all the features documented in this module. For the latest
            		feature information and caveats, see the release notes for your platform and
            		software release. 
            	 
         

         
          Use Cisco Feature
            		Navigator to find information about platform support and Cisco software image
            		support. To access Cisco Feature Navigator, go to 
            		http:/​/​www.cisco.com/​go/​cfn. An account on Cisco.com is
            		not required. 
            	 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Preventing Unauthorized Access

      
         You can prevent unauthorized users from reconfiguring your switch and viewing configuration information. Typically, you want
            network administrators to have access to your switch while you restrict access to users who dial from outside the network
            through an asynchronous port, connect from outside the network through a serial port, or connect through a terminal or workstation
            from within the local network.
         

         
         To prevent unauthorized access into your switch, you should configure one or more of these security features:

         
         
            	
               At a minimum, you should configure passwords and privileges at each switch port. These passwords are locally stored on the
               switch. When users attempt to access the switch through a port or line, they must enter the password specified for the port
               or line before they can access the switch.
               
               
            

            
            	
               For an additional layer of security, you can also configure username and password pairs, which are locally stored on the switch.
               These pairs are assigned to lines or ports and authenticate each user before that user can access the switch. If you have
               defined privilege levels, you can also assign a specific privilege level (with associated rights and privileges) to each username
               and password pair.
               
               
            

            
            	
               If you want to use username and password pairs, but you want to store them centrally on a server instead of locally, you can
               store them in a database on a security server. Multiple networking devices can then use the same database to obtain user authentication
               (and, if necessary, authorization) information.
               
               
            

            
            	
               You can also enable the login enhancements feature, which logs both failed and unsuccessful login attempts. Login enhancements
               can also be configured to block future login attempts after a set number of unsuccessful attempts are made. For more information,
               see the Cisco IOS Login Enhancements documentation.
               
               
            

            
         

         
      

      
      
      
         
      

      
      Related Concepts

         
         TACACS+ and Switch Access

         
      

      
      Related Tasks

         
         Configuring Username and Password Pairs

         
         Setting a Telnet Password for a Terminal Line

         
      

      
      
      
   
      
      
      Default Password and Privilege Level Configuration

      
         A simple way of providing terminal access control in your network is to use passwords and assign privilege levels. Password
            protection restricts access to a network or network device. Privilege levels define what commands users can enter after they
            have logged into a network device.
         

         
         
         
            
               This table shows the default password and privilege level configuration.

Default Password and Privilege Levels
               
                  
                     	
                        
                        Feature

                        
                        
                     
                     
                     	
                        
                        Default Setting

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        
                        Enable password and privilege level

                        
                        
                     
                     
                     	
                        
                        No password is defined. The default is level 15 (privileged EXEC level). The password is not encrypted in the configuration
                           file.
                        

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        Enable secret password and privilege level

                        
                        
                     
                     
                     	
                        
                        No password is defined. The default is level 15 (privileged EXEC level). The password is encrypted before it is written to
                           the configuration file.
                        

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        Line password

                        
                        
                     
                     
                     	
                        
                        No password is defined.

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Additional Password Security

      
         

         
         To provide an additional layer of security, particularly for passwords that cross the
            network or that are stored on a Trivial File Transfer Protocol (TFTP) server, you can
            use either the enable password or enable
                  secret global configuration commands. Both commands accomplish the
            same thing; that is, you can establish an encrypted password that users must enter to
            access privileged EXEC mode (the default) or any privilege level you specify.
         

         
         We recommend that you use the enable secret command because it
            uses an improved encryption algorithm.
         

         
         If you configure the enable secret command, it takes
            precedence over the enable password command; the two commands
            cannot be in effect simultaneously.
         

         
         If you enable password encryption, it applies to all passwords including username passwords, authentication key passwords,
            the privileged command password, and console and virtual terminal line passwords.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Protecting Enable and Enable Secret Passwords with Encryption

         
      

      
      Related References

         
         Example: Protecting Enable and Enable Secret Passwords with Encryption

         
      

      
      
      
   
      
      
      Password Recovery

      
         

         
         By default, any end user with physical access to the   switch can recover from a lost password by interrupting the boot process
            while the switch is powering on and then by entering a new password. 
         

         
         The password-recovery disable feature protects access to the switch password by disabling part of this functionality. When
            this feature is enabled, the end user can interrupt the boot process only by agreeing to set the system back to the default
            configuration. With password recovery disabled, you can still interrupt the boot process and change the password, but the
            configuration file (config.text) and the VLAN database file (vlan.dat) are deleted.
         

         
         If you disable password recovery, we recommend that you keep a backup copy of the configuration file on a secure server in
            case the end user interrupts the boot process and sets the system back to default values. Do not keep a backup copy of the
            configuration file on the switch. If the switch is operating in VTP transparent mode, we recommend that you also keep a backup
            copy of the VLAN database file on a secure server. When the switch is returned to the default system configuration, you can
            download the saved files to the switch by using the Xmodem protocol.
         

         
         To re-enable password recovery, use the service
                  password-recovery global configuration command.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Disabling Password Recovery

         
      

      
      Related References

         
         Restrictions for Controlling Switch Access with Passwords and Privileges

         
      

      
      
      
   
      
      
      Terminal Line Telnet Configuration

      
         

         
         When you power-up your switch for the first time, an automatic setup program runs to assign IP information and to create a
            default configuration for continued use. The setup program also prompts you to configure your switch for Telnet access through
            a password. If you did not configure this password during the setup program, you can configure it when you set a Telnet password
            for a terminal line. For more information on doing this, see Related Topics.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Setting a Telnet Password for a Terminal Line

         
      

      
      Related References

         
         Example: Setting a Telnet Password for a Terminal Line

         
      

      
      
      
   
      
      
      Privilege Levels

      
         

         
         Cisco switches (and other devices) use privilege levels to provide password security for different levels of switch operation.
            By default, the Cisco IOS software operates in two modes (privilege levels) of password security: user EXEC (Level 1) and
            privileged EXEC (Level 15). You can configure up to 16 hierarchical levels of commands for each mode. By configuring multiple
            passwords, you can allow different sets of users to have access to specified commands.
         

         
         
            Privilege Levels on Lines

            Users can override the privilege level you set using the privilege
                     level line configuration command by logging in to the line and
               enabling a different privilege level. They can lower the privilege level by using the
               disable command. If users know the password to a higher
               privilege level, they can use that password to enable the higher privilege level. You
               might specify a high level or privilege level for your console line to restrict line
               usage.
            

            
            For example, if you want many users to have access to the clear
                     line command, you can assign it level 2 security and distribute the level
               2 password fairly widely. But if you want more restricted access to the
               configure command, you can assign it level 3 security and
               distribute that password to a more restricted group of users.
            

            
         

         
         
            Command Privilege Levels

            When you set a command to a privilege level, all commands whose syntax is a subset of
               that command are also set to that level. For example, if you set the show ip
                     traffic command to level 15, the show
               commands and show ip commands are automatically set to
               privilege level 15 unless you set them individually to different levels.
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Setting the Privilege Level for a Command

         
         Changing the Default Privilege Level for Lines

         
         Logging into and Exiting a Privilege Level

         
      

      
      Related References

         
         Example: Setting the Privilege Level for a Command

         
      

      
      
      
   
      
      
      TACACS+ and Switch
         	 Access
      

      
         This section describes
            		TACACS+. TACACS+ provides detailed accounting information and flexible
            		administrative control over the authentication and authorization processes. It
            		is facilitated through authentication, authorization, accounting (AAA) and can
            		be enabled only through AAA commands. 
            	 
         

         
         The 
            		switch
            		supports TACACS+ for IPv6. Information is in the “TACACS+ Over an IPv6
            		Transport” section of the “Implementing ADSL for IPv6” chapter in the 
            		Cisco IOS XE IPv6
               		  Configuration Guide, Release 2. 
            	 
         

         
         For information about
            		configuring this feature, see the “Configuring TACACS+ over IPv6” section of
            		the “Implementing ADSL for IPv6” chapter in the 
            		Cisco IOS XE IPv6
               		  Configuration Guide, Release 2. 
            	 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	


 
                  		
                  For complete syntax
                     		  and usage information for the commands used in this section, see the 
                     		  Cisco IOS Security
                        			 Command Reference, Release 12.4 and the 
                     		  Cisco IOS IPv6
                        			 Command Reference. 
                     		
                  

                  
                  	 
                  

               
            

         

         
      

      
      
      
         
      

      
      Related Concepts

         
         Preventing Unauthorized Access

         
         SSH Servers, Integrated Clients, and Supported Versions

         
      

      
      Related Tasks

         
         Configuring the Switch for Local Authentication and Authorization

         
      

      
      
      
   
      
      
       TACACS+ Overview

      
         TACACS+ is a security application that provides centralized validation of users attempting to gain access to your switch.
            
         

         
         TACACS+ provides for separate and modular authentication, authorization, and accounting facilities. TACACS+ allows for a single
            access control server (the TACACS+ daemon) to provide each service—authentication, authorization, and accounting—independently.
            Each service can be tied into its own database to take advantage of other services available on that server or on the network,
            depending on the capabilities of the daemon. 
         

         
         The goal of TACACS+ is to provide a method for managing multiple network access points from a single management service. Your
            switch can be a network access server along with other Cisco routers and access servers. 
         

         
         Typical TACACS+ Network Configuration

[image: ../images/101230.jpg]

         
         TACACS+, administered through the AAA security services, can provide these services:

         
         
            	
               Authentication—Provides complete control of authentication through login and password dialog, challenge and response, and
               messaging support.
               
               The authentication facility can conduct a dialog with the user (for example, after a username and password are provided, to
               challenge a user with several questions, such as home address, mother’s maiden name, service type, and social security number).
               The TACACS+ authentication service can also send messages to user screens. For example, a message could notify users that
               their passwords must be changed because of the company’s password aging policy.
               
               
            

            
            	
               Authorization—Provides fine-grained control over user capabilities for the duration of the user’s session, including but not
               limited to setting autocommands, access control, session duration, or protocol support. You can also enforce restrictions
               on what commands a user can execute with the TACACS+ authorization feature.
               
               
            

            
            	
               Accounting—Collects and sends information used for billing, auditing, and reporting to the TACACS+ daemon. Network managers
               can use the accounting facility to track user activity for a security audit or to provide information for user billing. Accounting
               records include user identities, start and stop times, executed commands (such as PPP), number of packets, and number of bytes.
               
               
               
            

            
         

         
         The TACACS+ protocol provides authentication between the switch and the TACACS+ daemon, and it ensures confidentiality because
            all protocol exchanges between the switch and the TACACS+ daemon are encrypted. 
         

         
      

      
      
      
         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      TACACS+ Operation

      
         When a user attempts a simple ASCII login by authenticating to a switch using TACACS+, this process occurs:

         
         
            	
               When the connection is established, the switch contacts the TACACS+ daemon to obtain a username prompt to show to the user.
               The user enters a username, and the switch then contacts the TACACS+ daemon to obtain a password prompt. The switch displays
               the password prompt to the user, the user enters a password, and the password is then sent to the TACACS+ daemon.
               
               TACACS+ allows a dialog between the daemon and the user until the daemon receives enough information to authenticate the user.
               The daemon prompts for a username and password combination, but can include other items, such as the user’s mother’s maiden
               name. 
               
               
            

            
            	
               The switch eventually receives one of these responses from the TACACS+ daemon: 
               
               
               
                  	
                     ACCEPT—The user is authenticated and service can begin. If the switch is configured to require authorization, authorization
                     begins at this time.
                     
                     
                  

                  
                  	
                     REJECT—The user is not authenticated. The user can be denied access or is prompted to retry the login sequence, depending
                     on the TACACS+ daemon.
                     
                     
                  

                  
                  	
                     ERROR—An error occurred at some time during authentication with the daemon or in the network connection between the daemon
                     and the switch. If an ERROR response is received, the switch typically tries to use an alternative method for authenticating
                     the user.
                     
                     
                  

                  
                  	
                     CONTINUE—The user is prompted for additional authentication information.
                     
                     
                  

                  
               

               
               After authentication, the user undergoes an additional authorization phase if authorization has been enabled on the switch.
               Users must first successfully complete TACACS+ authentication before proceeding to TACACS+ authorization. 
               
               
            

            
            	
               If TACACS+ authorization is required, the TACACS+ daemon is again contacted, and it returns an ACCEPT or REJECT authorization
               response. If an ACCEPT response is returned, the response contains data in the form of attributes that direct the EXEC or
               NETWORK session for that user and the services that the user can access:
               
               
               
                  	
                     Telnet, Secure Shell (SSH), rlogin, or privileged EXEC services
                     
                     
                  

                  
                  	
                     Connection parameters, including the host or client IP address, access list, and user timeouts
                     
                     
                  

                  
               

               
               
            

            
         

         
      

      
      
      
         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      Method List Description

      
         

         
         A method list defines the sequence and methods to be used to authenticate, to authorize, or to keep accounts on a user. You
            can use method lists to designate one or more security protocols to be used, thus ensuring a backup system if the initial
            method fails. The software uses the first method listed to authenticate, to authorize, or to keep accounts on users; if that
            method does not respond, the software selects the next method in the list. This process continues until there is successful
            communication with a listed method or the method list is exhausted.
         

         
      

      
      
      
         
      

      
      Related Concepts

         
         How to Configure TACACS+

         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      TACACS+ Configuration Options

      
         

         
         You can configure the switch to use a single server or AAA server groups to group existing server hosts for authentication.
            You can group servers to select a subset of the configured server hosts and use them for a particular service. The server
            group is used with a global server-host list and contains the list of IP addresses of the selected server hosts.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Identifying the TACACS+ Server Host and Setting the Authentication Key

         
      

      
      
      
   
      
      
      TACACS+ Login Authentication

      
         

         
         A method list describes the sequence and authentication methods to be queried to authenticate a user. You can designate one
            or more security protocols to be used for authentication, thus ensuring a backup system for authentication in case the initial
            method fails. The software uses the first method listed to authenticate users; if that method fails to respond, the software
            selects the next authentication method in the method list. This process continues until there is successful communication
            with a listed authentication method or until all defined methods are exhausted. If authentication fails at any point in this
            cycle—meaning that the security server or local username database responds by denying the user access—the authentication process
            stops, and no other authentication methods are attempted.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring TACACS+ Login Authentication

         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      TACACS+ Authorization for Privileged EXEC Access and Network Services

      
         

         
         AAA authorization limits the services available to a user. When AAA authorization is enabled, the switch uses information
            retrieved from the user’s profile, which is located either in the local user database or on the security server, to configure
            the user’s session. The user is granted access to a requested service only if the information in the user profile allows it.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring TACACS+ Authorization for Privileged EXEC Access and Network Services

         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      TACACS+ Accounting

      
         

         
         The AAA accounting feature tracks the services that users are accessing and the amount of network resources that they are
            consuming. When AAA accounting is enabled, the switch reports user activity to the TACACS+ security server in the form of
            accounting records. Each accounting record contains accounting attribute-value (AV) pairs and is stored on the security server.
            This data can then be analyzed for network management, client billing, or auditing.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Starting TACACS+ Accounting

         
      

      
      
      
   
      
      
      Default TACACS+ Configuration

      
         TACACS+ and AAA are disabled by default.

         
         To prevent a lapse in security, you cannot configure TACACS+ through a network management application. When enabled, TACACS+
            can authenticate users accessing the switch through the CLI.
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                  Although TACACS+ configuration is performed through the CLI, the TACACS+ server authenticates HTTP connections that have been
                     configured with a privilege level of 15.
                  

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      How to Configure TACACS+

      
         This section describes how to configure your switch to support TACACS+. 

         
      

      
      
      
         
         	Identifying the TACACS+ Server Host and Setting the Authentication Key

         
         	Configuring TACACS+ Login Authentication

         
         	Configuring TACACS+ Authorization for Privileged EXEC Access and Network Services

         
         	Starting TACACS+ Accounting

         
         	Establishing a Session with a Router if the AAA Server is Unreachable

         
      

      
      
      
         
      

      
      Related Concepts

         
         Method List Description

         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with Terminal Access Controller Access Control System Plus (TACACS+)

         
      

      
      
      
   
      
      
      Establishing a Session with a Router if the AAA Server is Unreachable

      
         To establishing a session with a router if the AAA server is unreachable, use the aaa accounting system guarantee-first command. It guarantees
            system accounting as the first record, which is the default condition. In some situations,
            users might be prevented from starting a session on the console or terminal connection
            until after the system reloads, which can take more than 3 minutes.
         

         
         To establish a console or Telnet session with the router if the AAA server is unreachable
            when the router reloads, use the no aaa accounting system
                  guarantee-first command.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Information about RADIUS

      
         

         
         

         
      

      
      
      
         
         	RADIUS and Switch Access

         
         	RADIUS Overview

         
         	RADIUS Operation

         
         	RADIUS Change of Authorization

         
         	Default RADIUS Configuration

         
         	RADIUS Server Host

         
         	RADIUS Login Authentication

         
         	AAA Server Groups

         
         	AAA Authorization

         
         	RADIUS Accounting

         
         	Vendor-Specific RADIUS Attributes

         
         	Vendor-Proprietary RADIUS Server Communication

         
      

      
      
      
         
      

      
      
      
   
      
      
      RADIUS and Switch Access

      
         This section describes how to enable and configure RADIUS. RADIUS provides detailed accounting information and flexible administrative
            control over the authentication and authorization processes.
         

         
         The switch supports RADIUS for IPv6.
            Information is in the “RADIUS Over IPv6” section of the “Implementing ADSL for IPv6”
            chapter in the Cisco IOS XE IPv6 Configuration Guide, Release 2. For information
            about configuring this feature, see the “Configuring the NAS” section in the “Implementing
            ADSL for IPv6” chapter in the Cisco IOS XE IPv6 Configuration Guide, Release
               2.
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                  For complete syntax and usage information for the commands used in this section, see the
                     Cisco IOS Security Command Reference, Release 12.4 and the Cisco
                        IOS IPv6 Command Reference.
                  

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      Related Concepts

         
         SSH Servers, Integrated Clients, and Supported Versions

         
      

      
      Related Tasks

         
         Configuring the Switch for Local Authentication and Authorization

         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with RADIUS

         
      

      
      
      
   
      
      
       RADIUS Overview

      
         RADIUS is a distributed client/server system that secures networks against unauthorized access. RADIUS clients run on supported
            Cisco routers and switches. Clients send authentication requests to a central RADIUS server, which contains all user authentication
            and network service access information.
         

         
         Use RADIUS in these network environments that require access security:

         
         
            	
               Networks with multiple-vendor access servers, each supporting RADIUS. For example, access servers from several vendors use
               a single RADIUS server-based security database. In an IP-based network with multiple vendors’ access servers, dial-in users
               are authenticated through a RADIUS server that has been customized to work with the Kerberos security system.
               
               
            

            
            	
               Turnkey network security environments in which applications support the RADIUS protocol, such as in an access environment
               that uses a smart card access control system. In one case, RADIUS has been used with Enigma’s security cards to validates users and to grant access
               to network resources.
               
               
            

            
            	
               Networks already using RADIUS. You can add a Cisco switch containing a RADIUS client to the network. This might be the first
               step when you make a transition to a TACACS+ server. See Figure 2: Transitioning from RADIUS to TACACS+ Services below.
               
               
            

            
            	
               Network in which the user must only access a single service. Using RADIUS, you can control user access to a single host, to
               a single utility such as Telnet, or to the network through a protocol such as IEEE 802.1x. For more information about this
               protocol, see Chapter 11, “Configuring IEEE 802.1x Port-Based Authentication.”
               
               
            

            
            	
               Networks that require resource accounting. You can use RADIUS accounting independently of RADIUS authentication or authorization.
               The RADIUS accounting functions allow data to be sent at the start and end of services, showing the amount of resources (such
               as time, packets, bytes, and so forth) used during the session. An Internet service provider might use a freeware-based version
               of RADIUS access control and accounting software to meet special security and billing needs.
               
               
            

            
         

         
         Transitioning from RADIUS to TACACS+ Services
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      Related References

         
         Restrictions for Controlling Switch Access with RADIUS

         
      

      
      
      
   
      
      
      RADIUS Operation

      
         When a user attempts to log in and authenticate to a switch that is access controlled by a RADIUS server, these events occur:

         
         
            	
               The user is prompted to enter a username and password.
               
               
            

            
            	
               The username and encrypted password are sent over the network to the RADIUS server.
               
               
            

            
            	
               The user receives one of the following responses from the RADIUS server:
               
               
               
                  	
                     ACCEPT—The user is authenticated.
                     
                     
                  

                  
                  	REJECT—The user is either not authenticated and is prompted to re-enter the username and password, or access is denied.
                     
                  

                  
                  	
                     CHALLENGE—A challenge requires additional data from the user.
                     
                     
                  

                  
                  	
                     CHALLENGE PASSWORD—A response requests the user to select a new password.
                     
                     
                  

                  
               

               
               
               The ACCEPT or REJECT response is bundled with additional data that is used for privileged EXEC or network authorization. The
               additional data included with the ACCEPT or REJECT packets includes these items:
               
               
            

            
         

         
         
            	
               Telnet, SSH, rlogin, or privileged EXEC services
               
               
            

            
            	
               Connection parameters, including the host or client IP address, access list, and user timeouts
               
               
            

            
         

         
      

      
      
      
         
      

      
      Related References

         
         Prerequisites for Controlling Switch Access with RADIUS

         
      

      
      
      
   
      
      
      RADIUS Change of
         	 Authorization
      

      
         This section provides
            		an overview of the RADIUS interface including available primitives and how they
            		are used during a Change of Authorization (CoA).
            	 
         

         
         
            	
               		  Change-of-Authorization Requests
               		  
               
               		
            

            
            	
               		  CoA Request
               			 Response Code
               		  
               
               		
            

            
            	
               		  CoA Request
               			 Commands
               		  
               
               		
            

            
            	
               		  Session
               			 Reauthentication
               		  
               
               		
            

            
            	
               		  Stacking
               			 Guidelines for Session Termination
               		  
               
               		
            

            
         

         
         A standard RADIUS
            		interface is typically used in a pulled model where the request originates from
            		a network attached device and the response come from the queried servers.
            		Catalyst 
            		switches
            		support the RADIUS Change of Authorization (CoA) extensions defined in RFC 5176
            		that are typically used in a pushed model and allow for the dynamic
            		reconfiguring of sessions from external authentication, authorization, and
            		accounting (AAA) or policy servers.
            	 
         

         
         The 
            		switch
            		supports these per-session CoA requests:
            	 
         

         
         
            	 
               		  Session
               			 reauthentication
               		  
               
               		
            

            
            	 
               		  Session
               			 termination
               		  
               
               		
            

            
            	 
               		  Session
               			 termination with port shutdown
               		  
               
               		
            

            
            	 
               		  Session
               			 termination with port bounce
               		  
               
               		
            

            
         

         
         This feature is
            		integrated with 
            		the Cisco Secure Access Control Server (ACS) 5.1. 
            	 
         

         
         The RADIUS interface
            		is enabled by default on Catalyst switches. However, some basic configuration
            		is required for the following attributes:
            	 
         

         
         
            	 
               		  Security and
               			 Password—refer to the “Preventing Unauthorized Access to Your Switch” section
               			 in this guide.
               		  
               
               		
            

            
            	 
               		  Accounting—refer
               			 to the “Starting RADIUS Accounting” section in the Configuring Switch-Based
               			 Authentication chapter in this guide. 
               		  
               
               		
            

            
         

         
      

      
      
      
         
         	Change-of-Authorization Requests

         
         	CoA Request Response Code

         
         	CoA Request Commands

         
         	Stacking Guidelines for Session Termination

         
      

      
      
      
         
      

      
      
      
   
      
      
      Change-of-Authorization Requests

      
         Change of Authorization (CoA) requests, as described in RFC 5176, are used in a push model to allow for session identification,
            host reauthentication, and session termination. The model is comprised of one request (CoA-Request) and two possible response
            codes: 
         

         
         
            	
               CoA acknowledgment (ACK) [CoA-ACK] 
               
               
            

            
            	
               CoA non-acknowledgment (NAK) [CoA-NAK] 
               
               
            

            
         

         
         The request is initiated from a CoA client (typically a RADIUS or policy server) and directed to the switch that acts as a
            listener. 
         

         
      

      
      
      
         
         	RFC 5176 Compliance

         
      

      
      
      
         
      

      
      
      
   
      
      
      RFC 5176 Compliance

      
         The Disconnect Request message, which is also referred to as Packet of Disconnect (POD), is supported by the switch for session
            termination. 
         

         
         
         
            
               This table shows the IETF attributes are supported for this feature.

Supported IETF Attributes
               
                  
                     	
                        
                        Attribute Number

                        
                        
                     
                     
                     	
                        
                        Attribute Name

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        
                        24

                        
                        
                     
                     
                     	
                        
                        State

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        31

                        
                        
                     
                     
                     	
                        
                        Calling-Station-ID

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        44

                        
                        
                     
                     
                     	
                        
                        Acct-Session-ID

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        80

                        
                        
                     
                     
                     	
                        
                        Message-Authenticator

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        101

                        
                        
                     
                     
                     	
                        
                        Error-Cause

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
         
         
            
               This table shows the possible values for the Error-Cause attribute.

Error-Cause Values
               
                  
                     	
                        
                        Value

                        
                        
                     
                     
                     	
                        
                        Explanation

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        
                        201

                        
                        
                     
                     
                     	
                        
                        Residual Session Context Removed

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        202

                        
                        
                     
                     
                     	
                        
                        Invalid EAP Packet (Ignored)

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        401

                        
                        
                     
                     
                     	
                        
                        Unsupported Attribute

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        402

                        
                        
                     
                     
                     	
                        
                        Missing Attribute

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        403

                        
                        
                     
                     
                     	
                        
                        NAS Identification Mismatch

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        404

                        
                        
                     
                     
                     	
                        
                        Invalid Request

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        405

                        
                        
                     
                     
                     	
                        
                        Unsupported Service

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        406

                        
                        
                     
                     
                     	
                        
                        Unsupported Extension

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        407

                        
                        
                     
                     
                     	
                        
                        Invalid Attribute Value

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        501

                        
                        
                     
                     
                     	
                        
                        Administratively Prohibited

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        502

                        
                        
                     
                     
                     	
                        
                        Request Not Routable (Proxy)

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        503

                        
                        
                     
                     
                     	
                        
                        Session Context Not Found

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        504

                        
                        
                     
                     
                     	
                        
                        Session Context Not Removable

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        505

                        
                        
                     
                     
                     	
                        
                        Other Proxy Processing Error

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        506

                        
                        
                     
                     
                     	
                        
                        Resources Unavailable

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        507

                        
                        
                     
                     
                     	
                        
                        Request Initiated

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        508

                        
                        
                     
                     
                     	
                        
                        Multiple Session Selection Unsupported

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CoA Request Response Code

      
         The CoA Request response code can be used to convey a command to the switch. 

         
      

      
      
      
         
         	Session Identification

         
         	CoA ACK Response Code

         
         	CoA NAK Response Code

         
      

      
      
      
         
      

      
      Related Concepts

         
         CoA Request Commands

         
      

      
      
      
   
      
      
      Session Identification

      
         For disconnect and CoA requests targeted at a particular session, the switch locates the session based on one or more of the
            following attributes:
         

         
         
            	
               Calling-Station-Id (IETF attribute #31 which contains the host MAC address) 
               
               
            

            
            	
               Audit-Session-Id (Cisco VSA)
               
               
            

            
            	
               Acct-Session-Id (IETF attribute #44)
               
               
            

            
         

         
         Unless all session identification attributes included in the CoA message match the session, the switch returns a Disconnect-NAK
            or CoA-NAK with the “Invalid Attribute Value” error-code attribute.
         

         
         If more than one session identification attribute is included in the message, all the attributes must match the session or
            the switch returns a Disconnect- negative acknowledgment (NAK) or CoA-NAK with the error code “Invalid Attribute Value.”
         

         
         The packet format for a CoA Request code as defined in RFC 5176 consists of the fields: Code, Identifier, Length, Authenticator,
            and Attributes in Type:Length:Value (TLV) format. 
         

         

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Code      |  Identifier   |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                                                               |
   |                         Authenticator                         |
   |                                                               |
   |                                                               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Attributes ...
   +-+-+-+-+-+-+-+-+-+-+-+-+-



         The attributes field is used to carry Cisco vendor-specific attributes (VSAs). 

         
      

      
      
      
         
      

      
      Related Concepts

         
         CoA Disconnect-Request

         
         CoA Request: Disable Host Port

         
         CoA Request: Bounce-Port

         
      

      
      
      
   
      
      
      CoA ACK Response Code

      
         If the authorization state is changed successfully, a positive acknowledgment (ACK) is sent. The attributes returned within
            CoA ACK will vary based on the CoA Request and are discussed in individual CoA Commands.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CoA NAK Response Code

      
         A negative acknowledgment (NAK) indicates a failure to change the authorization state and
            can include attributes that indicate the reason for the failure. Use
            show commands to verify a successful CoA.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CoA Request
         	 Commands
      

      
         
         
            
               CoA Commands
                     		Supported on the 
                     		switch
               
                  
                     	 
                        				
                        Command
                           				
                        

                        1 
                        			 
                     
                     
                     	 
                        				
                        Cisco VSA
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	 
                        				
                        Reauthenticate
                           				  host
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Cisco:Avpair=“subscriber:command=reauthenticate”
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Terminate
                           				  session
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        This is a
                           				  standard disconnect request that does not require a VSA.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Bounce host
                           				  port
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Cisco:Avpair=“subscriber:command=bounce-host-port”
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Disable host
                           				  port
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Cisco:Avpair=“subscriber:command=disable-host-port”
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         1  All CoA
            				  commands must include the session identifier between the 
            				  switch
            				  and the CoA client.
         

      

      
      
      
         
         	Session Reauthentication

         
         	Session Reauthentication in a Switch Stack

         
         	Session Termination

         
         	CoA Disconnect-Request

         
         	CoA Request: Disable Host Port

         
         	CoA Request: Bounce-Port

         
      

      
      
      
         
      

      
      Related Concepts

         
         CoA Request Response Code

         
      

      
      
      
   
      
      
      Session Reauthentication

      
         The AAA server typically generates a session reauthentication request when a host with an unknown identity or posture joins
            the network and is associated with a restricted access authorization profile (such as a guest VLAN). A reauthentication request
            allows the host to be placed in the appropriate authorization group when its credentials are known.
         

         
         To initiate session authentication, the AAA server sends a standard CoA-Request message
            which contains a Cisco VSA in this form:
            Cisco:Avpair=“subscriber:command=reauthenticate” and one or more session
            identification attributes.
         

         
         The current session state determines the switch response to the message. If the session is
            currently authenticated by IEEE 802.1x, the switch responds by sending an
            EAPoL (Extensible Authentication Protocol over Lan) -RequestId message to the server.
         

         
         If the session is currently authenticated by MAC authentication bypass (MAB), the switch sends an access-request to the server,
            passing the same identity attributes used for the initial successful authentication. 
         

         
         If session authentication is in progress when the switch receives the command, the switch terminates the process, and restarts
            the authentication sequence, starting with the method configured to be attempted first. 
         

         
         If the session is not yet authorized, or is authorized via guest VLAN, or critical VLAN, or similar policies, the reauthentication
            message restarts the access control methods, beginning with the method configured to be attempted first. The current authorization
            of the session is maintained until the reauthentication leads to a different authorization result. 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Session Reauthentication in a Switch Stack

      
         When a switch stack receives a session reauthentication message:

         
         
            	
               It checkpoints the need for a re-authentication before returning an acknowledgment (ACK).
               
               
            

            
            	
               It initiates reauthentication for the appropriate session.
               
               
            

            
            	
               If authentication completes with either success or failure, the signal that triggered the reauthentication is removed from
               the stack member.
               
               
            

            
            	
               If the stack master fails before authentication completes, reauthentication is initiated after stack master switch-over based
               on the original command (which is subsequently removed).
               
               
            

            
            	
               If the stack master fails before sending an ACK, the new stack master treats the re-transmitted command as a new command.
               
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Session Termination

      
         There are three types of CoA requests that can trigger session termination. A CoA Disconnect-Request terminates the session,
            without disabling the host port. This command causes re-initialization of the authenticator state machine for the specified
            host, but does not restrict that host’s access to the network.
         

         
         To restrict a host’s access to the network, use a CoA Request with the Cisco:Avpair="subscriber:command=disable-host-port"
            VSA. This command is useful when a host is known to be causing problems on the network, and you need to immediately block
            network access for the host. When you want to restore network access on the port, re-enable it using a non-RADIUS mechanism.
            
         

         
         When a device with no supplicant, such as a printer, needs to acquire a new IP address (for example, after a VLAN change),
            terminate the session on the host port with port-bounce (temporarily disable and then re-enable the port). 
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      CoA Disconnect-Request

      
         This command is a standard Disconnect-Request. Because this command is session-oriented, it must be accompanied by one or
            more of the session identification attributes. If the session cannot be located, the switch returns a Disconnect-NAK message
            with the “Session Context Not Found” error-code attribute. If the session is  located, the switch terminates the session.
            After the session has been completely removed, the switch returns a Disconnect-ACK.
         

         
         If the switch fails-over to a standby switch before returning a Disconnect-ACK to the client, the process is repeated on the
            new active switch when the request is re-sent from the client. If the session is not found following re-sending, a Disconnect-ACK
            is sent with the “Session Context Not Found” error-code attribute. 
         

         
      

      
      
      
         
      

      
      Related Concepts

         
         Session Identification

         
      

      
      
      
   
      
      
      CoA Request: Disable Host Port

      
         This command is carried in a standard CoA-Request message that has this new VSA:

         
         Cisco:Avpair="subscriber:command=disable-host-port"

         
         Because this command is session-oriented, it must be accompanied by one or more of the session identification attributes.
            If the session cannot be located, the switch returns a CoA-NAK message with the “Session Context Not Found” error-code attribute.
            If the session is located, the switch disables the hosting port and returns a CoA-ACK message.
         

         
         If the switch fails before returning a CoA-ACK to the client, the process is repeated on the new active switch when the request
            is re-sent from the client. If the switch fails after returning a CoA-ACK message to the client but before the operation has
            completed, the operation is restarted on the new active switch.
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                  A Disconnect-Request failure following command re-sending could be the result of either a successful session termination before
                     change-over (if the Disconnect-ACK was not sent) or a session termination by other means (for example, a link failure) that
                     occurred after the original command was issued and before the standby switch became active.
                  

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      Related Concepts

         
         Session Identification

         
      

      
      
      
   
      
      
      CoA Request: Bounce-Port

      
         This command is carried in a standard CoA-Request message that contains the following VSA:

         
         Cisco:Avpair="subscriber:command=bounce-host-port"

         
         Because this command is session-oriented, it must be accompanied by one or more of the session identification attributes.
            If the session cannot be located, the switch returns a CoA-NAK message with the “Session Context Not Found” error-code attribute.
            If the session is located, the switch disables the hosting port for a period of 10 seconds, re-enables it (port-bounce), and
            returns a CoA-ACK. 
         

         
         If the switch fails before returning a CoA-ACK to the client, the process is repeated on the new active switch when the request
            is re-sent from the client. If the switch fails after returning a CoA-ACK message to the client but before the operation has
            completed, the operation is re-started on the new active switch.
         

         
      

      
      
      
         
      

      
      Related Concepts

         
         Session Identification

         
      

      
      
      
   
      
      
      Stacking Guidelines for Session Termination

      
         No special handling is required for CoA Disconnect-Request messages in a switch stack.

         
      

      
      
      
         
         	Stacking Guidelines for CoA-Request Bounce-Port

         
         	Stacking Guidelines for CoA-Request Disable-Port

         
      

      
      
      
         
      

      
      
      
   
      
      
      Stacking Guidelines for CoA-Request Bounce-Port

      
         Because the bounce-port command is targeted at a session, not a
            port, if the session is not found, the command cannot be executed.
         

         
         When the Auth Manager command handler on the stack master receives a valid
            bounce-port command, it checkpoints the following
            information before returning a CoA-ACK message: 
         

         
         
            	
               the need for a port-bounce 
               
               
            

            
            	
               the port-id (found in the local session context)
               
               
            

            
         

         
         The switch initiates a port-bounce (disables the port for 10 seconds, then re-enables it).

         
         If the port-bounce is successful, the signal that triggered the port-bounce is removed from the standby stack master.

         
         If the stack master fails before the port-bounce completes, a port-bounce is initiated after stack master change-over based
            on the original command (which is subsequently removed).
         

         
         If the stack master fails before sending a CoA-ACK message, the new stack master treats the re-sent command as a new command.

         
      

      
      
      
         
      

      
      
      
   
      
      
      Stacking Guidelines for CoA-Request Disable-Port

      
         Because the disable-port command is targeted at a session, not a
            port, if the session is not found, the command cannot be executed.
         

         
         When the Auth Manager command handler on the stack master receives a valid
            disable-port command, it verifies this information before
            returning a CoA-ACK message: 
         

         
         
            	
               the need for a port-disable 
               
               
            

            
            	
               the port-id (found in the local session context)
               
               
            

            
         

         
         The switch attempts to disable the port.

         
         If the port-disable operation is successful, the signal that triggered the port-disable is removed from the standby stack
            master.
         

         
         If the stack master fails before the port-disable operation completes, the port is disabled after stack master change-over
            based on the original command (which is subsequently removed).
         

         
         If the stack master fails before sending a CoA-ACK message, the new stack master treats the re-sent command as a new command.
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Default RADIUS Configuration

      
         RADIUS and AAA are disabled by default.

         
         To prevent a lapse in security, you cannot configure RADIUS through a network management application. When enabled, RADIUS
            can authenticate users accessing the switch through the CLI.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      RADIUS Server Host

      
         

         
         Switch-to-RADIUS-server communication involves several components:

         
         
            	
               Hostname or IP address
               
               
            

            
            	
               Authentication destination port
               
               
            

            
            	
               Accounting destination port
               
               
            

            
            	
               Key string
               
               
            

            
            	
               Timeout period
               
               
            

            
            	
               Retransmission value
               
               
            

            
         

         
         You identify RADIUS security servers by their hostname or IP address, hostname and specific UDP port numbers, or their IP
            address and specific UDP port numbers. The combination of the IP address and the UDP port number creates a unique identifier,
            allowing different ports to be individually defined as RADIUS hosts providing a specific AAA service. This unique identifier
            enables RADIUS requests to be sent to multiple UDP ports on a server at the same IP address. 
         

         
         If two different host entries on the same RADIUS server are configured for the same service—for example, accounting—the second
            host entry configured acts as a fail-over backup to the first one. Using this example, if the first host entry fails to provide
            accounting services, the %RADIUS-4-RADIUS_DEAD message appears, and then the switch tries the second host entry configured
            on the same device for accounting services. (The RADIUS host entries are tried in the order that they are configured.)
         

         
         A RADIUS server and the switch use a shared secret text string to encrypt passwords and exchange responses. To configure RADIUS
            to use the AAA security commands, you must specify the host running the RADIUS server daemon and a secret text (key) string
            that it shares with the switch. 
         

         
         The timeout, retransmission, and encryption key values can be configured globally for
            all RADIUS servers, on a per-server basis, or in some combination of global and
            per-server settings.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Identifying the RADIUS Server Host

         
         Defining AAA Server Groups

         
         Configuring Settings for All RADIUS Servers

         
         Configuring RADIUS Login Authentication

         
      

      
      
      
   
      
      
      RADIUS Login Authentication

      
         

         
         To configure AAA authentication, you define a named list of authentication methods and then apply that list to various ports.
            The method list defines the types of authentication to be performed and the sequence in which they are performed; it must
            be applied to a specific port before any of the defined authentication methods are performed. The only exception is the default
            method list. The default method list is automatically applied to all ports except those that have a named method list explicitly
            defined.
         

         
         A method list describes the sequence and authentication methods to be queried to authenticate a user. You can designate one
            or more security protocols to be used for authentication, thus ensuring a backup system for authentication in case the initial
            method fails. The software uses the first method listed to authenticate users; if that method fails to respond, the software
            selects the next authentication method in the method list. This process continues until there is successful communication
            with a listed authentication method or until all defined methods are exhausted. If authentication fails at any point in this
            cycle—meaning that the security server or local username database responds by denying the user access—the authentication process
            stops, and no other authentication methods are attempted.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring RADIUS Login Authentication

         
      

      
      
      
   
      
      
      AAA Server Groups

      
         

         
         You can configure the switch to use AAA server groups to group existing server hosts for authentication. You select a subset
            of the configured server hosts and use them for a particular service. The server group is used with a global server-host list,
            which lists the IP addresses of the selected server hosts. 
         

         
         Server groups also can include multiple host entries for the same server if each entry has a unique identifier (the combination
            of the IP address and UDP port number), allowing different ports to be individually defined as RADIUS hosts providing a specific
            AAA service. If you configure two different host entries on the same RADIUS server for the same service, (for example, accounting),
            the second configured host entry acts as a fail-over backup to the first one.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Defining AAA Server Groups

         
      

      
      
      
   
      
      
      AAA Authorization

      
         

         
         AAA authorization limits the services available to a user. When AAA authorization is enabled, the switch uses information
            retrieved from the user’s profile, which is in the local user database or on the security server, to configure the user’s
            session. The user is granted access to a requested service only if the information in the user profile allows it.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring RADIUS Authorization for User Privileged Access and Network Services

         
      

      
      
      
   
      
      
      RADIUS Accounting

      
         

         
         The AAA accounting feature tracks the services that users are using and the amount of network resources that they are consuming.
            When you enable AAA accounting, the switch reports user activity to the RADIUS security server in the form of accounting records.
            Each accounting record contains accounting attribute-value (AV) pairs and is stored on the security server. You can then analyze
            the data for network management, client billing, or auditing.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Starting RADIUS Accounting

         
      

      
      
      
   
      
      
      Information about Kerberos

      
         

         
         This section provides Kerberos information.

         
      

      
      
      
         
         	Kerberos and Switch Access

         
         	Kerberos Overview

         
         	Kerberos Operation

         
      

      
      
      
         
      

      
      
      
   
      
      
      Kerberos and Switch
         	 Access
      

      
         This section describes
            		how to enable and configure the Kerberos security system, which authenticates
            		requests for network resources by using a trusted third party. 
            	 
         

         
         For Kerberos
            		configuration examples, see the “Kerberos Configuration Examples” section in
            		the “Security Server Protocols” chapter of the 
            		Cisco IOS
               		  Security Configuration Guide, Release 12.4..
            	 
         

         
         For complete syntax
            		and usage information for the commands used in this section, see the “Kerberos
            		Commands” section in the “Security Server Protocols” chapter of the 
            		Cisco IOS
               		  Security Command Reference, Release 12.4.
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                  In the Kerberos
                     		  configuration examples and in the 
                     		  Cisco IOS
                        			 Security Command Reference, Release 12.4, the trusted third party can be
                     		  a 
                     		   switch that supports Kerberos, that is configured as a network
                     		  security server, and that can authenticate users by using the Kerberos
                     		  protocol.
                     		
                  

                  
                  	 
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Kerberos
         	 Overview
      

      
         Kerberos is a
            		secret-key network authentication protocol, which was developed at the
            		Massachusetts Institute of Technology (MIT). It uses the Data Encryption
            		Standard (DES) cryptographic algorithm for encryption and authentication and
            		authenticates requests for network resources. Kerberos uses the concept of a
            		trusted third party to perform secure verification of users and services. This
            		trusted third party is called the 
            		key distribution
               		  center (KDC).
            	 
         

         
         Kerberos verifies that
            		users are who they claim to be and the network services that they use are what
            		the services claim to be. To do this, a KDC or trusted Kerberos server issues
            		tickets to users. These tickets, which have a limited life span, are stored in
            		user credential caches. The Kerberos server uses the tickets instead of user
            		names and passwords to authenticate users and network services.
            	 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	


 
                  		
                  A Kerberos server
                     		  can be a 
                     		   switch that is configured as a network security
                     		  server and that can authenticate users by using the Kerberos protocol.
                     		
                  

                  
                  	 
                  

               
            

         

         
         The Kerberos
            		credential scheme uses a process called 
            		single logon.
            		This process authenticates a user once and then allows secure authentication
            		(without encrypting another password) wherever that user credential is
            		accepted.
            	 
         

         
         This software release
            		supports Kerberos 5, which allows organizations that are already using
            		Kerberos 5 to use the same Kerberos authentication database on the KDC that
            		they are already using on their other network hosts (such as UNIX servers and
            		PCs).
            	 
         

         
         In this software
            		release, Kerberos supports these network services:
            	 
         

         
         
            	 
               		  Telnet
               		  
               
               		
            

            
            	 
               		  rlogin
               		  
               
               		
            

            
            	 
               		  rsh
               		  
               
               		
            

            
         

         
         
         
            
               This table lists
                     		the common Kerberos-related terms and definitions.
                     	 

Kerberos
                     		Terms
               
                  
                     	 
                        				
                        Term
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Definition
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	 
                        				
                        Authentication
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A process by
                           				  which a user or service identifies itself to another service. For example, a
                           				  client can authenticate to a switch or a switch can authenticate to another
                           				  switch.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Authorization
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A means by
                           				  which the switch identifies what privileges the user has in a network or on the
                           				  switch and what actions the user can perform.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Credential
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A general term
                           				  that refers to authentication tickets, such as TGTs1
                           				  and service credentials. Kerberos credentials verify the identity of a user or
                           				  service. If a network service decides to trust the Kerberos server that issued
                           				  a ticket, it can be used in place of re-entering a username and password.
                           				  Credentials have a default life span of eight hours.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Instance
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        An
                           				  authorization level label for Kerberos principals. Most Kerberos principals are
                           				  of the form 
                           				  user@REALM (for example, smith@EXAMPLE.COM). A Kerberos
                           				  principal with a Kerberos instance has the form 
                           				  user/instance@REALM (for example, smith/admin@EXAMPLE.COM).
                           				  The Kerberos instance can be used to specify the authorization level for the
                           				  user if authentication is successful. The server of each network service might
                           				  implement and enforce the authorization mappings of Kerberos instances but is
                           				  not required to do so. 
                           				
                        

                        
                        				
                        
                           
                              	Note   
                                    
                                    
                              	 
                                 				  
                                 The Kerberos
                                    					 principal and instance names 
                                    					 must
                                    					 be in all lowercase characters.
                                    				  
                                 

                                 
                                 				
                              
                           

                        

                        
                        				
                        
                           
                              	Note   
                                    
                                    
                              	 
                                 				  
                                 The Kerberos
                                    					 realm name 
                                    					 must
                                    					 be in all uppercase characters.
                                    				  
                                 

                                 
                                 				
                              
                           

                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        KDC2
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Key
                           				  distribution center that consists of a Kerberos server and database program
                           				  that is running on a network host.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Kerberized
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A term that
                           				  describes applications and services that have been modified to support the
                           				  Kerberos credential infrastructure.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Kerberos realm
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A domain
                           				  consisting of users, hosts, and network services that are registered to a
                           				  Kerberos server. The Kerberos server is trusted to verify the identity of a
                           				  user or network service to another user or network service. 
                           				
                        

                        
                        				
                        
                           
                              	Note   
                                    
                                    
                              	 
                                 				  
                                 The
                                    					 Kerberos realm name 
                                    					 must
                                    					 be in all uppercase characters.
                                    				  
                                 

                                 
                                 				
                              
                           

                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Kerberos
                           				  server
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A daemon
                           				  that is running on a network host. Users and network services register their
                           				  identity with the Kerberos server. Network services query the Kerberos server
                           				  to authenticate to other network services.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        KEYTAB3
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A password
                           				  that a network service shares with the KDC. In Kerberos 5 and later Kerberos
                           				  versions, the network service authenticates an encrypted service credential by
                           				  using the KEYTAB to decrypt it. In Kerberos versions earlier than Kerberos 5,
                           				  KEYTAB is referred to as SRVTAB4.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Principal
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Also known
                           				  as a Kerberos identity, this is who you are or what a service is according to
                           				  the Kerberos server. 
                           				
                        

                        
                        				
                        
                           
                              	Note   
                                    
                                    
                              	 
                                 				  
                                 The
                                    					 Kerberos principal name 
                                    					 must
                                    					 be in all lowercase characters.
                                    				  
                                 

                                 
                                 				
                              
                           

                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        Service
                           				  credential
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A credential
                           				  for a network service. When issued from the KDC, this credential is encrypted
                           				  with the password shared by the network service and the KDC. The password is
                           				  also shared with the user TGT.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        SRVTAB
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        A password
                           				  that a network service shares with the KDC. In Kerberos 5 or later Kerberos
                           				  versions, SRVTAB is referred to as KEYTAB.
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	 
                        				
                        TGT
                           				
                        

                        
                        			 
                     
                     
                     	 
                        				
                        Ticket
                           				  granting ticket that is a credential that the KDC issues to authenticated
                           				  users. When users receive a TGT, they can authenticate to network services
                           				  within the Kerberos realm represented by the KDC.
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         1  ticket granting ticket
         

         2  key
            					 distribution center
         

         3  key table
         

         4  server table
         

      

      
      
      
         
      

      
      
      
   
      
      
      Kerberos
         	 Operation
      

      
         A Kerberos server can
            		be a 
            		 
            		switch
            		that is configured as a network security server and that can authenticate
            		remote users by using the Kerberos protocol. Although you can customize
            		Kerberos in a number of ways, remote users attempting to access network
            		services must pass through three layers of security before they can access
            		network services.
            	 
         

         
         To authenticate to
            		network services by using a 
            		 
            		switch
            		as a Kerberos server, remote users must follow these steps:
            	 
         

         
         
            	 
               		   
               			 Authenticating to a Boundary Switch 
               		  
               
               		
            

            
            	 
               		   
               			 Obtaining a TGT from a KDC 
               		  
               
               		
            

            
            	 
               		   
               			 Authenticating to Network Services 
               		  
               
               		
            

            
         

         
      

      
      
      
         
         	Authenticating to a Boundary Switch

         
         	Obtaining a TGT from a KDC

         
         	Authenticating to Network Services

         
      

      
      
      
         
      

      
      
      
   
      
      
      Authenticating to a Boundary Switch

      
         This section describes the first layer of security through which a remote user must pass. The user must first authenticate
            to the boundary switch. This process then occurs:
         

         
         
            	
               The user opens an un-Kerberized Telnet connection to the boundary switch.
               
               
            

            
            	
               The switch prompts the user for a username and password.
               
               
            

            
            	
               The switch requests a TGT from the KDC for this user.
               
               
            

            
            	
               The KDC sends an encrypted TGT that includes the user identity to the switch.
               
               
            

            
            	
               The switch attempts to decrypt the TGT by using the password that the user entered. 
               
               
               
                  	
                     If the decryption is successful, the user is authenticated to the switch.
                     
                     
                  

                  
                  	
                     If the decryption is not successful, the user repeats Step 2 either by re-entering the username and password (noting if Caps
                     Lock or Num Lock is on or off) or by entering a different username and password.
                     
                     
                  

                  
               

               
               
            

            
         

         
         A remote user who initiates a un-Kerberized Telnet session and authenticates to a boundary switch is inside the firewall,
            but the user must still authenticate directly to the KDC before getting access to the network services. The user must authenticate
            to the KDC because the TGT that the KDC issues is stored on the switch and cannot be used for additional authentication until
            the user logs on to the switch.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Obtaining a TGT from a KDC

      
         This section describes the second layer of security through which a remote user must pass. The user must now authenticate
            to a KDC and obtain a TGT from the KDC to access network services.
         

         
         For instructions about how to authenticate to a KDC, see the “Obtaining a TGT from a KDC”
            section in the “Security Server Protocols” chapter of the Cisco IOS Security
               Configuration Guide, Release 12.4.
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Authenticating to Network Services

      
         This section describes the third layer of security through which a remote user must pass. The user with a TGT must now authenticate
            to the network services in a Kerberos realm. 
         

         
         For instructions about how to authenticate to a network service, see the “Authenticating to
            Network Services” section in the “Security Server Protocols” chapter of the Cisco IOS
               Security Configuration Guide, Release 12.4.
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      How to Configure Kerberos

      
         To set up a Kerberos-authenticated server-client system, follow these steps: 

         
         
            	
               Configure the KDC by using Kerberos commands.
               
               
            

            
            	
               Configure the switch to use the Kerberos protocol.
               
               
            

            
         

         
         For instructions, see the “Kerberos Configuration Task List” section in the “Security
            Server Protocols” chapter of the Cisco IOS Security Configuration Guide,
               Release 12.4.
            
         

         
      

      
      
      
         
      

      
      
      
   
      
      
      Information about SSH

      
         

         
         Secure Shell (SSH) is a protocol that provides a secure, remote connection to a device. SSH provides more security for remote
            connections than Telnet does by providing strong encryption when a device is authenticated. This software release supports
            SSH Version 1 (SSHv1) and SSH Version 2 (SSHv2).
         

         
      

      
      
      
         
         	SSH and Switch Access

         
         	SSH Servers, Integrated Clients, and Supported Versions

         
         	SSH Configuration Guidelines

         
         	Secure Copy Protocol Overview

         
         	Secure Copy Protocol Concepts

         
      

      
      
      
         
      

      
      
      
   
      
      
      SSH and Switch Access

      
         For SSH configuration examples, see the “SSH Configuration Examples” section in the
            “Configuring Secure Shell” section in the “Other Security Features” chapter of the
            Cisco IOS Security Configuration Guide, Cisco IOS Release 12.4.
         

         
         SSH functions the same in IPv6 as in IPv4. For IPv6, SSH supports IPv6 addresses and enables secure, encrypted connections
            with remote IPv6 nodes over an IPv6 transport. 
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                  For complete syntax and usage information for the commands used in this section, see the
                     command reference for this release and the “Secure Shell Commands” section of the “Other
                     Security Features” chapter of the Cisco IOS Security Command Reference, Release
                        12.4 and the Cisco IOS IPv6 Command Reference.
                  

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
      SSH Servers, Integrated Clients, and Supported Versions

      
         The SSH feature has an SSH server and an SSH integrated client, which are applications that run on the switch. You can use
            an SSH client to connect to a switch running the SSH server. The SSH server works with the SSH client supported in this release
            and with non-Cisco SSH clients. The SSH client also works with the SSH server supported in this release and with non-Cisco
            SSH servers.
         

         
         The switch supports an SSHv1 or an SSHv2 server.

         
         The switch supports an SSHv1 client. 

         
         SSH supports the Data Encryption Standard (DES) encryption algorithm, the Triple DES (3DES) encryption algorithm, and password-based
            user authentication. 
         

         
         SSH also supports these user authentication methods:

         
         
            	
               TACACS+ 
               
               
            

            
            	
               RADIUS
               
               
            

            
            	
               Local authentication and authorization
               
               
            

            
         

         
      

      
      
      
         
      

      
      Related Concepts

         
         TACACS+ and Switch Access

         
         RADIUS and Switch Access

         
      

      
      Related Tasks

         
         Configuring the Switch for Local Authentication and Authorization

         
      

      
      
      
   
      
      
      SSH Configuration Guidelines

      
         Follow these guidelines when configuring the switch as an SSH server or SSH client:

         
         
            	
               An RSA key pair generated by a SSHv1 server can be used by an SSHv2 server, and the reverse.
               
               
            

            
            	
               If the SSH server is running on a stack master and the stack master fails, the new stack master uses the RSA key pair generated
               by the previous stack master. 
               
               
            

            
            	
               If you get CLI error messages after entering the crypto key generate
                     rsa global configuration command, an RSA key pair has not been
               generated. Reconfigure the hostname and domain, and then enter the crypto
                     key generate rsa command. For more information, see Related Topics below.
               
               
            

            
            	
               When generating the RSA key pair, the message No host name specified might appear. If
               it does, you must configure a hostname by using the
               hostname global configuration command.
               
               
            

            
            	
               When generating the RSA key pair, the message No domain specified might appear. If it
               does, you must configure an IP domain name by using the ip
                     domain-name global configuration command.
               
               
            

            
            	
               When configuring the local authentication and authorization authentication method, make sure that AAA is disabled on the console.
               
               
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Setting Up the Switch to Run SSH

         
         Configuring the Switch for Local Authentication and Authorization

         
      

      
      
      
   
      
      
      Secure Copy Protocol Overview

      
         The Secure Copy Protocol (SCP) feature provides a secure and authenticated method for copying switch configurations or switch
            image files. SCP relies on Secure Shell (SSH), an application and a protocol that provides a secure replacement for the Berkeley
            r-tools. 
         

         
         For SSH to work, the switch needs an RSA public/private key pair. This is the same with SCP, which relies on SSH for its secure
            transport. 
         

         
         Because SSH also relies on AAA authentication, and SCP relies further on AAA authorization, correct configuration is necessary.
            
         

         
         
            	
               Before enabling SCP, you must correctly configure SSH, authentication, and authorization on the switch.
               
               
            

            
            	
               Because SCP relies on SSH for its secure transport, the router must have an Rivest, Shamir, and Adelman (RSA) key pair.
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                  When using SCP, you cannot enter the password into the copy command. You must enter the password when prompted.

                  
                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Secure Copy Protocol Concepts

      
         The Secure Copy Protocol (SCP) feature provides a secure and authenticated method for copying switch configurations or switch
            image files. SCP relies on Secure Shell (SSH), an application and a protocol that provides a secure replacement for the Berkeley
            r-tools. 
         

         
         To configure the Secure Copy feature, you should understand the SCP concepts.

         
         The behavior of SCP is similar to that of remote copy (rcp), which comes from the Berkeley r-tools suite, except that SCP
            relies on SSH for security. SCP also requires that authentication, authorization, and accounting (AAA) authorization be configured
            so the router can determine whether the user has the correct privilege level.
         

         
         For information about how to configure and verify SCP, see the “Secure Copy Protocol”
            section in the Cisco IOS Security Configuration Guide: Securing User Services,
               Release 12.4.
         

         
      

      
      
      
         
      

      
      Related References

         
         Prerequisites for Configuring the Switch for Secure Shell (SSH) and Secure Copy Protocol (SCP)

         
         Restrictions for Configuring the Switch for SSH

         
      

      
      
      
   
      
      
      Monitoring the SSH Configuration and Status

      
         
         
            
               This table displays the SSH server configuration and status.

Commands for Displaying the SSH Server Configuration and Status
               
                  
                     	
                        
                        Command

                        
                        
                     
                     
                     	
                        
                        Purpose

                        
                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        
                        show ip ssh

                        
                        
                     
                     
                     	
                        
                        Shows the version and configuration information for the SSH server.

                        
                        
                     
                     
                  

                  
                  
                     	
                        
                        show ssh

                        
                        
                     
                     
                     	
                        
                        Shows the status of the SSH server.

                        
                        
                     
                     
                  

                  
               
               
            

            
         

         
         For more information about these commands, see the “Secure Shell Commands” section in the
            “Other Security Features” chapter of the Cisco IOS Security Command Reference .
         

         
      

      
      
      
         
      

      
      
      
   
      
      
       Secure HTTP Servers
         	 and Clients Overview
      

      
         On a secure HTTP
            		connection, data to and from an HTTP server is encrypted before being sent over
            		the Internet. HTTP with SSL encryption provides a secure connection to allow
            		such functions as configuring a switch from a Web browser. Cisco's
            		implementation of the secure HTTP server and secure HTTP client uses an
            		implementation of SSL Version 3.0 with application-layer encryption. HTTP over
            		SSL is abbreviated as HTTPS; the URL of a secure connection begins with
            		https:// instead of http://. 
            	 
         

         
         
   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Certificate Authority Trustpoints
      
   
   
   
      
      
      Certificate Authority Trustpoints

      
         Certificate authorities (CAs) manage certificate requests and issue certificates to participating network devices. These services
            provide centralized security key and certificate management for the participating devices. Specific CA servers are referred
            to as trustpoints.
         

         
         When a connection attempt is made, the HTTPS server provides a secure connection by issuing a certified X.509v3 certificate,
            obtained from a specified CA trustpoint, to the client. The client (usually a Web browser), in turn, has a public key that
            allows it to authenticate the certificate.
         

         
         For secure HTTP connections, we highly recommend that you configure a CA trustpoint. If a CA trustpoint is not configured
            for the device running the HTTPS server, the server certifies itself and generates the needed RSA key pair. Because a self-certified
            (self-signed) certificate does not provide adequate security, the connecting client generates a notification that the certificate
            is self-certified, and the user has the opportunity to accept or reject the connection. This option is useful for internal
            network topologies (such as testing).
         

         
         If you do not configure a CA trustpoint, when you enable a secure HTTP connection, either a temporary or a persistent self-signed
            certificate for the secure HTTP server (or client) is automatically generated. 
         

         
         
            	
               If the switch is not configured with a hostname and a domain name, a temporary self-signed certificate is generated. If the
               switch reboots, any temporary self-signed certificate is lost, and a new temporary new self-signed certificate is assigned.
               
               
               
            

            
            	
               If the switch has been configured with a host and domain name, a persistent self-signed certificate is generated. This certificate
               remains active if you reboot the switch or if you disable the secure HTTP server so that it will be there the next time you
               re-enable a secure HTTP connection. 
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                  The certificate authorities and trustpoints must be configured on each device individually. Copying them from other devices
                     makes them invalid on the switch.
                  

                  
                  
                  

               
            

         

         
         If a self-signed certificate has been generated, this information is included in the output
            of the show running-config privileged EXEC command. This is a
            partial sample output from that command displaying a self-signed certificate.
         

         
Switch# show running-config
Building configuration...

<output truncated>

crypto pki trustpoint TP-self-signed-3080755072
 enrollment selfsigned
 subject-name cn=IOS-Self-Signed-Certificate-3080755072
 revocation-check none
 rsakeypair TP-self-signed-3080755072
!
!
crypto ca certificate chain TP-self-signed-3080755072
 certificate self-signed 01
  3082029F 30820208 A0030201 02020101 300D0609 2A864886 F70D0101 04050030
  59312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 43657274
  69666963 6174652D 33303830 37353530 37323126 30240609 2A864886 F70D0109
  02161743 45322D33 3535302D 31332E73 756D6D30 342D3335 3530301E 170D3933
  30333031 30303030 35395A17 0D323030 31303130 30303030 305A3059 312F302D

<output truncated>


         You can remove this self-signed certificate by disabling the secure HTTP server and
            entering the no crypto pki trustpoint TP-self-signed-30890755072
            global configuration command. If you later re-enable a secure HTTP server, a new
            self-signed certificate is generated.
         

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  The values that follow TP self-signed depend on the serial number of the device.
                  

                  
                  
                  

               
            

         

         
         You can use an optional command (ip http secure-client-auth) to
            allow the HTTPS server to request an X.509v3 certificate from the client. Authenticating
            the client provides more security than server authentication by itself.
         

         
         For additional information on Certificate Authorities, see the “Configuring Certification
            Authority Interoperability” chapter in the Cisco IOS Security Configuration Guide,
               Release 12.4. 
         

         
      

      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      CipherSuites
      
   
   
   
      
      
      CipherSuites

      
         A CipherSuite specifies the encryption algorithm and the digest algorithm to use on a SSL connection. When connecting to the
            HTTPS server, the client Web browser offers a list of supported CipherSuites, and the client and server negotiate the best
            encryption algorithm to use from those on the list that are supported by both. For example, Netscape Communicator 4.76 supports
            U.S. security with RSA Public Key Cryptography, MD2, MD5, RC2-CBC, RC4, DES-CBC, and DES-EDE3-CBC.
         

         
         For the best possible encryption, you should use a client browser that supports 128-bit encryption, such as Microsoft Internet
            Explorer Version 5.5 (or later) or Netscape Communicator Version 4.76 (or later). The SSL_RSA_WITH_DES_CBC_SHA CipherSuite
            provides less security than the other CipherSuites, as it does not offer 128-bit encryption.
         

         
         The more secure and more complex CipherSuites require slightly more processing time. This list defines the CipherSuites supported
            by the switch and ranks them from fastest to slowest in terms of router processing load (speed):
         

         
         
            	
               SSL_RSA_WITH_DES_CBC_SHA—RSA key exchange (RSA Public Key Cryptography) with DES-CBC for message encryption and SHA for message
               digest
               
               
            

            
            	
               SSL_RSA_WITH_RC4_128_MD5—RSA key exchange with RC4 128-bit encryption and MD5 for message digest
               
               
            

            
            	
               SSL_RSA_WITH_RC4_128_SHA—RSA key exchange with RC4 128-bit encryption and SHA for message digest
               
               
            

            
            	
               SSL_RSA_WITH_3DES_EDE_CBC_SHA—RSA key exchange with 3DES and DES-EDE3-CBC for message encryption and SHA for message digest
               
               
            

            
         

         
         RSA (in conjunction with the specified encryption and digest algorithm combinations) is used for both key generation and authentication
            on SSL connections. This usage is independent of whether or not a CA trustpoint is configured. 
         

         
      

      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Default SSL Configuration
      
   
   
   
      
      
      Default SSL Configuration

      
         The standard HTTP server is enabled.

         
         SSL is enabled. 

         
         No CA trustpoints are configured.

         
         No self-signed certificates are generated.

         
      

      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      SSL Configuration Guidelines
      
   
   
   
      
      
      SSL Configuration Guidelines

      
         When SSL is used in a switch cluster, the SSL session terminates at the cluster commander. Cluster member switches must run
            standard HTTP.
         

         
         Before you configure a CA trustpoint, you should ensure that the system clock is set. If the clock is not set, the certificate
            is rejected due to an incorrect date.
         

         
         In a switch stack, the SSL session terminates at the stack master. 

         
      

      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACL Overview
      
   
   
   
      
      
       ACL Overview

      
         Packet filtering can help limit network traffic and restrict network use by certain users or devices. ACLs filter traffic
            as it passes through a router or switch and permit or deny packets crossing specified interfaces or VLANs. An ACL is a sequential
            collection of permit and deny conditions that apply to packets. When a packet is received on an interface, the switch compares
            the fields in the packet against any applied ACLs to verify that the packet has the required permissions to be forwarded,
            based on the criteria specified in the access lists. One by one, it tests packets against the conditions in an access list.
            The first match decides whether the switch accepts or rejects the packets. Because the switch stops testing after the first
            match, the order of conditions in the list is critical. If no conditions match, the switch rejects the packet. If there are
            no restrictions, the switch forwards the packet; otherwise, the switch drops the packet. The switch can use ACLs on all packets
            it forwards, including packets bridged within a VLAN.
         

         
         You configure access lists on a router or Layer 3 switch to provide basic security for your network. If you do not configure
            ACLs, all packets passing through the switch could be allowed onto all parts of the network. You can use ACLs to control which
            hosts can access different parts of a network or to decide which types of traffic are forwarded or blocked at router interfaces.
            For example, you can allow e-mail traffic to be forwarded but not Telnet traffic. ACLs can be configured to block inbound
            traffic, outbound traffic, or both.
         

         
      

      
      
      
         
         	Access Control Entries

         
         	ACL Supported Types

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Access Control Entries
      
   
   
   
      
      
      Access Control Entries

      
         

         
         An ACL contains an ordered list of access control entries (ACEs). Each ACE specifies permit or deny and a set of conditions the packet must satisfy in order to match the ACE. The meaning of permit or deny depends on the context in which the ACL is used.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACL Supported Types
      
   
   
   
      
      
      ACL Supported Types

      
         

         
         The switch supports IP ACLs and Ethernet (MAC) ACLs:

         
         
            	IP ACLs filter IPv4 traffic, including TCP, User Datagram Protocol (UDP), Internet Group Management Protocol (IGMP), and Internet
               Control Message Protocol (ICMP).
               
            

            
            	Ethernet ACLs filter non-IP traffic.
               
            

            
         

         
         This switch also supports quality of service (QoS) classification ACLs.

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Supported ACLs
      
   
   
   
      
      
      Supported ACLs

      
         The switch supports three types of ACLs to filter traffic:

         
         
            	Port ACLs access-control traffic entering a Layer 2 interface. You can apply only one IP access list and one MAC access list
               to a Layer 2 interface. 
               
            

            
            	Router ACLs access-control routed traffic between VLANs and are applied to Layer 3 interfaces in a specific direction (inbound
               or outbound).
               
            

            
            	VLAN ACLs or VLAN maps access-control all packets (bridged and routed). You can use VLAN maps to filter traffic between devices
               in the same VLAN. VLAN maps are configured to provide access control based on Layer 3 addresses for IPv4. Unsupported protocols
               are access-controlled through MAC addresses using Ethernet ACEs. After a VLAN map is applied to a VLAN, all packets (routed
               or bridged) entering the VLAN are checked against the VLAN map. Packets can either enter the VLAN through a switch port or
               through a routed port after being routed. 
               
            

            
         

         
      

      
      
      
         
         	ACL Precedence

         
         	Port ACLs

         
         	Router ACLs

         
         	VLAN Maps

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACL Precedence
      
   
   
   
      
      
      ACL Precedence

      
         

         
         When Port ACLs, router ACLs, and VLAN maps are configured on the same switch, the filtering precedence,  from greatest to
            least, is port ACL,    router ACL, then VLAN map.  The following examples describe simple use cases: 
         

         
         
            	When both an input port ACL and a VLAN map are applied, incoming packets received on ports with a port ACL applied are filtered
               by the port ACL. Other packets are filtered by the VLAN map
               
            

            
            	When an input router ACL and input port ACL exist in a switch virtual interface (SVI), incoming packets received on ports
               to which a port ACL is applied are filtered by the port ACL. Incoming routed IP packets received on other ports are filtered
               by the router ACL. Other packets are not filtered.
               
            

            
            	When an output router ACL and input port ACL exist in an SVI, incoming packets received on the ports to which a port ACL is
               applied are filtered by the port ACL. Outgoing routed IP packets are filtered by the router ACL. Other packets are not filtered.
               
            

            
            	When a VLAN map, input router ACL, and input port ACL exist in an SVI, incoming packets received on the ports to which a port
               ACL is applied are only filtered by the port ACL. Incoming routed IP packets received on other ports are filtered by both
               the VLAN map and the router ACL. Other packets are filtered only by the VLAN map.
               
            

            
            	When a VLAN map, output router ACL, and input port ACL exist in an SVI, incoming packets received on the ports to which a
               port ACL is applied are only filtered by the port ACL. Outgoing routed IP packets are filtered by both the VLAN map and the
               router ACL. Other packets are filtered only by the VLAN map.
               
            

            
         

         
      

      
      
      
         
      

      
      Related References

         
         Restrictions for Configuring Network Security with ACLs

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Port ACLs
      
   
   
   
      
      
      Port ACLs

      
         Port ACLs are ACLs that are applied to Layer 2 interfaces on a switch. Port ACLs are supported only on physical interfaces
            and not on EtherChannel interfaces. Port ACLs  can be applied on outbound and inbound interfaces. The following access lists
            are supported:
         

         
         
            	Standard IP access lists using source addresses
               
            

            
            	Extended IP access lists using source and destination addresses and optional protocol type information
               
            

            
            	MAC extended access lists using source and destination MAC addresses and optional protocol type information
               
            

            
         

         
         The switch examines ACLs  on an interface and permits or denies packet forwarding based on how the packet matches the entries
            in the ACL. In this way, ACLs control access to a network or to part of a network.
         

         
         Using ACLs to Control Traffic in a Network. This is an example of using port ACLs to control access to a network when all workstations are in the same VLAN. ACLs applied
               at the Layer 2 input would allow Host A to access the Human Resources network, but prevent Host B from accessing the same
               network. Port ACLs can only be applied to Layer 2 interfaces in the inbound direction. 
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         When you apply a port ACL to a trunk port, the ACL filters traffic on all VLANs present on the trunk port. When you apply
            a port ACL to a port with voice VLAN, the ACL filters traffic on both data and voice VLANs.
         

         
         With port ACLs, you can filter IP traffic by using IP access lists and non-IP traffic by using MAC addresses. You can filter
            both IP and non-IP traffic on the same Layer 2 interface by applying both an IP access list and a MAC access list to the interface.
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                  You cannot apply more than one IP access list and one MAC access list to a Layer 2 interface. If an IP access list or MAC
                     access list is already configured on a Layer 2 interface and you apply a new IP access list or MAC access list to the interface,
                     the new ACL replaces the previously configured one.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Router ACLs
      
   
   
   
      
      
      Router ACLs

      
         You can apply router ACLs on switch virtual interfaces (SVIs), which are Layer 3 interfaces to VLANs; on physical Layer 3
            interfaces; and on Layer 3 EtherChannel interfaces. You apply router ACLs on interfaces for specific directions (inbound or
            outbound). You can apply one router ACL in each direction on an interface.
         

         
         The switch supports these access lists for IPv4 traffic:

         
         
            	Standard IP access lists use source addresses for matching operations.
               
            

            
            	Extended IP access lists use source and destination addresses and optional protocol type information for matching operations.
               
            

            
         

         
         As with port ACLs, the switch examines ACLs associated with features configured on a given interface. As packets enter the
            switch on an interface, ACLs associated with all inbound features configured on that interface are examined. After packets
            are routed and before they are forwarded to the next hop, all ACLs associated with outbound features configured on the egress
            interface are examined.
         

         
         ACLs permit or deny packet forwarding based on how the packet matches the entries in the ACL, and can be used to control access
            to a network or to part of a network. 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACEs and Fragmented and Unfragmented Traffic
      
   
   
   
      
      
      ACEs and  Fragmented and Unfragmented Traffic

      
         IP packets  can be fragmented as they cross the network. When this happens, only the fragment containing the beginning of
            the packet contains the Layer 4 information, such as TCP or UDP port numbers, ICMP type and code, and so on. All other fragments
            are missing this information.
         

         
         Some access control entries (ACEs) do not check Layer 4 information and therefore can be applied to all packet fragments.
            ACEs that do test Layer 4 information cannot be applied in the standard manner to most of the fragments in a fragmented IP
            packet. When the fragment contains no Layer 4 information and the ACE tests some Layer 4 information, the matching rules are
            modified:
         

         
         
            	Permit ACEs that check the Layer 3 information in the fragment (including protocol type, such as TCP, UDP, and so on) are
               considered to match the fragment regardless of what the missing Layer 4 information might have been.
               
            

            
            	Deny ACEs that check Layer 4 information never match a fragment unless the fragment contains Layer 4 information.
               
            

            
         

         
      

      
      
      
         
         	Example: ACEs and Fragmented and Unfragmented Traffic

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACLs and Switch Stacks
      
   
   
   
      
      
      ACLs and Switch Stacks

      
         ACL support is the same for a switch stack as for a standalone switch. ACL configuration information is propagated to all
            switches in the stack. All switches in the stack, including the active switch, process the information and program their hardware.
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      Active Switch  and ACL Functions

      
         

         
         The active switch performs these ACL functions:

         
         
            	It processes the ACL configuration and propagates the information to all stack members.
               
            

            
            	It distributes the ACL information to any switch that joins the stack.
               
            

            
            	If packets must be forwarded by software for any reason (for example, not enough hardware resources), the active switch forwards
               the packets only after applying ACLs on the packets.
               
            

            
            	It programs its hardware with the ACL information it processes.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Stack Member and ACL Functions
      
   
   
   
      
      
      Stack Member and ACL Functions

      
         

         
         Stack members perform these ACL functions:

         
         
            	They receive the ACL information from the active switch and program their hardware.
               
            

            
            	A stack member configured as a standby switch,  performs the functions of the active switch in the event the active switch
               fails. 
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Active Switch Failure and ACLs
      
   
   
   
      
      
      Active Switch  Failure and ACLs

      
         

         
          Both the active and standby switches have the ACL information.   When the active switch fails, the standby takes over.  The
            new active switch distributes the ACL information to all stack members.
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      Standard and Extended IPv4 ACLs

      
         

         
         This section describes IP ACLs.
         

         
          An ACL is a sequential collection of permit and deny conditions. One by one, the switch tests packets against the conditions
            in an access list. The first match determines whether the switch accepts or rejects the packet. Because the switch stops testing
            after the first match, the order of the conditions is critical. If no conditions match, the switch denies the packet.
         

         
         The software supports these types of ACLs or access lists for IPv4:

         
         
            	Standard IP access lists use source addresses for matching operations.
               
            

            
            	Extended IP access lists use source and destination addresses for matching operations and optional protocol-type information
               for finer granularity of control.
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         	Numbered Standard IPv4 ACLs

         
         	Numbered Extended IPv4 ACLs

         
         	Named IPv4 ACLs

         
         	ACL Logging

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IPv4 ACL Switch Unsupported Features
      
   
   
   
      
      
      IPv4 ACL Switch
         	 Unsupported Features
      

      
         

         
         Configuring IPv4 ACLs on the
            		switch is the same as configuring IPv4 ACLs on other Cisco switches and
            		routers.
            	 
         

         
         The switch does not support these
            		Cisco IOS router ACL-related features:
            	 
         

         
         
            	
               		  Non-IP protocol ACLs 
               			 
               		  
               
               		
            

            
            	
               		  IP accounting
               		  
               
               		
            

            
            	
               		  Reflexive ACLs and dynamic
               			 ACLs are not supported. 
               			 
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Numbered Standard IPv4 ACLs
      
   
   
   
      
      
      Numbered Standard IPv4 ACLs

      
         

         
         When creating an ACL, remember that, by default, the end of the ACL contains an implicit deny statement for all packets that
            it did not find a match for before reaching the end. With standard access lists, if you omit the mask from an associated IP
            host address ACL specification, 0.0.0.0 is assumed to be the mask.
         

         
         The switch always rewrites the order of standard access lists so that entries with host matches and entries with matches having a don’t care mask of 0.0.0.0 are moved to the top of the list, above any entries with non-zero don’t care masks. Therefore, in show command output and in the configuration file, the ACEs do not necessarily appear in the order in which they were entered.
         

         
         After creating a numbered standard IPv4 ACL, you can apply it to terminal lines, to interfaces, or to VLANs.

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Numbered Extended IPv4 ACLs
      
   
   
   
      
      
      Numbered Extended
         	 IPv4 ACLs
      

      
         

         
         Although standard ACLs use
            		only source addresses for matching, you can use extended ACL source and
            		destination addresses for matching operations and optional protocol type
            		information for finer granularity of control. When you are creating ACEs in
            		numbered extended access lists, remember that after you create the ACL, any
            		additions are placed at the end of the list. You cannot reorder the list or
            		selectively add or remove ACEs from a numbered list.
            	 
         

         
         The switch does not support
            		dynamic or reflexive access lists. It also does not support filtering based on
            		the type of service (ToS) minimize-monetary-cost bit.
            	 
         

         
         Some protocols also have
            		specific parameters and keywords that apply to that protocol.
            	 
         

         
         You can define an extended
            		TCP, UDP, ICMP, IGMP, or other IP ACL. The switch also supports these IP
            		protocols:
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                  ICMP echo-reply
                     		  cannot be filtered. All other ICMP codes or types can be filtered.
                     		
                  

                  
                  	 
                  

               
            

         

         
         These IP protocols are
            		supported:
            	 
         

         
         
            	
               		  Authentication
               			 Header Protocol (ahp)
               		  
               
               		
            

            
            	
               		   Encapsulation
               			 Security Payload (esp)
               		  
               
               		
            

            
            	
               		  Enhanced Interior
               			 Gateway Routing Protocol (eigrp)
               		  
               
               		
            

            
            	
               		  generic routing
               			 encapsulation (gre)
               		  
               
               		
            

            
            	
               		  Internet Control
               			 Message Protocol (icmp)
               		  
               
               		
            

            
            	
               		  Internet Group
               			 Management Protocol (igmp)
               		  
               
               		
            

            
            	
               		  any Interior
               			 Protocol (ip)
               		  
               
               		
            

            
            	
               		  IP in IP tunneling
               			 (ipinip)
               		  
               
               		
            

            
            	
               		  KA9Q
               			 NOS-compatible IP over IP tunneling (nos)
               		  
               
               		
            

            
            	
               		  Open Shortest Path
               			 First routing (ospf)
               		  
               
               		
            

            
            	
               		  Payload
               			 Compression Protocol (pcp)
               		  
               
               		
            

            
            	
               		  Protocol-Independent Multicast (pim)
               		  
               
               		
            

            
            	
               		  Transmission
               			 Control Protocol (tcp)
               		  
               
               		
            

            
            	
               		  User Datagram
               			 Protocol (udp)
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Named IPv4 ACLs
      
   
   
   
      
      
      Named IPv4
         	 ACLs
      

      
         

         
         You can identify IPv4 ACLs with an
            		alphanumeric string (a name) rather than a number. You can use named ACLs to
            		configure more IPv4 access lists in a router than if you were to use numbered
            		access lists. If you identify your access list with a name rather than a
            		number, the mode and command syntax are slightly different. However, not all
            		commands that use IP access lists accept a named access list. 
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                  The name you give to a
                     		  standard or extended ACL can also be a number in the supported range of access
                     		  list numbers. That is, the name of a standard IP ACL can be 1 to 99 and 
                     		  . The advantage of using named ACLs instead of
                     		  numbered lists is that you can delete individual entries from a named list. 
                     		
                  

                  
                  	 
                  

               
            

         

         
         Consider these guidelines and
            		limitations before configuring named ACLs: 
            	 
         

         
         
            	 
               		  Not all commands that accept
               			 a numbered ACL accept a named ACL. ACLs for packet filters and route filters on
               			 interfaces can use a name. VLAN maps also accept a name. 
               		  
               
               		
            

            
            	 
               		  A standard ACL and an
               			 extended ACL cannot have the same name. 
               		  
               
               		
            

            
            	 
               		  Numbered ACLs are also
               			 available. 
               		  
               
               		
            

            
            	 
               		  You can use standard or
               			 extended ACLs (named or numbered) in VLAN maps. 
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACL Logging
      
   
   
   
      
      
      ACL Logging

      
         The switch software can provide logging messages about packets permitted or denied by a standard IP access list. That is,
            any packet that matches the ACL causes an informational logging message about the packet to be sent to the console. The level
            of messages logged to the console is controlled by the logging console commands controlling the syslog messages.
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                  Because routing is done in hardware and logging is done in software, if a large number of packets match a permit or deny ACE containing a log keyword, the software might not be able to match the hardware processing rate, and not all packets will be logged.
                  

                  
                  

               
            

         

         
         The first packet that triggers the ACL causes a logging message right away, and subsequent packets are collected over 5-minute
            intervals before they appear or logged. The logging message includes the access list number, whether the packet was permitted
            or denied, the source IP address of the packet, and the number of packets from that source permitted or denied in the prior
            5-minute interval.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Hardware and Software Treatment of IP ACLs
      
   
   
   
      
      
      Hardware and Software Treatment of IP ACLs

      
         ACL processing is performed
            		in hardware. If the hardware reaches its capacity to store ACL configurations,
            		all packets on that interface are dropped. 
            	 
         

         
         
            
               	[image: ../images/note.gif]
Note
               	


 
                  		
                  If an ACL configuration
                     		  cannot be implemented in hardware due to an out-of-resource condition on a
                     		  switch or stack member, then only the traffic in that VLAN arriving on that
                     		  switch is affected. 
                     		   
                     		
                  

                  
                  	 
                  

               
            

         

         
         For router ACLs, other
            		factors can cause packets to be sent to the CPU: 
            	 
         

         
         
            	 
               		  Using the 
               			 log keyword 
               		  
               
               		
            

            
            	 
               		  Generating ICMP unreachable messages 
               		  
               
               		
            

            
         

         
         When you enter the 
            		show ip
                  			 access-lists privileged EXEC command, the match count displayed
            		does not account for packets that are access controlled in hardware. Use the 
            		 
            		show platform acl
                  			 counters hardware privileged EXEC command to obtain some basic
            		hardware ACL statistics for switched and routed packets. 
            	 
         

         
         Router ACLs function as
            		follows: 
            	 
         

         
         
            	 
               		  The hardware controls permit
               			 and deny actions of standard and extended ACLs (input and output) for security
               			 access control. 
               		  
               
               		
            

            
            	 
               		  If 
               			 log has not been specified, the flows that match a
               			 
               			 deny statement in a
               			 security ACL are dropped by the hardware if 
               			 ip unreachables is
               			 disabled. The flows matching a 
               			 permit statement are
               			 switched in hardware. 
               		  
               
               		
            

            
            	 
               		  Adding the 
               			 log keyword to an ACE in a router ACL causes a
               			 copy of the packet to be sent to the CPU for logging only. If the ACE is a 
               			 permit statement, the
               			 packet is still switched and routed in hardware. 
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Time Ranges for ACLs
      
   
   
   
      
      
      Time Ranges for  ACLs

      
         

         
         You can selectively apply extended ACLs based on the time of day and the week by using the time-range global configuration command. First, define a time-range name and set the times and the dates or the days of the week in
            the time range. Then enter the time-range name when applying an ACL to set restrictions to the access list. You can use the
            time range to define when the permit or deny statements in the ACL are in effect, for example, during a specified time period
            or on specified days of the week. The time-range keyword and argument are referenced in the named and numbered extended ACL task tables.
         

         
         These are some benefits of using time ranges:

         
         
            	You have more control over permitting or denying a user access to resources, such as an application (identified by an IP address/mask
               pair and a port number).
               
            

            
            	You can control logging messages. ACL entries can be set to log traffic only at certain times of the day. Therefore, you can
               simply deny access without needing to analyze many logs generated during peak hours.
               
            

            
         

         
         Time-based access lists trigger CPU activity because the new configuration of the access list must be merged with other features
            and the combined configuration loaded into the hardware memory. For this reason, you should be careful not to have several
            access lists configured to take affect in close succession (within a small number of minutes of each other.)
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                  The time range relies on the switch system clock; therefore, you need a reliable clock source. We recommend that you use Network
                     Time Protocol (NTP) to synchronize the switch clock.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring Time Ranges for ACLs

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IPv4 ACL Interface Considerations
      
   
   
   
      
      
      IPv4 ACL Interface Considerations

      
         

         
         When you apply the ip access-group interface configuration command to a Layer 3 interface (an SVI, a Layer 3 EtherChannel, or a routed port), the interface
            must have been configured with an IP address. Layer 3 access groups filter packets that are routed or are received by Layer
            3 processes on the CPU. They do not affect packets bridged within a VLAN.
         

         
         For inbound ACLs, after receiving a packet, the switch checks the packet against the ACL. If the ACL permits the packet, the
            switch continues to process the packet. If the ACL rejects the packet, the switch discards the packet.
         

         
         For outbound ACLs, after receiving and routing a packet to a controlled interface, the switch checks the packet against the
            ACL. If the ACL permits the packet, the switch sends the packet. If the ACL rejects the packet, the switch discards the packet.
         

         
         By default, the input interface sends ICMP Unreachable messages whenever a packet is discarded, regardless of whether the
            packet was discarded because of an ACL on the input interface or because of an ACL on the output interface. ICMP Unreachables
            are normally limited to no more than one every one-half second per input interface, but this can be changed by using the ip icmp rate-limit unreachable global configuration command.
         

         
         When you apply an undefined ACL to an interface, the switch acts as if the ACL has not been applied to the interface and permits
            all packets. Remember this behavior if you use undefined ACLs for network security.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Applying an IPv4 ACL to an Interface

         
      

      
      Related References

         
         Restrictions for Configuring Network Security with ACLs

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Switch Stacks and IPv6 ACLs
      
   
   
   
      
      
      Switch Stacks and IPv6 ACLs

      
         

         
         The active switch supports IPv6 ACLs in hardware and distributes the IPv6 ACLs to the stack members.

         
         If a standby switch takes over as the active switch, it distributes the ACL configuration to all stack members. The member
            switches sync up the configuration distributed by the new active switch and flush out entries that are not required.
         

         
         When an ACL is modified, attached to, or detached from an interface, the active switch distributes the change to all stack
            members.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      DHCP Server
      
   
   
   
      
      
      DHCP Server

      
         The DHCP server assigns IP addresses from specified address pools on a switch or router to DHCP clients and manages them.
            If the DHCP server cannot give the DHCP client the requested configuration  parameters from its database, it forwards the
            request to one or more secondary DHCP servers defined by the network administrator.
         

         
         The switch can act as a DHCP server.   

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      DHCP Relay Agent
      
   
   
   
      
      
      DHCP Relay Agent

      
         A DHCP relay agent is a Layer 3 device that forwards DHCP packets between clients and servers. Relay agents forward requests
            and replies between clients and servers when they are not on the same  physical subnet. Relay agent forwarding is different
            from the normal Layer 2 forwarding, in which IP datagrams are switched transparently between networks. Relay agents receive
            DHCP messages and generate new DHCP messages to send on output interfaces.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      DHCP Snooping
      
   
   
   
      
      
      DHCP Snooping

      
         DHCP snooping is a DHCP
            		security feature that provides network security by filtering untrusted DHCP
            		messages and by building and maintaining a DHCP snooping binding database, also
            		referred to as a DHCP snooping binding table. 
            	 
         

         
         DHCP snooping acts like a
            		firewall between untrusted hosts and DHCP servers. You use DHCP snooping to
            		differentiate between untrusted interfaces connected to the end user and
            		trusted interfaces connected to the DHCP server or another switch.
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                     For DHCP snooping
                        			 to function properly, all DHCP servers must be connected to the switch through
                        			 trusted interfaces.
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
         An untrusted DHCP message is a message that is
            		received through an untrusted interface. By default, the switch considers all
            		interfaces untrusted. So, the switch must be configured to trust some
            		interfaces to use DHCP Snooping. When you use DHCP snooping in a
            		service-provider environment, an untrusted message is sent from a device that
            		is not in the service-provider network, such as a customer’s switch. Messages
            		from unknown devices are untrusted because they can be sources of traffic
            		attacks.
            	 
         

         
         The DHCP snooping binding
            		database has the MAC address, the IP address, the lease time, the binding type,
            		the VLAN number, and the interface information that corresponds to the local
            		untrusted interfaces of a switch. It does not have information regarding hosts
            		interconnected with a trusted interface.
            	 
         

         
         In a service-provider network, an example of
            		an interface you might configure as trusted is one connected to a port on a
            		device in the same network. An example of an untrusted interface is one that is
            		connected to an untrusted interface in the network or to an interface on a
            		device that is not in the network.
            	 
         

         
         When a switch receives a
            		packet on an untrusted interface and the interface belongs to a VLAN in which
            		DHCP snooping is enabled, the switch compares the source MAC address and the
            		DHCP client hardware address. If the addresses match (the default), the switch
            		forwards the packet. If the addresses do not match, the switch drops the
            		packet.
            	 
         

         
         The switch drops a DHCP
            		packet when one of these situations occurs:
            	 
         

         
         
            	
               		  A packet from a DHCP server,
               			 such as a DHCPOFFER, DHCPACK, DHCPNAK, or DHCPLEASEQUERY packet, is received
               			 from outside the network or firewall.
               		  
               
               		
            

            
            	
               		  A packet is received on an
               			 untrusted interface, and the source MAC address and the DHCP client hardware
               			 address do not match.
               		  
               
               		
            

            
            	
               		  The switch receives a
               			 DHCPRELEASE or DHCPDECLINE broadcast message that has a MAC address in the DHCP
               			 snooping binding database, but the interface information in the binding
               			 database does not match the interface on which the message was received.
               		  
               
               		
            

            
            	
               		  A DHCP relay agent forwards a
               			 DHCP packet that includes a relay-agent IP address that is not 0.0.0.0, or the
               			 relay agent forwards a packet that includes option-82 information to an
               			 untrusted port.
               		  
               
               		
            

            
         

         
         If the switch is an aggregation switch
            		supporting DHCP snooping and is connected to an edge switch that is inserting
            		DHCP option-82 information, the switch drops packets with option-82 information
            		when packets are received on an untrusted interface. If DHCP snooping is
            		enabled and packets are received on a trusted port, the aggregation switch does
            		not learn the DHCP snooping bindings for connected devices and cannot build a
            		complete DHCP snooping binding database.
            	 
         

         
         When an aggregation switch
            		can be connected to an edge switch through an untrusted interface and you enter
            		the 
            		ip dhcp snooping information option
                  			 allow-untrusted global configuration command, the aggregation
            		switch accepts packets with option-82 information from the edge switch. The
            		aggregation switch learns the bindings for hosts connected through an untrusted
            		switch interface. The DHCP security features, such as dynamic ARP inspection or
            		IP source guard, can still be enabled on the aggregation switch while the
            		switch receives packets with option-82 information on untrusted input
            		interfaces to which hosts are connected. The port on the edge switch that
            		connects to the aggregation switch must be configured as a trusted interface.
            	 
         

         
         Normally, it is not desirable to broadcast packets to wireless clients.
            		So, DHCP snooping replaces destination broadcast MAC address (ffff.ffff.ffff)
            		with unicast MAC address for DHCP packets that are going from server to
            		wireless clients. The unicast MAC address is retrieved from CHADDR field in the
            		DHCP payload. This processing is applied for server to client packets such as
            		DHCP OFFER, DHCP ACK, and DHCP NACK messages. The 
            		ip dhcp snooping wireless bootp-broadcast
                  			 enable can be used to revert this behavior. When the wireless
            		BOOTP broadcast is enabled, the broadcast DHCP packets from server are
            		forwarded to wireless clients without changing the destination MAC address.
            	 
         

         
      

      
      
      
         
      

      
      Related References

         
         Prerequisites for Configuring DHCP Snooping and Option 82

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Option-82 Data Insertion
      
   
   
   
      
      
      Option-82 Data Insertion

      
         In residential, metropolitan Ethernet-access environments, DHCP can centrally manage the IP address assignments for a large
            number of subscribers. When the DHCP option-82 feature is enabled on the switch, a subscriber device is identified by the
            switch port through which it connects to the network (in addition to its MAC address). Multiple hosts on the subscriber LAN
            can be connected to the same port on the access switch and are uniquely identified.
            
               
                  	[image: ../images/note.gif]
Note
                  	



                     The DHCP option-82 feature is supported only when DHCP snooping is globally enabled on the VLANs to which subscriber devices
                        using option-82 are assigned.
                     

                     
                     

                  
               

            

            
         

         
         The following illustration shows a metropolitan Ethernet network in which a centralized DHCP server assigns IP addresses to
            subscribers connected to the switch at the access layer. Because the DHCP clients and their associated DHCP server do not
            reside on the same IP network or subnet, a DHCP relay agent (the Catalyst switch) is configured with a helper address to enable
            broadcast forwarding and to transfer DHCP messages between the clients and the server.
         

         
         DHCP Relay Agent in a Metropolitan Ethernet Network

[image: ../images/98813.jpg]

         
         When you enable the DHCP snooping information option 82 on the switch, the following sequence of events occurs:

         
         
            	The host (DHCP client) generates a DHCP request and broadcasts it on the network.
               
            

            
            	When the switch receives the DHCP request, it adds the option-82 information in the packet. By default, the remote-ID suboption
               is the switch MAC address, and the circuit-ID suboption is the port identifier, vlan-mod-port, from which the packet is received.You can configure the remote ID and circuit ID. 
               
            

            
            	If the IP address of the relay agent is configured, the switch adds this IP address in the DHCP packet.
               
            

            
            	The switch forwards the DHCP request that includes the option-82 field to the DHCP server.
               
            

            
            	The DHCP server receives the packet. If the server is option-82-capable, it can use the remote ID, the circuit ID, or both
               to assign IP addresses and implement policies, such as restricting the number of IP addresses that can be assigned to a single
               remote ID or circuit ID. Then the DHCP server echoes the option-82 field in the DHCP reply.
               
            

            
            	The DHCP server unicasts the reply to the switch if the request was relayed to the server by the switch. The switch verifies
               that it originally inserted the option-82 data by inspecting the remote ID and possibly the circuit ID fields. The switch
               removes the option-82 field and forwards the packet to the switch port that connects to the DHCP client that sent the DHCP
               request.
               
            

            
            	
               
            

            
         

         
         In the default suboption configuration, when the described sequence of events occurs, the values in these fields do not change
            (see the illustration,Suboption Packet Formats): 
         

         
         
            	 Circuit-ID suboption fields
               
               
                  	 Suboption type
                     
                  

                  
                  	 Length of the suboption type
                     
                  

                  
                  	 Circuit-ID type
                     
                  

                  
                  	 Length of the circuit-ID type
                     
                  

                  
               

               
            

            
            	 Remote-ID suboption fields
               
               
                  	 Suboption type
                     
                  

                  
                  	 Length of the suboption type
                     
                  

                  
                  	 Remote-ID type
                     
                  

                  
                  	 Length of the remote-ID type
                     
                  

                  
               

               
            

            
         

         
         In the port field of the circuit ID suboption, the port numbers start at 3. For example, on a switch with 24 10/100/1000 ports
            and four small form-factor pluggable (SFP) module slots, port 3 is the Gigabit Ethernet 1/0/1 port, port 4 is the Gigabit
            Ethernet 1/0/2 port, and so forth. Port 27 is the SFP module slot Gigabit Ethernet1/0/25, and so forth. 
         

         
         The illustration,  Suboption Packet Formats.   shows the packet formats for the remote-ID suboption and the circuit-ID suboption when the default suboption configuration
            is used. For the circuit-ID suboption, the module number corresponds to the switch number in the stack. The switch uses the
            packet formats when you globally enable DHCP snooping and enter the ip dhcp snooping information option global configuration
            command.
         

         
         Suboption Packet Formats
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          The illustration,  User-Configured Suboption Packet Formats, shows the packet formats for user-configured remote-ID and circuit-ID suboptions The switch uses these packet formats when
            DHCP snooping is globally enabled and when the ip dhcp snooping information option format remote-id global configuration command and theip dhcp snooping vlan information option format-type circuit-id string interface configuration command are entered.
         

         
          The values for these fields in the packets change from the default values when you configure the remote-ID and circuit-ID
            suboptions:
         

         
         
            	 Circuit-ID suboption fields
               
               
                  	 The circuit-ID type is 1.
                     
                  

                  
                  	 The length values are variable, depending on the length of the string that you configure.
                     
                  

                  
               

               
            

            
         

         
         
            	 Remote-ID suboption fields
               
               
                  	 The remote-ID type is 1.
                     
                  

                  
                  	 The length values are variable, depending on the length of the string that you configure.
                     
                  

                  
               

               
            

            
         

         
          User-Configured Suboption Packet Formats
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      Cisco IOS DHCP Server Database
      
   
   
   
      
      
      Cisco IOS DHCP Server Database

      
         During the DHCP-based autoconfiguration process, the designated DHCP server uses the Cisco IOS DHCP server database. It has
            IP addresses, address bindings, and configuration parameters, such as the boot file.
         

         
         An address binding is a mapping between an IP address and a MAC address of a host in the Cisco IOS DHCP server database. You
            can manually assign the client IP address, or the DHCP  server can allocate an IP address from a DHCP address pool. For more
            information about manual and automatic address bindings, see the “Configuring DHCP” chapter of the Cisco IOS IP Configuration Guide,  Release 12.4.
         

         
         For procedures to enable and configure the Cisco IOS DHCP server database, see the “DHCP Configuration Task List” section
            in the “Configuring DHCP” chapter of the Cisco IOS IP Configuration Guide, Release 12.4.
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      DHCP Snooping Binding Database

      
         When DHCP snooping is enabled, the switch uses the DHCP snooping binding database to store information about untrusted interfaces.
            The database can have up to 64,000 bindings.
         

         
         Each database entry (binding) has an IP address, an associated MAC address, the lease time (in hexadecimal format), the interface
            to which the binding applies, and the VLAN to which the interface belongs. The database agent stores the bindings in a file
            at a configured location. At the end of each entry is a checksum that accounts for all the bytes from the start of the file
            through all the bytes associated with the entry. Each entry is 72 bytes, followed by a space and then the checksum value.
         

         
         To keep the bindings when the switch reloads, you must use the DHCP snooping database agent. If the agent is disabled, dynamic
            ARP inspection or IP source guard is enabled, and the DHCP snooping binding database has dynamic bindings, the switch loses
            its connectivity. If the agent is disabled and only DHCP snooping is enabled, the switch does not lose its connectivity, but
            DHCP snooping might not prevent DHCP spoofing attacks.
         

         
         When reloading, the switch reads the binding file to build the DHCP snooping binding database. The switch updates the file
            when the database changes.
         

         
         When a switch learns of new bindings or when it loses bindings, the switch immediately updates the entries in the database.
            The switch also updates the entries in the binding file. The frequency at which the file is updated is based on a configurable
            delay, and the updates are batched. If the file is not updated in a specified time (set by the write-delay and abort-timeout
            values), the update stops.
         

         
         This is the format of the file with bindings:
         

         
<initial-checksum>
TYPE DHCP-SNOOPING
VERSION 1
BEGIN
<entry-1> <checksum-1>
<entry-2> <checksum-1-2>
...
...
<entry-n> <checksum-1-2-..-n>
END



         Each entry in the file is tagged with a checksum value that the switch uses to verify the entries when it reads the file.
            The initial-checksum entry on the first line distinguishes entries associated with the latest file update from entries associated
            with a previous file update.
         

         
         This is an example of a binding file:

         
2bb4c2a1
TYPE DHCP-SNOOPING
VERSION 1
BEGIN
192.1.168.1 3 0003.47d8.c91f 2BB6488E Gi1/0/4 21ae5fbb
192.1.168.3 3 0003.44d6.c52f 2BB648EB Gi1/0/4 1bdb223f
192.1.168.2 3 0003.47d9.c8f1 2BB648AB Gi1/0/4 584a38f0
END



         When the switch starts and the calculated checksum value equals the stored checksum value, the switch reads entries from the
            binding file and adds the bindings to its DHCP snooping binding database. The switch ignores an entry when one of these situations
            occurs:
         

         
         
            	The switch reads the entry and the calculated checksum value does not equal the stored checksum value. The entry and the ones
               following it are ignored.
               
            

            
            	An entry has an expired lease time (the switch might not remove a binding entry when the lease time expires).
               
            

            
            	The interface in the entry no longer exists on the system.
               
            

            
            	The interface is a routed interface or a DHCP snooping-trusted interface.
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      DHCP Snooping and Switch Stacks

      
         DHCP snooping is managed on the stack master. When a new switch joins the stack, the switch receives the DHCP snooping configuration
            from the stack master. When a member leaves the stack, all DHCP snooping address bindings associated with the switch age out.
         

         
         All snooping statistics are generated on the stack master. If a new stack master is elected, the statistics counters reset.

         
         When a stack merge occurs, all DHCP snooping bindings in the stack master are lost if it is no longer the stack master. With
            a stack partition, the existing stack master is unchanged, and the bindings belonging to the partitioned switches age out.
            The new master of the partitioned stack begins processing the new incoming DHCP packets. 
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               Default DHCP Configuration
               
                  
                     	
                        Feature

                        
                     
                     
                     	
                        Default Setting

                        
                     
                     
                  

                  
               
               
               
                  
                     	
                        DHCP server

                        
                     
                     
                     	
                        Enabled in Cisco IOS software, requires configuration1

                        
                     
                     
                  

                  
                  
                     	
                        DHCP relay agent

                        
                     
                     
                     	
                        Enabled2

                        
                     
                     
                  

                  
                  
                     	
                        DHCP packet forwarding address

                        
                     
                     
                     	
                        None configured

                        
                     
                     
                  

                  
                  
                     	
                        Checking the relay agent information

                        
                     
                     
                     	
                        Enabled (invalid messages are dropped)

                        
                     
                     
                  

                  
                  
                     	
                        DHCP relay agent forwarding policy

                        
                     
                     
                     	
                        Replace the existing relay agent information

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping enabled globally

                        
                     
                     
                     	
                        Disabled

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping information option

                        
                     
                     
                     	
                        Enabled

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping option to accept packets on untrusted input interfaces3

                        
                     
                     
                     	
                        Disabled

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping limit rate

                        
                     
                     
                     	
                        None configured

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping trust

                        
                     
                     
                     	
                        Untrusted

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping VLAN

                        
                     
                     
                     	
                        Disabled

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping MAC address verification

                        
                     
                     
                     	
                        Enabled

                        
                     
                     
                  

                  
                  
                     	
                        Cisco IOS DHCP server binding database

                        
                     
                     
                     	
                        Enabled in Cisco IOS software, requires configuration.

                        
                        
                           
                              	Note   
                                    
                                    
                              	
                                 The switch gets network addresses and configuration parameters only from a device configured as a DHCP server.

                                 
                              
                           

                        

                        
                     
                     
                  

                  
                  
                     	
                        DHCP snooping binding database agent

                        
                     
                     
                     	
                        Enabled in Cisco IOS software, requires configuration. This feature is operational only when a destination is configured.

                        
                     
                     
                  

                  
               
               
            

            
         

         
         1  The switch responds to DHCP requests only if it is configured as a DHCP server.
         

         2  The switch relays DHCP packets only if the IP address of the DHCP server is configured on the SVI of the DHCP client.
         

         3  Use this feature when the switch is an aggregation switch that receives packets with option-82 information from an edge
            switch.
         

      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      DHCP Snooping Configuration Guidelines
      
   
   
   
      
      
      DHCP Snooping
         	 Configuration Guidelines
      

      
         

         
         
            	 
               		  If a switch port is connected
               			 to a DHCP server, configure a port as trusted by entering the 
               			 ip dhcp snooping trust interface configuration
               			 command. 
               		  
               
               		
            

            
            	 
               		  If a switch port is connected
               			 to a DHCP client, configure a port as untrusted by entering the 
               			 no ip dhcp snooping trust interface configuration
               			 command. 
               		  
               
               		
            

            
            	 
               		  You can display DHCP snooping statistics by entering the 
               			 show ip dhcp snooping statistics user EXEC
               			 command, and you can clear the snooping statistics counters by entering the 
               			 clear ip dhcp snooping statistics privileged EXEC
               			 command. 
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      DHCP Server and Switch Stacks

      
         The DHCP binding database is managed on the stack master. When a new stack master is assigned, the new master downloads the
            saved binding database from the TFTP server. If the stack master fails, all unsaved bindings are lost. The IP addresses associated
            with the lost bindings are released. You should configure an automatic backup by using the ip dhcp database url [timeout seconds | write-delay seconds] global configuration command.
         

         
         When a stack merge occurs, the stack master that becomes a stack member loses all of the DHCP lease bindings. With a stack
            partition, the new master in the partition acts as a new DHCP server without any of the existing DHCP lease bindings.
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      Information About Configuring DHCP Server Port-Based Address Allocation

      
         

         
         DHCP server port-based address allocation is a feature that enables DHCP to maintain the same IP address on an Ethernet switch
            port regardless of the attached device client identifier or client hardware address. 
         

         
         When Ethernet switches are deployed in the network, they offer connectivity to the directly connected devices. In some environments,
            such as on a factory floor, if a device fails, the replacement device must be working immediately in the existing network.
            With the current DHCP implementation, there is no guarantee that DHCP would offer the same IP address to the replacement device.
            Control, monitoring, and other software expect a stable IP address associated with each device. If a device is replaced, the
            address assignment should remain stable even though the DHCP client has changed. 
         

         
         When configured, the DHCP server port-based address allocation feature ensures that the same IP address is always offered
            to the same connected port even as the client identifier or client hardware address changes in the DHCP messages received
            on that port. The DHCP protocol recognizes DHCP clients by the client identifier option in the DHCP packet. Clients that do
            not include the client identifier option are identified by the client hardware address. When you configure this feature, the
            port name of the interface overrides the client identifier or hardware address and the actual point of connection, the switch
            port, becomes the client identifier. 
         

         
         In all cases, by connecting the Ethernet cable to the same port, the same IP address is allocated through DHCP to the attached
            device. 
         

         
         The DHCP server port-based address allocation feature is only supported on a Cisco IOS DHCP server and not a third-party server.
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               		  By default, DHCP
               			 server port-based address allocation is disabled.
               		  
               
               		
            

            
            	
               		  To restrict assignments from
               			 the DHCP pool to preconfigured reservations (unreserved addresses are not
               			 offered to the client and other clients are not served by the pool), you can
               			 enter the 
               			 reserved-only DHCP pool configuration command.
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IP Source Guard
      
   
   
   
      
      
      IP Source Guard

      
         You can use IP source guard to prevent traffic attacks if a host tries to use the IP address of its neighbor and you can enable
            IP source guard when DHCP snooping is enabled on an untrusted interface. 
         

         
          After IPSG is enabled on an interface, the switch blocks all IP traffic received on the interface except for DHCP packets
            allowed by DHCP snooping.   
         

         
         The switch uses a source IP lookup table in hardware to bind IP addresses  to ports. For IP and MAC filtering,  a combination
            of source IP and source MAC lookups are used.   IP traffic with a source IP address is the binding table is allowed, all other
            traffic is denied. 
         

         
         The IP source binding table has bindings that are learned by DHCP snooping or are manually configured (static IP source bindings).
            An entry in this table has an IP address, its associated MAC address, and its associated VLAN number. The switch uses the
            IP source binding table only when IP source guard is enabled.
         

         
         IPSG is supported only on Layer 2 ports, including access and trunk ports. You can configure IPSG with source IP address filtering
            or with source IP and MAC address filtering.
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      IP Source Guard for Static Hosts

      
         
            
               	[image: ../images/note.gif]
Note
               	



                  
                  Do not use IPSG (IP source guard) for static hosts on uplink ports or trunk ports.

                  
                  
                  

               
            

         

         
         IPSG for static hosts extends the IPSG capability to non-DHCP and static environments. The previous IPSG used the entries
            created by DHCP snooping to validate the hosts connected to a switch. Any traffic received from a host without a valid DHCP
            binding entry is dropped. This security feature restricts IP traffic on nonrouted Layer 2 interfaces. It filters traffic based
            on the DHCP snooping binding database and on manually configured IP source bindings. The previous version of IPSG required
            a DHCP environment for IPSG to work. 
         

         
         IPSG for static hosts allows IPSG to work without DHCP. IPSG for static hosts relies on IP device tracking-table entries to
            install port ACLs. The switch creates static entries based on ARP requests or other IP packets to maintain the list of valid
            hosts for a given port. You can also specify the number of hosts allowed to send traffic to a given port. This is equivalent
            to port security at Layer 3.
         

         
         IPSG for static hosts also supports dynamic hosts. If a dynamic host receives a
            DHCP-assigned IP address that is available in the IP DHCP snooping table, the same entry is
            learned by the IP device tracking table. In a stacked environment, when the master failover
            occurs, the IP source guard entries for static hosts attached to member ports are retained.
            When you enter the show ip device tracking all EXEC command, the
            IP device tracking table displays the entries as ACTIVE.
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                  Some IP hosts with multiple network interfaces can inject some invalid packets into a network interface. The invalid packets
                     contain the IP or MAC address for another network interface of the host as the source address. The invalid packets can cause
                     IPSG for static hosts to connect to the host, to learn the invalid IP or MAC address bindings, and to reject the valid bindings.
                     Consult the vender of the corresponding operating system and the network interface to prevent the host from injecting invalid
                     packets.
                  

                  
                  
                  

               
            

         

         
         IPSG for static hosts initially learns IP or MAC bindings dynamically through an ACL-based snooping mechanism. IP or MAC bindings
            are learned from static hosts by ARP and IP packets. They are stored in the device tracking database. When the number of IP
            addresses that have been dynamically learned or statically configured on a given port reaches a maximum, the hardware drops
            any packet with a new IP address. To resolve hosts that have moved or gone away for any reason, IPSG for static hosts leverages
            IP device tracking to age out dynamically learned IP address bindings. This feature can be used with DHCP snooping. Multiple
            bindings are established on a port that is connected to both DHCP and static hosts. For example, bindings are stored in both
            the device tracking database as well as in the DHCP snooping binding database.
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               		  You can configure
               			 static IP bindings only on nonrouted ports. If you enter the 
               			 ip source binding 
                  				mac-address 
                  				vlan 
                  				vlan-id
                     				  ip-address 
                  				interface 
                  				interface-id global configuration command on a
               			 routed interface, this error message appears: 
               		  
               
               		  
Static IP source binding can only be configured on switch port.



               
               		

            
            	 
               		  When IP source
               			 guard with source IP filtering is enabled on an interface, DHCP snooping must
               			 be enabled on the access VLAN for that interface. 
               		  
               
               		
            

            
            	 
               		  If you are
               			 enabling IP source guard on a trunk interface with multiple VLANs and DHCP
               			 snooping is enabled on all the VLANs, the source IP address filter is applied
               			 on all the VLANs. 
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                        If IP source
                           				guard is enabled and you enable or disable DHCP snooping on a VLAN on the trunk
                           				interface, the switch might not properly filter traffic. 
                           			 
                        

                        
                        		  
                        

                     
                  

               

               
               		
            

            
            	 
               		  You can enable
               			 this feature when 802.1x port-based authentication is enabled. 
               		  
               
               		
            

            
            	 
               		  When you configure
               			 IP source guard smart logging, packets with a source address other than the
               			 specified address or an address learned by DHCP are denied, and the packet
               			 contents are sent to a NetFlow collector. If you configure this feature, make
               			 sure that smart logging is globally enabled. 
               		  
               
               		
            

            
            	 
               		  In a switch stack,
               			 if IP source guard is configured on a stack member interface and you remove the
               			 the configuration of that switch by entering the 
               			 no 
                  				switch
                  				
                  				stack-member-number 
                  				provision global configuration command, the
               			 interface static bindings are removed from the binding table, but they are not
               			 removed from the running configuration. If you again provision the switch by
               			 entering the 
               			 switch 
                  				stack-member-number 
                  				provision command, the binding is restored. 
               		  
               
               		  To remove the
               			 binding from the running configuration, you must disable IP source guard before
               			 entering the 
               			 no switch
                     				  provision command. The configuration is also removed if the
               			 switch reloads while the interface is removed from the binding table. 
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      Understanding Dynamic ARP Inspection

      
         

         
         ARP provides IP communication within a Layer 2 broadcast domain by mapping an IP address to a MAC address. For example, Host
            B wants to send information to Host A but does not have the MAC address of Host A in its ARP cache. Host B generates a broadcast
            message for all hosts within the broadcast domain to obtain the MAC address associated with the IP address of Host A. All
            hosts within the broadcast domain receive the ARP request, and Host A responds with its MAC address. However,because ARP allows
            a gratuitous reply from a host even if an ARP request was not received, an ARP spoofing attack and the poisoning of ARP caches
            can occur. After the attack, all traffic from the device under attack flows through the attacker’s computer and then to the
            router, switch, or host.
         

         
         A malicious user can attack hosts, switches, and routers connected to your Layer 2 network by poisoning the ARP caches of
            systems connected to the subnet and by intercepting traffic intended for other hosts on the subnet. Figure 26-1 shows an example
            of ARP cache poisoning.
         

         
         ARP Cache Poisoning

[image: ../images/111750.jpg]

         
         Hosts A, B, and C are connected to the switch on interfaces A, B and C, all of which are on the same subnet. Their IP and
            MAC addresses are shown in parentheses; for example, Host A uses IP address IA and MAC address MA. When Host A needs to communicate
            to Host B at the IP layer, it broadcasts an ARP request for the MAC address associated with IP address IB. When the switch
            and Host B receive the ARP request, they populate their ARP caches with an ARP binding for a host with the IP address IA and
            a MAC address MA; for example, IP address IA is bound to MAC address MA. When Host B responds, the switch and Host A populate
            their ARP caches with a binding for a host with the IP address IB and the MAC address MB.
         

         
         Host C can poison the ARP caches of the switch, Host A, and Host B by broadcasting forged ARP responses with bindings for
            a host with an IP address of IA (or IB) and a MAC address of MC. Hosts with poisoned ARP caches use the MAC address MC as
            the destination MAC address for traffic intended for IA or IB. This means that Host C intercepts that traffic. Because Host
            C knows the true MAC addresses associated with IA and IB, it can forward the intercepted traffic to those hosts by using the
            correct MAC address as the destination. Host C has inserted itself into the traffic stream from Host A to Host B, the classic
            man-in-the middleattack.
         

         
         Dynamic ARP inspection is a security feature that validates ARP packets in a network. It intercepts, logs,and discards ARP
            packets with invalid IP-to-MAC address bindings. This capability protects the network from certain man-in-the-middle attacks.
         

         
         Dynamic ARP inspection ensures that only valid ARP requests and responses are relayed. The switch performs these activities:

         
         
            	Intercepts all ARP requests and responses on untrusted ports

            
            	Verifies that each of these intercepted packets has a valid IP-to-MAC address binding before updating the local ARP cache
               or before forwarding the packet to the appropriate destination
            

            
            	Drops invalid ARP packets
               
            

            
         

         
         Dynamic ARP inspection determines the validity of an ARP packet based on valid IP-to-MAC address bindings stored in a trusted
            database, the DHCP snooping binding database. This database is built by DHCP snooping if DHCP snooping is enabled on the VLANs
            and on the switch. If the ARP packet is received on a trusted interface, the switch forwards the packet without any checks.
            On untrusted interfaces, the switch forwards the packet only if it is valid.
         

         
         You enable dynamic ARP inspection on a per-VLAN basis by using the ip arp inspection vlan vlan-range global configuration command.  
         

         
         In non-DHCP environments, dynamic ARP inspection can validate ARP packets against user-configured ARP access control lists
            (ACLs) for hosts with statically configured IP addresses. You define an ARP ACL by using the arp access-list  acl-name global configuration command. 
         

         
         You can configure dynamic ARP inspection to drop ARP packets when the IP addresses in the packets are invalid or when the
            MAC addresses in the body of the ARP packets do not match the addresses specified in the Ethernet header. Use the ip arp inspection validate {[src-mac] [dst-mac] [ip]}  global configuration command. 
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      Interface Trust States and Network Security

      
         

         
         Dynamic ARP inspection associates a trust state with each interface on the switch. Packets arriving on trusted interfaces
            bypass all dynamic ARP inspection validation checks, and those arriving on untrusted interfaces undergo the dynamic ARP inspection
            validation process.
         

         
         In a typical network configuration, you configure all switch ports connected to host ports as untrusted and configure all
            switch ports connected to switches as trusted. With this configuration, all ARP packets entering the network from a given
            switch bypass the security check. No other validation is needed at any other place in the VLAN or in the network. You configure
            the trust setting by using theip arp inspection trust interface  configuration command.
         

         
         
            
               	[image: ../images/caut.gif]
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Use the trust state configuration carefully. Configuring interfaces as untrusted when they should betrusted can result in
                  a loss of connectivity.
                  

               
            

         

         
         In the following figure, assume that both Switch A and Switch B are running dynamic ARP inspection on the VLAN that includes
            Host 1 and Host 2. If Host 1 and Host 2 acquire their IP addresses from the DHCP server connected to Switch A, only Switch
            A binds the IP-to-MAC address of Host 1. Therefore, if the interface between Switch A and Switch B is untrusted, the ARP packets
            from Host 1 are dropped by Switch B. Connectivity between Host 1 and Host 2 is lost.
         

         
         ARP Packet Validation on a VLAN Enabled for Dynamic ARP Inspection

[image: ../images/111751.jpg]

         
         Configuring interfaces to be trusted when they are actually untrusted leaves a security hole in the network. If Switch A is
            not running dynamic ARP inspection, Host 1 can easily poison the ARP cache of Switch B (and Host 2, if the link between the
            switches is configured as trusted). This condition can occur even though Switch B is running dynamic ARP inspection.
         

         
         Dynamic ARP inspection ensures that hosts (on untrusted interfaces) connected to a switch running dynamic ARP inspection do
            not poison the ARP caches of other hosts in the network. However, dynamic ARP inspection does not prevent hosts in other portions
            of the network from poisoning the caches of the hosts that are connected to a switch running dynamic ARP inspection.
         

         
         In cases in which some switches in a VLAN run dynamic ARP inspection and other switches do not, configure the interfaces connecting
            such switches as untrusted. However, to validate the bindings of packets from nondynamic ARP inspection switches, configure
            the switch running dynamic ARP inspection with ARP ACLs. When you cannot determine such bindings, at Layer 3, isolate switches
            running dynamic ARP inspection from switches not running dynamic ARP inspection switches. 
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Depending on the setup of the DHCP server and the network, it might not be possible to validate a given ARP packet on all
                  switches in the VLAN.
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      Rate Limiting of ARP Packets

      
         

         
         The switch CPU performs dynamic ARP inspection validation checks; therefore, the number of incoming ARP packets is rate-limited
            to prevent a denial-of-service attack. By default, the rate for untrusted interfaces is 15 packets per second (pps). Trusted
            interfaces are not rate-limited. You can change this setting by using theip arp inspection limitinterface configuration command.
         

         
         When the rate of incoming ARP packets exceeds the configured limit, the switch places the port in the error-disabled state.
            The port remains in that state until you intervene. You can use the errdisable recovery global configuration command to enable error disable recovery so that ports automatically emerge from this state after a
            specified timeout period.
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                  The rate limit for an EtherChannel is applied separately to each switch in a stack. For example, if a limit of 20 pps is configured
                     on the EtherChannel, each switch with ports in the EtherChannel can carry up to 20 pps. If any switch exceeds the limit, the
                     entire EtherChannel is placed into the error-disabled state.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Relative Priority of ARP ACLs and DHCP Snooping Entries
      
   
   
   
      
      
      Relative Priority of ARP ACLs and DHCP Snooping Entries

      
         

         
         Dynamic ARP inspection uses the DHCP snooping binding database for the list of valid 
            IP-to-MAC address bindings.
         

         
         ARP ACLs take precedence over entries in the DHCP snooping binding database. The switch uses ACLs only if you configure them
            by using the ip arp inspection filter vlan global configuration command. The switch first compares ARP packets to user-configured
            ARP ACLs. If the ARP ACL denies the ARP packet, the switch also denies the packet even if a valid binding exists in the database
            populated by DHCP snooping.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Logging of Dropped Packets
      
   
   
   
      
      
      Logging of Dropped Packets 

      
         

         
         When the switch drops a packet, it places an entry in the log buffer and then generates system messages on a rate-controlled
            basis. After the message is generated, the switch clears the entry from the log buffer. Each log entry contains flow information,
            such as the receiving VLAN, the port number, the source and destination IP addresses, and the source and destination MAC addresses.
         

         
         You use the ip arp inspection log-buffer global configuration command to configure the number of entries in the buffer and the number of entries needed in the specified
            interval to generate system messages. You specify the type of packets that are logged by using the ip arp inspection vlan logging global configuration command. 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Relative Priority of ARP ACLs and DHCP Snooping Entries
      
   
   
   
      
      
      Relative Priority of ARP ACLs and DHCP Snooping Entries

      
         

         
         Dynamic ARP inspection uses the DHCP snooping binding database for the list of valid IP-to-MAC address bindings.

         
         ARP ACLs take precedence over entries in the DHCP snooping binding database. The switch uses ACLs only if you configure them
            by using the ip arp inspection filter vlan global configuration command. The switch first compares ARP packets to user-configured
            ARP ACLs. If the ARP ACL denies the ARP packet, the switch also denies the packet even if a valid binding exists in the database
            populated by DHCP snooping. 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Information About 802.1x Port-Based Authentication
      
   
   
   
      
      
      Information About 802.1x Port-Based Authentication

      
         

         
         The 802.1x standard defines a client-server-based access control and authentication protocol that prevents unauthorized clients
            from connecting to a LAN through publicly accessible ports unless they are properly authenticated. The authentication server
            authenticates each client connected to a switch port before making available any services offered by the switch or the LAN.
         

         
         Until the client is authenticated, 802.1x access control allows only Extensible Authentication Protocol over LAN (EAPOL),
            Cisco Discovery Protocol (CDP), and Spanning Tree Protocol (STP) traffic through the port to which the client is connected.
            After authentication is successful, normal traffic can pass through the port.
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                  For complete syntax and usage information for the commands used in this chapter, see the “RADIUS Commands” section in the
                     Cisco IOS Security Command Reference, Release 12.4 and the command reference for this release.
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      Port-Based Authentication Process
      
   
   
   
      
      
      Port-Based Authentication Process

      
         When 802.1x port-based authentication is enabled and the client supports 802.1x-compliant client software, these events occur:

         
         
            	If the client identity is valid and the 802.1x authentication succeeds, the switch grants the client access to the network.
               
            

            
            	If 802.1x authentication times out while waiting for an EAPOL message exchange and MAC authentication bypass is enabled, the
               switch can use the client MAC address for authorization. If the client MAC address is valid and the authorization succeeds,
               the switch grants the client access to the network. If the client MAC address is invalid and the authorization fails, the
               switch assigns the client to a guest VLAN that provides limited services if a guest VLAN is configured.
               
            

            
            	If the switch gets an invalid identity from an 802.1x-capable client and a restricted VLAN is specified, the switch can assign
               the client to a restricted VLAN that provides limited services.
               
            

            
            	If the RADIUS authentication server is unavailable (down) and inaccessible authentication bypass is enabled, the switch grants
               the client access to the network by putting the port in the critical-authentication state in the RADIUS-configured or the
               user-specified access VLAN.
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                        Inaccessible authentication bypass is also referred to as critical authentication or the AAA fail policy.

                        
                        

                     
                  

               

               
            

            
         

         
         If Multi Domain Authentication (MDA) is enabled on a port, this flow can be used with some exceptions that are applicable
            to voice authorization.
         

         
         Authentication Flowchart. This figure shows the authentication process.
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         The switch re-authenticates a client when one of these situations occurs:

         
         
            	Periodic re-authentication is enabled, and the re-authentication timer expires.
               You can configure the re-authentication timer to use a switch-specific value or to be based on values from the RADIUS server.
               After 802.1x authentication using a RADIUS server is configured, the switch uses timers based on the Session-Timeout RADIUS
               attribute (Attribute[27]) and the Termination-Action RADIUS attribute (Attribute [29]).
               The Session-Timeout RADIUS attribute (Attribute[27]) specifies the time after which re-authentication occurs.
               The Termination-Action RADIUS attribute (Attribute [29]) specifies the action to take during re-authentication. The actions
               are Initialize and ReAuthenticate. When the Initialize action is set (the attribute value is DEFAULT), the 802.1x session ends, and connectivity is lost during re-authentication. When the ReAuthenticate action is set (the attribute value is RADIUS-Request), the session is not affected during re-authentication.
               
            

            
            	You manually re-authenticate the client by entering the dot1x re-authenticate interface interface-id privileged EXEC command.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Port-Based Authentication Initiation and Message Exchange
      
   
   
   
      
      
      Port-Based Authentication Initiation and Message Exchange

      
         During 802.1x authentication, the switch or the client can initiate authentication. If you enable authentication on a port
            by using the authentication port-control auto interface configuration command, the switch initiates authentication when the link state changes from down to up or periodically
            as long as the port remains up and unauthenticated. The switch sends an EAP-request/identity frame to the client to request
            its identity. Upon receipt of the frame, the client responds with an EAP-response/identity frame.
         

         
         However, if during bootup, the client does not receive an EAP-request/identity frame from the switch, the client can initiate
            authentication by sending an EAPOL-start frame, which prompts the switch to request the client’s identity.
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                  If 802.1x authentication is not enabled or supported on the network access device, any EAPOL frames from the client are dropped.
                     If the client does not receive an EAP-request/identity frame after three attempts to start authentication, the client sends
                     frames as if the port is in the authorized state. A port in the authorized state effectively means that the client has been
                     successfully authenticated.
                  

                  
                  

               
            

         

         
         When the client supplies its identity, the switch begins its role as the intermediary, passing EAP frames between the client
            and the authentication server until authentication succeeds or fails. If the authentication succeeds, the switch port becomes
            authorized. If the authentication fails, authentication can be retried, the port might be assigned to a VLAN that provides
            limited services, or network access is not granted.
         

         
         The specific exchange of EAP frames depends on the authentication method being used.

         
         Message Exchange. This figure shows a message exchange initiated by the client when the client uses the One-Time-Password (OTP) authentication
               method with a RADIUS server.
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         If 802.1x authentication times out while waiting for an EAPOL message exchange and MAC authentication bypass is enabled, the
            switch can authorize the client when the switch detects an Ethernet packet from the client. The switch uses the MAC address
            of the client as its identity and includes this information in the RADIUS-access/request frame that is sent to the RADIUS
            server. After the server sends the switch the RADIUS-access/accept frame (authorization is successful), the port becomes authorized.
            If authorization fails and a guest VLAN is specified, the switch assigns the port to the guest VLAN. If the switch detects
            an EAPOL packet while waiting for an Ethernet packet, the switch stops the MAC authentication bypass process and starts 802.1x
            authentication.
         

         
         Message Exchange During MAC Authentication Bypass. This figure shows the message exchange during MAC authentication bypass.
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      Authentication Manager for Port-Based Authentication
      
   
   
   
      
      
      Authentication Manager for Port-Based Authentication

      
         In Cisco IOS Release 12.2(46)SE and earlier, you could not use the same authorization methods, including CLI commands and
            messages, on this switch and also on other network devices, such as a Catalyst 6000. You had to use separate authentication
            configurations. Cisco IOS Release 12.2(50)SE and later supports the same authorization methods on all Catalyst switches in
            a network.
         

         
         Cisco IOS Release 12.2(55)SE supports filtering verbose system messages from the authentication manager.

         
      

      
      
      
         
         	Port-Based Authentication Methods

         
         	Per-User ACLs and Filter-Ids

         
         	Port-Based Authentication Manager CLI Commands

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Per-User ACLs and Filter-Ids
      
   
   
   
      
      
      Per-User ACLs and Filter-Ids

      
         ACLs configured on the switch are compatible with other devices running Cisco IOS releases.

         
         You can only set any as the source in the ACL.
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                  For any ACL configured for multiple-host mode, the source portion of statement must be any. (For example, permit icmp any host 10.10.1.1.)
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Ports in Authorized and Unauthorized States
      
   
   
   
      
      
      Ports in Authorized and Unauthorized States

      
         During 802.1x authentication, depending on the switch port state, the switch can grant a client access to the network. The
            port starts in the unauthorized state. While in this state, the port that is not configured as a voice VLAN port disallows all ingress and egress traffic
            except for 802.1x authentication, CDP, and STP packets. When a client is successfully authenticated, the port changes to the
            authorized state, allowing all traffic for the client to flow normally. If the port is configured as a voice VLAN port, the port allows
            VoIP traffic and 802.1x protocol packets before the client is successfully authenticated.
         

         
         If a client that does not support 802.1x authentication connects to an unauthorized 802.1x port, the switch requests the client’s
            identity. In this situation, the client does not respond to the request, the port remains in the unauthorized state, and the
            client is not granted access to the network.
         

         
         In contrast, when an 802.1x-enabled client connects to a port that is not running the 802.1x standard, the client initiates
            the authentication process by sending the EAPOL-start frame. When no response is received, the client sends the request for
            a fixed number of times. Because no response is received, the client begins sending frames as if the port is in the authorized
            state.
         

         
         You control the port authorization state by using the authentication port-control interface configuration command and these keywords:
         

         
         
            	force-authorized—disables 802.1x authentication and causes the port to change to the authorized state without any authentication exchange
               required. The port sends and receives normal traffic without 802.1x-based authentication of the client. This is the default
               setting.
               
            

            
            	force-unauthorized—causes the port to remain in the unauthorized state, ignoring all attempts by the client to authenticate. The switch cannot
               provide authentication services to the client through the port.
               
            

            
            	auto—enables 802.1x authentication and causes the port to begin in the unauthorized state, allowing only EAPOL frames to be sent
               and received through the port. The authentication process begins when the link state of the port changes from down to up or
               when an EAPOL-start frame is received. The switch requests the identity of the client and begins relaying authentication messages
               between the client and the authentication server. Each client attempting to access the network is uniquely identified by the
               switch by using the client MAC address.
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                  In Session Aware Networking mode, the authentication port-control command is access-session port-control. 
                  

                  
                  

               
            

         

         
         If the client is successfully authenticated (receives an Accept frame from the authentication server), the port state changes
            to authorized, and all frames from the authenticated client are allowed through the port. If the authentication fails, the
            port remains in the unauthorized state, but authentication can be retried. If the authentication server cannot be reached,
            the switch can resend the request. If no response is received from the server after the specified number of attempts, authentication
            fails, and network access is not granted.
         

         
         When a client logs off, it sends an EAPOL-logoff message, causing the switch port to change to the unauthorized state.

         
         If the link state of a port changes from up to down, or if an EAPOL-logoff frame is received, the port returns to the unauthorized
            state.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Port-Based Authentication and Switch Stacks
      
   
   
   
      
      
      Port-Based Authentication and Switch Stacks

      
         If a switch is added to or removed from a switch stack, 802.1x authentication is not affected as long as the IP connectivity
            between the RADIUS server and the stack remains intact. This statement also applies if the stack master is removed from the
            switch stack. Note that if the stack master fails, a stack member becomes the new stack master by using the election process,
            and the 802.1x authentication process continues as usual.
         

         
         If IP connectivity to the RADIUS server is interrupted because the switch that was connected to the server is removed or fails,
            these events occur:
         

         
         
            	Ports that are already authenticated and that do not have periodic re-authentication enabled remain in the authenticated state.
               Communication with the RADIUS server is not required.
               
            

            
            	Ports that are already authenticated and that have periodic re-authentication enabled (with the authentication periodic global configuration command) fail the authentication process when the re-authentication occurs. Ports return to the unauthenticated
               state during the re-authentication process. Communication with the RADIUS server is required.
               For an ongoing authentication, the authentication fails immediately because there is no server connectivity.
               
            

            
         

         
         If the switch that failed comes up and rejoins the switch stack, the authentications might or might not fail depending on
            the boot-up time and whether the connectivity to the RADIUS server is re-established by the time the authentication is attempted.
         

         
         To avoid loss of connectivity to the RADIUS server, you should ensure that there is a redundant connection to it. For example,
            you can have a redundant connection to the stack master and another to a stack member, and if the stack master fails, the
            switch stack still has connectivity to the RADIUS server.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Host Mode
      
   
   
   
      
      
      802.1x Host Mode

      
         You can configure an 802.1x
            		port for single-host or for multiple-hosts mode. In single-host mode, only one
            		client can be connected to the 802.1x-enabled switch port. The switch detects
            		the client by sending an EAPOL frame when the port link state changes to the up
            		state. If a client leaves or is replaced with another client, the switch
            		changes the port link state to down, and the port returns to the unauthorized
            		state.
            	 
         

         
         In multiple-hosts mode, you
            		can attach multiple hosts to a single 802.1x-enabled port. In this mode, only
            		one of the attached clients must be authorized for all clients to be granted
            		network access. If the port becomes unauthorized (re-authentication fails or an
            		EAPOL-logoff message is received), the switch denies network access to all of
            		the attached clients. In this topology, the wireless access point is
            		responsible for authenticating the clients attached to it, and it also acts as
            		a client to the switch.
            	 
         

         
         Multiple Host Mode
               		  Example. This figure shows
               		  802.1x port-based authentication in a wireless LAN.
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      802.1x Multiple Authentication Mode
      
   
   
   
      
      
      802.1x Multiple Authentication Mode

      
         Multiple-authentication (multiauth) mode allows one client on the voice VLAN and multiple authenticated clients on the data
            VLAN. When a hub or access point is connected to an 802.1x-enabled port, multiple-authentication mode provides enhanced security
            over multiple-hosts mode by requiring authentication of each connected client. For non-802.1x devices, you can use MAC authentication
            bypass or web authentication as the fallback method for individual host authentications to authenticate different hosts through
            by different methods on a single port.
         

         
         Multiple-authentication mode also supports MDA functionality on the voice VLAN by assigning authenticated devices to either
            a data or voice VLAN, depending on the VSAs received from the authentication server.
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                  Guest VLAN and authentication-failed VLAN features are supported for ports configured in multiple-authentication mode.  

                  
                  

               
            

         

         
         Beginning with Cisco IOS Release 12.2(55)SE, you can assign a RADIUS-server-supplied VLAN in multi-auth mode, under these
            conditions:
         

         
         
            	Only one voice VLAN assignment is supported on a multi-auth port.
               
            

            
            	The behavior of the critical-auth VLAN is not changed for multi-auth mode. When a host tries to authenticate and the server
               is not reachable, all authorized hosts are reinitialized in the configured VLAN.
               
            

            
         

         
      

      
      
      
         
         	Multi-auth Per User VLAN assignment

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Multi-auth Per User VLAN assignment
      
   
   
   
      
      
      Multi-auth Per User VLAN assignment

      
          The Multi-auth Per User VLAN assignment feature allows you to create
            		multiple operational access VLANs based on VLANs assigned to the clients on the
            		port that has a single configured access VLAN. The port configured as an access
            		port where the traffic for all the VLANs associated with data domain is not
            		dot1q tagged, and these VLANs are treated as native VLANs.
            	 
         

         
          The number of hosts per multi-auth port is 8, however there can be more
            		hosts.
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                   The Multi-auth Per User VLAN assignment feature is not supported for
                     		  Voice domain. All clients in Voice domain on a port must use the same VLAN.
                     		
                  

                  
                  	 
                  

               
            

         

         
          The following scenarios are associated with the multi-auth Per User
            		VLAN assignments:
            	 
         

         
          
            		 Scenario one 
            	 
         

         
          When a hub is connected to an access port, and the port is configured
            		with an access VLAN (V0).
            	 
         

         
          The host (H1) is assigned to VLAN (V1) through the hub. The operational
            		VLAN of the port is changed to V1. This behaviour is similar on a single-host
            		or multi-domain-auth port.
            	 
         

         
          When a second host (H2) is connected and gets assigned to VLAN ( V2),
            		the port will have two operational VLANs (V1 and V2). If H1 and H2 sends
            		untagged ingress traffic, H1 traffic is mapped to VLAN (V1) and H2 traffic to
            		VLAN (V2), all egress traffic going out of the port on VLAN (V1) and VLAN (V2)
            		are untagged.
            	 
         

         
          If both the hosts, H1 and H2 are logged out or the sessions are removed
            		due to some reason then VLAN (V1) and VLAN (V2) are removed from the port, and
            		the configured VLAN (V0) is restored on the port.
            	 
         

         
          
            		 Scenario two 
            	 
         

         
          When a hub is connected to an access port, and the port is configured
            		with an access VLAN (V0). The host (H1) is assigned to VLAN (V1) through the
            		hub. The operational VLAN of the port is changed to V1. 
            	 
         

         
         When a second host (H2) is connected and gets authorized without
            		explicit vlan policy, H2 is expected to use the configured VLAN (V0) that is
            		restored on the port. A ll egress traffic going out of two operational VLANs,
            		VLAN (V0) and VLAN (V1) are untagged. 
            	 
         

         
          If host (H2 ) is logged out or the session is removed due to some
            		reason then the configured VLAN (V0) is removed from the port, and VLAN (V1)
            		becomes the only operational VLAN on the port.
            	 
         

         
          
            		 Scenario three 
            	 
         

         
          When a hub is connected to an access port in open mode, and the port is
            		configured with an access VLAN (V0) .
            	 
         

         
          The host (H1) is assigned to VLAN (V1) through the hub. The operational
            		VLAN of the port is changed to V1. When a second host (H2) is connected and
            		remains unauthorized, it still has access to operational VLAN (V1) due to open
            		mode.
            	 
         

         
          If host H1 is logged out or the session is removed due to some reason,
            		VLAN (V1) is removed from the port and host (H2) gets assigned to VLAN (V0).
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                   The combination of Open mode and VLAN assignment has an adverse
                     		  affect on host (H2) because it has an IP address in the subnet that corresponds
                     		  to VLAN (V1).
                     		
                  

                  
                  	 
                  

               
            

         

         
      

      
      
      
         
         	Limitation in Multi-auth Per User VLAN assignment

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Limitation in Multi-auth Per User VLAN assignment
      
   
   
   
      
      
       Limitation in
         	 Multi-auth Per User VLAN assignment
      

      
         

         
          In the Multi-auth Per User VLAN
            		assignment feature, egress traffic from multiple vlans are untagged on a port
            		where the hosts receive traffic that is not meant for them. This can be a
            		problem with broadcast and multicast traffic.
            	 
         

         
         
            	
               		   IPv4 ARPs: Hosts receive
               			 ARP packets from other subnets. This is a problem if two subnets in different
               			 Virtual Routing and Forwarding (VRF) tables with overlapping IP address range
               			 are active on the port. The host ARP cache may get invalid entries.
               		  
               
               		
            

            
            	
               		   IPv6 control packets: In IPv6 deployments, Router
               			 Advertisements (RA) are processed by hosts that are not supposed to receive
               			 them. When a host from one VLAN receives RA from a different VLAN, the host
               			 assign incorrect IPv6 address to itself. Such a host is unable to get access to
               			 the network.
               		  
               
               		   The workaround is to enable the IPv6 first hop security so that the
               			 broadcast ICMPv6 packets are converted to unicast and sent out from multi-auth
               			 enabled ports.. The packet is replicated for each client in multi-auth port
               			 belonging to the VLAN and the destination MAC is set to an individual client.
               			 Ports having one VLAN, ICMPv6 packets broadcast normally.
               		  
               
               		
            

            
            	
               		   
               			 IP multicast: Multicast traffic destined to a multicast group
               			 gets replicated for different VLANs if the hosts on those VLANs join the
               			 multicast group. When two hosts in different VLANs join a multicast group (on
               			 the same mutli-auth port), two copies of each multicast packet are sent out
               			 from that port.
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      MAC Move
      
   
   
   
      
      
      MAC Move

      
         When a MAC address is authenticated on one switch port, that address is not allowed on another authentication manager-enabled
            port of the switch. If the switch detects that same MAC address on another authentication manager-enabled port, the address
            is not allowed.
         

         
         There are situations where a MAC address might need to move from one port to another on the same switch. For example, when
            there is another device (for example a hub or an IP phone) between an authenticated host and a switch port, you might want
            to disconnect the host from the device and connect it directly to another port on the same switch.
         

         
         You can globally enable MAC move so the device is reauthenticated on the new port. When a host moves to a second port, the
            session on the first port is deleted, and the host is reauthenticated on the new port.
         

         
         MAC move is supported on all host modes. (The authenticated host can move to any port on the switch, no matter which host
            mode is enabled on the that port.)
         

         
         When a MAC address moves from one port to another, the switch terminates the authenticated session on the original port and
            initiates a new authentication sequence on the new port.
         

         
         The MAC move feature applies to both voice and data hosts. 

         
         
            
               	[image: ../images/note.gif]
Note
               	



                  In open authentication mode, a MAC address is immediately moved from the original port to the new port, with no requirement
                     for authorization on the new port.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      MAC Replace
      
   
   
   
      
      
      MAC Replace

      
         Beginning with Cisco IOS Release 12.2(55)SE, the MAC replace feature can be configured to address the violation that occurs
            when a host attempts to connect to a port where another host was previously authenticated. 
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                  This feature does not apply to ports in multi-auth mode, because violations are not triggered in that mode. It does not apply
                     to ports in multiple host mode, because in that mode, only the first host requires authentication.
                  

                  
                  

               
            

         

         
         If you configure the authentication violation interface configuration command with the replace keyword, the authentication process on a port in multi-domain mode is:
         

         
         
            	A new MAC address is received on a port with an existing authenticated MAC address.
               
            

            
            	The authentication manager replaces the MAC address of the current data host on the port with the new MAC address.
               
            

            
            	The authentication manager initiates the authentication process for the new MAC address.
               
            

            
            	If the authentication manager determines that the new host is a voice host, the original voice host is removed.
               
            

            
         

         
         If a port is in open authentication mode, any new MAC address is immediately added to the MAC address table.

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Accounting
      
   
   
   
      
      
      802.1x Accounting

      
         The 802.1x standard defines how users are authorized and authenticated for network access but does not keep track of network
            usage. 802.1x accounting is disabled by default. You can enable 802.1x accounting to monitor this activity on 802.1x-enabled
            ports:
         

         
         
            	User successfully authenticates.
               
            

            
            	User logs off.
               
            

            
            	Link-down occurs.
               
            

            
            	Re-authentication successfully occurs.
               
            

            
            	Re-authentication fails.
               
            

            
         

         
         The switch does not log 802.1x accounting information. Instead, it sends this information to the RADIUS server, which must
            be configured to log accounting messages.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Readiness Check
      
   
   
   
      
      
      802.1x Readiness Check

      
         The 802.1x readiness check monitors 802.1x activity on all the switch ports and displays information about the devices connected
            to the ports that support 802.1x. You can use this feature to determine if the devices connected to the switch ports are 802.1x-capable.
            You use an alternate authentication such as MAC authentication bypass or web authentication for the devices that do not support
            802.1x functionality.
         

         
         This feature only works if the supplicant on the client supports a query with the NOTIFY EAP notification packet. The client
            must respond within the 802.1x timeout value.
         

         
         The 802.1x readiness check is allowed on all ports that can be configured for 802.1x. The readiness check is not available
            on a port that is configured as dot1x force-unauthorized.
         

         
         Follow these guidelines to enable the readiness check on the switch:

         
         
            	The readiness check is typically used before 802.1x is enabled on the switch.
               
            

            
            	If you use the dot1x test eapol-capable privileged EXEC command without specifying an interface, all the ports on the switch stack are tested.
               
            

            
            	When you configure the dot1x test eapol-capable command on an 802.1x-enabled port, and the link comes up, the port queries the connected client about its 802.1x capability.
               When the client responds with a notification packet, it is 802.1x-capable. A syslog message is generated if the client responds
               within the timeout period. If the client does not respond to the query, the client is not 802.1x-capable. No syslog message
               is generated.
               
            

            
            	The readiness check can be sent on a port that handles multiple hosts (for example, a PC that is connected to an IP phone).
               A syslog message is generated for each of the clients that respond to the readiness check within the timer period.
               
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring 802.1x Readiness Check

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Switch-to-RADIUS-Server Communication
      
   
   
   
      
      
      Switch-to-RADIUS-Server Communication

      
         

         
         RADIUS security servers are identified by their hostname or IP address, hostname and specific UDP port numbers, or IP address
            and specific UDP port numbers. The combination of the IP address and UDP port number creates a unique identifier, which enables
            RADIUS requests to be sent to multiple UDP ports on a server at the same IP address. If two different host entries on the
            same RADIUS server are configured for the same service—for example, authentication—the second host entry configured acts as
            the fail-over backup to the first one. The RADIUS host entries are tried in the order that they were configured.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring the Switch-to-RADIUS-Server Communication

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication with VLAN Assignment
      
   
   
   
      
      
      802.1x Authentication with VLAN Assignment

      
         The switch supports 802.1x authentication with VLAN assignment. After successful 802.1x authentication of a port, the RADIUS
            server sends the VLAN assignment to configure the switch port. The RADIUS server database maintains the username-to-VLAN mappings,
            assigning the VLAN based on the username of the client connected to the switch port. You can use this feature to limit network
            access for certain users.
         

         
         Voice device authentication is supported with multidomain host mode. When a voice device is authorized and the RADIUS server
            returned an authorized VLAN, the voice VLAN on the port is configured to send and receive packets on the assigned voice VLAN.
            Voice VLAN assignment behaves the same as data VLAN assignment on multidomain authentication (MDA)-enabled ports.
         

         
         When configured on the switch and the RADIUS server, 802.1x authentication with VLAN assignment has these characteristics:

         
         
            	If no VLAN is supplied by the RADIUS server or if 802.1x authentication is disabled, the port is configured in its access
               VLAN after successful authentication. Recall that an access VLAN is a VLAN assigned to an access port. All packets sent from
               or received on this port belong to this VLAN.
               
            

            
            	If 802.1x authentication is enabled but the VLAN information from the RADIUS server is not valid, authorization fails and
               configured VLAN remains in use. This prevents ports from appearing unexpectedly in an inappropriate VLAN because of a configuration
               error.
               Configuration errors could include specifying a VLAN for a routed port, a malformed VLAN ID, a nonexistent or internal (routed
               port) VLAN ID, an RSPAN VLAN, a shut down or suspended VLAN. In the case of a multidomain host port, configuration errors
               can also be due to an attempted assignment of a data VLAN that matches the configured or assigned voice VLAN ID (or the reverse).
               
            

            
            	If 802.1x authentication is enabled and all information from the RADIUS server is valid, the authorized device is placed in
               the specified VLAN after authentication.
               
            

            
            	If the multiple-hosts mode is enabled on an 802.1x port, all hosts are placed in the same VLAN (specified by the RADIUS server)
               as the first authenticated host.
               
            

            
            	Enabling port security does not impact the RADIUS server-assigned VLAN behavior.
               
            

            
            	If 802.1x authentication is disabled on the port, it is returned to the configured access VLAN and configured voice VLAN.
               
               
            

            
         

         
         When the port is in the force authorized, force unauthorized, unauthorized, or shutdown state, it is put into the configured
            access VLAN.
         

         
         If an 802.1x port is authenticated and put in the RADIUS server-assigned VLAN, any change to the port access VLAN configuration
            does not take effect. In the case of a multidomain host, the same applies to voice devices when the port is fully authorized
            with these exceptions:
         

         
         
            	If the VLAN configuration change of one device results in matching the other device configured or assigned VLAN, authorization
               of all devices on the port is terminated and multidomain host mode is disabled until a valid configuration is restored where
               data and voice device configured VLANs no longer match.
               
            

            
            	If a voice device is authorized and is using a downloaded voice VLAN, the removal of the voice VLAN configuration, or modifying
               the configuration value to dot1p or untagged results in voice device un-authorization and the disablement of multi-domain host mode.
               
            

            
         

         
         The 802.1x authentication with VLAN assignment feature is not supported on trunk ports, dynamic ports, or with dynamic-access
            port assignment through a VLAN Membership Policy Server (VMPS).
         

         
         To configure VLAN assignment you need to perform these tasks:

         
         
            	Enable AAA authorization by using the network keyword to allow interface configuration from the RADIUS server.
               
            

            
            	Enable 802.1x authentication. (The VLAN assignment feature is automatically enabled when you configure 802.1x authentication
               on an access port).
               
            

            
            	Assign vendor-specific tunnel attributes in the RADIUS server. The RADIUS server must return these attributes to the switch:
               
               
                  	[64] Tunnel-Type = VLAN
                     
                  

                  
                  	[65] Tunnel-Medium-Type = 802
                     
                  

                  
                  	[81] Tunnel-Private-Group-ID = VLAN name or VLAN ID
                     
                  

                  
               

               Attribute [64] must contain the value VLAN (type 13). Attribute [65] must contain the value 802 (type 6). Attribute [81] specifies the VLAN name or VLAN ID assigned to the IEEE 802.1x-authenticated user.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication with Per-User ACLs
      
   
   
   
      
      
      802.1x Authentication with Per-User ACLs

      
         You can enable per-user access control lists (ACLs) to provide different levels of network access and service to an 802.1x-authenticated
            user. When the RADIUS server authenticates a user connected to an 802.1x port, it retrieves the ACL attributes based on the
            user identity and sends them to the switch. The switch applies the attributes to the 802.1x port for the duration of the user
            session. The switch removes the per-user ACL configuration when the session is over, if authentication fails, or if a link-down
            condition occurs. The switch does not save RADIUS-specified ACLs in the running configuration. When the port is unauthorized,
            the switch removes the ACL from the port.
         

         
         You can configure router ACLs and input port ACLs on the same switch. However, a port ACL takes precedence over a router ACL.
            If you apply input port ACL to an interface that belongs to a VLAN, the port ACL takes precedence over an input router ACL
            applied to the VLAN interface. Incoming packets received on the port to which a port ACL is applied are filtered by the port
            ACL. Incoming routed packets received on other ports are filtered by the router ACL. Outgoing routed packets are filtered
            by the router ACL. To avoid configuration conflicts, you should carefully plan the user profiles stored on the RADIUS server.
         

         
         RADIUS supports per-user attributes, including vendor-specific attributes. These vendor-specific attributes (VSAs) are in
            octet-string format and are passed to the switch during the authentication process. The VSAs used for per-user ACLs are inacl#<n> for the ingress direction and outacl#<n> for the egress direction. MAC ACLs are supported only in the ingress direction. The switch supports VSAs only in the ingress
            direction. It does not support port ACLs in the egress direction on Layer 2 ports.
         

         
         Use only the extended ACL syntax style to define the per-user configuration stored on the RADIUS server. When the definitions
            are passed from the RADIUS server, they are created by using the extended naming convention. However, if you use the Filter-Id
            attribute, it can point to a standard ACL.
         

         
         You can use the Filter-Id attribute to specify an inbound or outbound ACL that is already configured on the switch. The attribute
            contains the ACL number followed by .in for ingress filtering or .out for egress filtering. If the RADIUS server does not allow the .in or .out syntax, the access list is applied to the outbound ACL by default. Because of limited support of Cisco IOS access lists on
            the switch, the Filter-Id attribute is supported only for IP ACLs numbered 1 to 199 and 1300 to 2699 (IP standard and IP extended
            ACLs).
         

         
         Only one 802.1x-authenticated user is supported on a port. If the multiple-hosts mode is enabled on the port, the per-user
            ACL attribute is disabled for the associated port.
         

         
         The maximum size of the per-user ACL is 4000 ASCII characters but is limited by the maximum size of RADIUS-server per-user
            ACLs.
         

         
         To configure per-user ACLs:

         
         
            	Enable AAA authentication.
               
            

            
            	Enable AAA authorization by using the network keyword to allow interface configuration from the RADIUS server.
               
            

            
            	Enable 802.1x authentication.
               
            

            
            	Configure the user profile and VSAs on the RADIUS server.
               
            

            
            	Configure the 802.1x port for single-host mode.
               
               
                  
                     	[image: ../images/note.gif]
Note
                     	



                        Per-user ACLs are supported only in single-host mode.

                        
                        

                     
                  

               

               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication with Downloadable ACLs and Redirect URLs
      
   
   
   
      
      
      802.1x Authentication with Downloadable ACLs and Redirect URLs

      
         You can download ACLs and redirect URLs from a RADIUS server to the switch during 802.1x authentication or MAC authentication
            bypass of the host. You can also download ACLs during web authentication.
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                  A downloadable ACL is also referred to as a dACL.

                  
                  

               
            

         

         
         If more than one host is authenticated and the host is in single-host, MDA, or multiple-authentication mode, the switch changes
            the source address of the ACL to the host IP address.
         

         
         You can apply the ACLs and redirect URLs to all the devices connected to the 802.1x-enabled port.

         
         If no ACLs are downloaded during 802.1x authentication, the switch applies the static default ACL on the port to the host.
            On a voice VLAN port configured in multi-auth or MDA mode, the switch applies the ACL only to the phone as part of the authorization
            policies.
         

         
         Beginning with Cisco IOS Release 12.2(55)SE, if there is no static ACL on a port, a dynamic auth-default ACL is created, and
            policies are enforced before dACLs are downloaded and applied.
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                  The auth-default-ACL does not appear in the running configuration.

                  
                  

               
            

         

         
         The auth-default ACL is created when at least one host with an authorization policy is detected on the port. The auth-default
            ACL is removed from the port when the last authenticated session ends. You can configure the auth-default ACL by using the
            ip access-list extended auth-default-acl global configuration command.
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                  The auth-default-ACL does not support Cisco Discovery Protocol (CDP) bypass in the single host mode. You must configure a
                     static ACL on the interface to support CDP bypass.
                  

                  
                  

               
            

         

         
         The 802.1x and MAB authentication methods support two authentication modes, open and closed. If there is no static ACL on a port in closed authentication mode:
         

         
         
            	An auth-default-ACL is created.
               
            

            
            	The auth-default-ACL allows only DHCP traffic until policies are enforced.
               
            

            
            	When the first host authenticates, the authorization policy is applied without IP address insertion.
               
            

            
            	When a second host is detected, the policies for the first host are refreshed, and policies for the first and subsequent sessions
               are enforced with IP address insertion.
               
            

            
         

         
         If there is no static ACL on a port in open authentication mode:
         

         
         
            	An auth-default-ACL-OPEN is created and allows all traffic.
               
            

            
            	Policies are enforced with IP address insertion to prevent security breaches.
               
            

            
            	Web authentication is subject to the auth-default-ACL-OPEN.
               
            

            
         

         
         To control access for hosts with no authorization policy, you can configure a directive. The supported values for the directive
            are open and default. When you configure the open directive, all traffic is allowed. The default directive subjects traffic to the access provided by the port. You can configure the directive either in the user profile
            on the AAA server or on the switch. To configure the directive on the AAA server, use the authz-directive =<open/default> global command. To configure the directive on the switch, use the epm access-control open global configuration command.
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                  The default value of the directive is default.
                  

                  
                  

               
            

         

         
         If a host falls back to web authentication on a port without a configured ACL:

         
         
            	If the port is in open authentication mode, the auth-default-ACL-OPEN is created.
               
            

            
            	If the port is in closed authentication mode, the auth-default-ACL is created.
               
            

            
         

         
         The access control entries (ACEs) in the fallback ACL are converted to per-user entries. If the configured fallback profile
            does not include a fallback ACL, the host is subject to the auth-default-ACL associated with the port.
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                  If you use a custom logo with web authentication and it is stored on an external server, the port ACL must allow access to
                     the external server before authentication. You must either configure a static port ACL or change the auth-default-ACL to provide
                     appropriate access to the external server.
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      Cisco Secure ACS and Attribute-Value Pairs for the Redirect URL
      
   
   
   
      
      
      Cisco Secure ACS and Attribute-Value Pairs for the Redirect URL

      
         The switch uses these cisco-av-pair VSAs:
         

         
         
            	url-redirect is the HTTP or HTTPS URL.
               
            

            
            	url-redirect-acl is the switch ACL name or number.
               
            

            
         

         
         The switch uses the CiscoSecure-defined-ACL attribute value pair to intercept an HTTP or HTTPS request from the end point.
            The switch then forwards the client web browser to the specified redirect address. The url-redirect AV pair on the Cisco Secure
            ACS contains the URL to which the web browser is redirected. The url-redirect-acl attribute value pair contains the name or
            number of an ACL that specifies the HTTP or HTTPS traffic to redirect.
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                     	Traffic that matches a permit ACE in the ACL is redirected.
                        
                     

                     
                     	Define the URL redirect ACL and the default port ACL on the switch.
                        
                     

                     
                  

                  
                  

               
            

         

         
         If a redirect URL is configured for a client on the authentication server, a default port ACL on the connected client switch
            port must also be configured
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Cisco Secure ACS and Attribute-Value Pairs for Downloadable ACLs
      
   
   
   
      
      
      Cisco Secure ACS and Attribute-Value Pairs for Downloadable ACLs

      
         You can set the CiscoSecure-Defined-ACL Attribute-Value (AV) pair on the Cisco Secure ACS with the RADIUS cisco-av-pair vendor-specific
            attributes (VSAs). This pair specifies the names of the downloadable ACLs on the Cisco Secure ACS with the #ACL#-IP-name-number
            attribute.
         

         
         
            	The name is the ACL name.
               
            

            
            	The number is the version number (for example, 3f783768).
               
            

            
         

         
         If a downloadable ACL is configured for a client on the authentication server, a default port ACL on the connected client
            switch port must also be configured.
         

         
         If the default ACL is configured on the switch and the Cisco Secure ACS sends a host-access-policy to the switch, it applies
            the policy to traffic from the host connected to a switch port. If the policy does not apply, the switch applies the default
            ACL. If the Cisco Secure ACS sends the switch a downloadable ACL, this ACL takes precedence over the default ACL that is configured
            on the switch port. However, if the switch receives an host access policy from the Cisco Secure ACS but the default ACL is
            not configured, the authorization failure is declared.
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      802.1x Authentication with Guest VLAN

      
         You can configure a guest VLAN for each 802.1x port on the switch to provide limited services to clients, such as downloading
            the 802.1x client. These clients might be upgrading their system for 802.1x authentication, and some hosts, such as Windows
            98 systems, might not be IEEE 802.1x-capable.
         

         
         When you enable a guest VLAN on an 802.1x port, the switch assigns clients to a guest VLAN when the switch does not receive
            a response to its EAP request/identity frame or when EAPOL packets are not sent by the client.
         

         
         The switch maintains the EAPOL packet history. If an EAPOL packet is detected on the interface during the lifetime of the
            link, the switch determines that the device connected to that interface is an IEEE 802.1x-capable supplicant, and the interface
            does not change to the guest VLAN state. EAPOL history is cleared if the interface link status goes down. If no EAPOL packet
            is detected on the interface, the interface changes to the guest VLAN state.
         

         
         If the switch is trying to authorize an 802.1x-capable voice device and the AAA server is unavailable, the authorization attempt
            fails, but the detection of the EAPOL packet is saved in the EAPOL history. When the AAA server becomes available, the switch
            authorizes the voice device. However, the switch no longer allows other devices access to the guest VLAN. To prevent this
            situation, use one of these command sequences:
         

         
         
            	Enter the authentication event no-response action authorize vlan vlan-id interface configuration command to allow access to the guest VLAN.
               
            

            
            	Enter the shutdown interface configuration command followed by the no shutdown interface configuration command to restart the port.
               
            

            
         

         
         Use a restricted VLAN to allow clients that failed authentication access to the network by entering the dot1x auth-fail vlan vlan-id interface configuration command.
         

         
         If devices send EAPOL packets to the switch during the lifetime of the link, the switch no longer allows clients that fail
            authentication access to the guest VLAN.
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                  If an EAPOL packet is detected after the interface has changed to the guest VLAN, the interface reverts to an unauthorized
                     state, and 802.1x authentication restarts.
                  

                  
                  

               
            

         

         
         When the switch port is moved to the guest VLAN,    the number of allowed 802.1x-incapable hosts is determined by the configured
            host-mode.  If an 802.1x-capable client joins the same port on which the guest VLAN is configured, the port is put into the
            unauthorized state in the user-configured access VLAN, and authentication is restarted.
         

         
         Guest VLANs are supported on 802.1x ports in single host, multiple host, multi-auth and multi-domain modes.

         
         You can configure any active VLAN except an RSPAN VLAN, a private VLAN, or a voice VLAN as an 802.1x guest VLAN. The guest
            VLAN feature is not supported on internal VLANs (routed ports) or trunk ports; it is supported only on access ports.
         

         
         The switch supports MAC authentication bypass. When MAC authentication bypass is enabled on an 802.1x port, the switch can authorize clients based on the client MAC address
            when IEEE 802.1x authentication times out while waiting for an EAPOL message exchange. After detecting a client on an 802.1x
            port, the switch waits for an Ethernet packet from the client. The switch sends the authentication server a RADIUS-access/request
            frame with a username and password based on the MAC address. If authorization succeeds, the switch grants the client access
            to the network. If authorization fails, the switch assigns the port to the guest VLAN if one is specified.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication with Restricted VLAN
      
   
   
   
      
      
      802.1x Authentication with Restricted VLAN

      
         You can configure a restricted VLAN (also referred to as an authentication failed VLAN) for each IEEE 802.1x port on a switch stack or a switch to provide limited services to clients that cannot access the guest
            VLAN. These clients are 802.1x-compliant and cannot access another VLAN because they fail the authentication process. A restricted
            VLAN allows users without valid credentials in an authentication server (typically, visitors to an enterprise) to access a
            limited set of services. The administrator can control the services available to the restricted VLAN.
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                  You can configure a VLAN to be both the guest VLAN and the restricted VLAN if you want to provide the same services to both
                     types of users.
                  

                  
                  

               
            

         

         
         Without this feature, the client attempts and fails authentication indefinitely, and the switch port remains in the spanning-tree
            blocking state. With this feature, you can configure the switch port to be in the restricted VLAN after a specified number
            of authentication attempts (the default value is 3 attempts).
         

         
         The authenticator counts the failed authentication attempts for the client. When this count exceeds the configured maximum
            number of authentication attempts, the port moves to the restricted VLAN. The failed attempt count increments when the RADIUS
            server replies with either an EAP failure or an empty response without an EAP packet. When the port moves into the restricted VLAN, the failed attempt counter resets.
         

         
         Users who fail authentication remain in the restricted VLAN until the next re-authentication attempt. A port in the restricted
            VLAN tries to re-authenticate at configured intervals (the default is 60 seconds). If re-authentication fails, the port remains
            in the restricted VLAN. If re-authentication is successful, the port moves either to the configured VLAN or to a VLAN sent
            by the RADIUS server. You can disable re-authentication. If you do this, the only way to restart the authentication process
            is for the port to receive a link down or EAP logoff event. We recommend that you keep re-authentication enabled if a client might connect through a hub. When a client disconnects
            from the hub, the port might not receive the link down or EAP logoff event.
         

         
         After a port moves to the restricted VLAN, a simulated EAP success message is sent to the client. This prevents clients from
            indefinitely attempting authentication. Some clients (for example, devices running Windows XP) cannot implement DHCP without
            EAP success.
         

         
         Restricted VLANs are supported  on 802.1x ports in all host modes and on Layer 2 ports.

         
         You can configure any active VLAN except an RSPAN VLAN, a primary private VLAN, or a voice VLAN as an 802.1x restricted VLAN.
            The restricted VLAN feature is not supported on internal VLANs (routed ports) or trunk ports; it is supported only on access
            ports.
         

         
         Other security port features such as dynamic ARP Inspection, DHCP snooping, and IP source guard can be configured independently
            on a restricted VLAN.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication with Inaccessible Authentication Bypass
      
   
   
   
      
      
      802.1x Authentication with Inaccessible Authentication Bypass

      
         Use the inaccessible authentication bypass feature, also referred to as critical authentication or the AAA fail policy, when the switch cannot reach the configured RADIUS servers and new hosts cannot be authenticated. You can configure the
            switch to connect those hosts to critical ports.

         
         When a new host tries to connect to the critical port, that host is moved to a user-specified access VLAN, the critical VLAN. The administrator gives limited authentication to the hosts. 
         

         
         When the switch tries to authenticate a host connected to a critical port, the switch checks the status of the configured
            RADIUS server. If a server is available, the switch can authenticate the host. However, if all the RADIUS servers are unavailable,
            the switch grants network access to the host and puts the port in the critical-authentication state, which is a special case of the authentication state.
         

         
      

      
      
      
         
         	Inaccessible Authentication Bypass Support on Multiple-Authentication Ports

         
         	Inaccessible Authentication Bypass Authentication Results

         
         	Inaccessible Authentication Bypass Feature Interactions

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Inaccessible Authentication Bypass Support on Multiple-Authentication Ports
      
   
   
   
      
      
      Inaccessible Authentication Bypass Support on Multiple-Authentication Ports

      
         When a port is configured on any host mode and the AAA server is unavailable, the port is then configured to multi-host mode
            and moved to the critical VLAN. To support this inaccessible bypass on multiple-authentication (multiauth) ports, use the
            authentication event server dead action reinitialize vlan vlan-id command. When a new host tries to connect to the critical port, that port is reinitialized and all the connected hosts are
            moved to the user-specified access VLAN.
         

         
         This command is supported on all host modes.

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Inaccessible Authentication Bypass Authentication Results
      
   
   
   
      
      
      Inaccessible Authentication Bypass Authentication Results

      
         The behavior of the inaccessible authentication bypass feature depends on the authorization state of the port:

         
         
            	If the port is unauthorized when a host connected to a critical port tries to authenticate and all servers are unavailable,
               the switch puts the port in the critical-authentication state in the RADIUS-configured or user-specified access VLAN.
               
            

            
            	If the port is already authorized and reauthentication occurs, the switch puts the critical port in the critical-authentication
               state in the current VLAN, which might be the one previously assigned by the RADIUS server.
               
            

            
            	If the RADIUS server becomes unavailable during an authentication exchange, the current exchange times out, and the switch
               puts the critical port in the critical-authentication state during the next authentication attempt.
               
            

            
         

         
         You can configure the critical port to reinitialize hosts and move them out of the critical VLAN when the RADIUS server is
            again available. When this is configured, all critical ports in the critical-authentication state are automatically re-authenticated.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Inaccessible Authentication Bypass Feature Interactions
      
   
   
   
      
      
      Inaccessible Authentication Bypass Feature Interactions

      
         Inaccessible authentication bypass interacts with these features:

         
         
            	Guest VLAN—Inaccessible authentication bypass is compatible with guest VLAN. When a guest VLAN is enabled on 8021.x port,
               the features interact as follows:
               
               
                  	If at least one RADIUS server is available, the switch assigns a client to a guest VLAN when the switch does not receive a
                     response to its EAP request/identity frame or when EAPOL packets are not sent by the client.
                     
                  

                  
                  	If all the RADIUS servers are not available and the client is connected to a critical port, the switch authenticates the client
                     and puts the critical port in the critical-authentication state in the RADIUS-configured or user-specified access VLAN.
                     
                  

                  
                  	If all the RADIUS servers are not available and the client is not connected to a critical port, the switch might not assign
                     clients to the guest VLAN if one is configured.
                     
                  

                  
                  	If all the RADIUS servers are not available and if a client is connected to a critical port and was previously assigned to
                     a guest VLAN, the switch keeps the port in the guest VLAN.
                     
                  

                  
               

               
            

            
            	Restricted VLAN—If the port is already authorized in a restricted VLAN and the RADIUS servers are unavailable, the switch
               puts the critical port in the critical-authentication state in the restricted VLAN.
               
            

            
            	802.1x accounting—Accounting is not affected if the RADIUS servers are unavailable.
               
            

            
            	

            
            	Voice VLAN—Inaccessible authentication bypass is compatible with voice VLAN, but the RADIUS-configured or user-specified access
               VLAN and the voice VLAN must be different.
               
            

            
            	Remote Switched Port Analyzer (RSPAN)—Do not configure an RSPAN VLAN as the RADIUS-configured or user-specified access VLAN
               for inaccessible authentication bypass.
               
            

            
         

         
         In a switch stack, the stack master checks the status of the RADIUS servers by sending keepalive packets. When the status
            of a RADIUS server changes, the stack master sends the information to the stack members. The stack members can then check
            the status of RADIUS servers when re-authenticating critical ports.
         

         
         If the new stack master is elected, the link between the switch stack and RADIUS server might change, and the new stack immediately
            sends keepalive packets to update the status of the RADIUS servers. If the server status changes from dead to alive, the switch re-authenticates all switch ports in the critical-authentication state.
         

         
         When a member is added to the stack, the stack master sends the member the server status.

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Critical Voice VLAN
      
   
   
   
      
      
      802.1x Critical Voice  VLAN

      
         When an IP phone connected to a port is authenticated by the access control server (ACS), the phone is put into the voice
            domain. If the ACS is not reachable, the switch cannot determine if the device is a voice device. If the server is unavailable,
            the phone cannot access the voice network and therefore cannot operate.
         

         
         For data traffic, you can configure inaccessible authentication bypass, or critical authentication, to allow traffic to pass
            through on the native VLAN when the server is not available. If the RADIUS authentication server is unavailable (down) and
            inaccessible authentication bypass is enabled, the switch grants the client access to the network and puts the port in the
            critical-authentication state in the RADIUS-configured or the user-specified access VLAN. When the switch cannot reach the
            configured RADIUS servers and new hosts cannot be authenticated, the switch connects those hosts to critical ports. A new
            host trying to connect to the critical port is moved to a user-specified access VLAN, the critical VLAN, and granted limited
            authentication. 
         

         
         You can enter the authentication event server dead action authorize voice interface configuration command to configure the
            critical voice VLAN feature. When the ACS does not respond, the port goes into critical authentication mode. When traffic
            coming from the host is tagged with the voice VLAN, the connected device (the phone) is put in the configured voice VLAN for
            the port. The IP phones learn the voice VLAN identification through CDP (Cisco devices) or through LLDP or DHCP.
         

         
         You can configure the voice VLAN for a port by entering the switchport voice vlan vlan-id interface configuration command.
            
         

         
         This feature is supported in multidomain and multi-auth host modes. Although you can enter the command when the switch in
            single-host or multi-host mode, the command has no effect unless the device changes to multidomain or multi-auth host mode.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x User Distribution
      
   
   
   
      
      
      802.1x User Distribution

      
         You can configure 802.1x user distribution to load-balance users with the same group name across multiple different VLANs.

         
         The VLANs are either supplied by the RADIUS server or configured through the switch CLI under a VLAN group name.

         
         
            	Configure the RADIUS server to send more than one VLAN name for a user. The multiple VLAN names can be sent as part of the
               response to the user. The 802.1x user distribution tracks all the users in a particular VLAN and achieves load balancing by
               moving the authorized user to the least populated VLAN.
               
            

            
            	Configure the RADIUS server to send a VLAN group name for a user. The VLAN group name can be sent as part of the response
               to the user. You can search for the selected VLAN group name among the VLAN group names that you configured by using the switch
               CLI. If the VLAN group name is found, the corresponding VLANs under this VLAN group name are searched to find the least populated
               VLAN. Load balancing is achieved by moving the corresponding authorized user to that VLAN.
               
               
                  
                     	[image: ../images/note.gif]
Note
                     	



                        The RADIUS server can send the VLAN information in any combination of VLAN-IDs, VLAN names, or VLAN groups.

                        
                        

                     
                  

               

               
            

            
         

         
      

      
      
      
         
         	802.1x User Distribution Configuration Guidelines

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x User Distribution Configuration Guidelines
      
   
   
   
      
      
      802.1x User Distribution Configuration Guidelines

      
         
            	Confirm that at least one VLAN is mapped to the VLAN group.
               
            

            
            	You can map more than one VLAN to a VLAN group.
               
            

            
            	You can modify the VLAN group by adding or deleting a VLAN.
               
            

            
            	When you clear an existing VLAN from the VLAN group name, none of the authenticated ports in the VLAN are cleared, but the
               mappings are removed from the existing VLAN group.
               
            

            
            	If you clear the last VLAN from the VLAN group name, the VLAN group is cleared.
               
            

            
            	You can clear a VLAN group even when the active VLANs are mapped to the group. When you clear a VLAN group, none of the ports
               or users that are in the authenticated state in any VLAN within the group are cleared, but the VLAN mappings to the VLAN group
               are cleared.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IEEE 802.1x Authentication with Voice VLAN Ports
      
   
   
   
      
      
      IEEE 802.1x Authentication with Voice VLAN Ports

      
         A voice VLAN port is a special access port associated with two VLAN identifiers:

         
         
            	VVID to carry voice traffic to and from the IP phone. The VVID is used to configure the IP phone connected to the port.
               
            

            
            	PVID to carry the data traffic to and from the workstation connected to the switch through the IP phone. The PVID is the native
               VLAN of the port.
               
            

            
         

         
         The IP phone uses the VVID for its voice traffic, regardless of the authorization state of the port. This allows the phone
            to work independently of IEEE 802.1x authentication.
         

         
         In single-host mode, only the IP phone is allowed on the voice VLAN. In multiple-hosts mode, additional clients can send traffic
            on the voice VLAN after a supplicant is authenticated on the PVID. When multiple-hosts mode is enabled, the supplicant authentication
            affects both the PVID and the VVID.
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                  If an IP phone and PC are connected to a switchport, and the port is configured in single- or multi-host mode, we do not recommend
                     configuring that port in standalone MAC authentication bypass mode. We recommend only using MAC authentication bypass as a
                     fallback method to 802.1x authentication with the timeout period set to the default of five seconds.
                  

                  
                  

               
            

         

         
         A voice VLAN port becomes active when there is a link, and the device MAC address appears after the first CDP message from
            the IP phone. Cisco IP phones do not relay CDP messages from other devices. As a result, if several IP phones are connected
            in series, the switch recognizes only the one directly connected to it. When IEEE 802.1x authentication is enabled on a voice
            VLAN port, the switch drops packets from unrecognized IP phones more than one hop away.
         

         
         When IEEE 802.1x authentication is enabled on a switch port, you can  configure an access port VLAN that is also a voice VLAN.
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                  If you enable IEEE 802.1x authentication on an access port on which a voice VLAN is configured and to which a Cisco IP Phone
                     is connected, the Cisco IP phone loses connectivity to the switch for up to 30 seconds.
                  

                  
                  

               
            

         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IEEE 802.1x Authentication with Port Security
      
   
   
   
      
      
      IEEE 802.1x Authentication with Port Security

      
         In general, Cisco does not recommend enabling port security when IEEE 802.1x is enabled. Since IEEE 802.1x enforces a single
            MAC address per port (or per VLAN when MDA is configured for IP telephony), port security is redundant and in some cases may
            interfere with expected IEEE 802.1x operations.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IEEE 802.1x Authentication with Wake-on-LAN
      
   
   
   
      
      
      IEEE 802.1x Authentication with Wake-on-LAN

      
         The IEEE 802.1x authentication with wake-on-LAN (WoL) feature allows dormant PCs to be powered when the switch receives a
            specific Ethernet frame, known as the magic packet. You can use this feature in environments where administrators need to connect to systems that have been powered down.
         

         
         When a host that uses WoL is attached through an IEEE 802.1x port and the host powers off, the IEEE 802.1x port becomes unauthorized.
            The port can only receive and send EAPOL packets, and WoL magic packets cannot reach the host. When the PC is powered off,
            it is not authorized, and the switch port is not opened.
         

         
         When the switch uses IEEE 802.1x authentication with WoL, the switch forwards traffic to unauthorized IEEE 802.1x ports, including
            magic packets. While the port is unauthorized, the switch continues to block ingress traffic other than EAPOL packets. The
            host can receive packets but cannot send packets to other devices in the network.
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                  If PortFast is not enabled on the port, the port is forced to the bidirectional state.

                  
                  

               
            

         

         
         When you configure a port as unidirectional by using the authentication control-direction in interface configuration command, the port changes to the spanning-tree forwarding state. The port can send packets to the
            host but cannot receive packets from the host.
         

         
         When you configure a port as bidirectional by using the authentication control-direction both interface configuration command, the port is access-controlled in both directions. The port does not receive packets from
            or send packets to the host.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      IEEE 802.1x Authentication with MAC Authentication Bypass
      
   
   
   
      
      
      IEEE 802.1x Authentication with MAC Authentication
         	 Bypass
      

      
         You can configure the switch
            		to authorize clients based on the client MAC address by using the MAC
            		authentication bypass feature. For example, you can enable this feature on
            		IEEE 802.1x ports connected to devices such as printers.
            	 
         

         
         If IEEE 802.1x authentication
            		times out while waiting for an EAPOL response from the client, the switch tries
            		to authorize the client by using MAC authentication bypass.
            	 
         

         
         When the MAC authentication
            		bypass feature is enabled on an IEEE 802.1x port, the switch uses the MAC
            		address as the client identity. The authentication server has a database of
            		client MAC addresses that are allowed network access. After detecting a client
            		on an IEEE 802.1x port, the switch waits for an Ethernet packet from the
            		client. The switch sends the authentication server a RADIUS-access/request
            		frame with a username and password based on the MAC address. If authorization
            		succeeds, the switch grants the client access to the network. If authorization
            		fails, the switch assigns the port to the guest VLAN if one is configured.
            	 
         

         
         If the switch already
            		authorized a port by using MAC authentication bypass and detects an IEEE 802.1x
            		supplicant, the switch does not unauthorize the client connected to the port.
            		When re-authentication occurs, the switch uses the authentication or
            		re-authentication methods configured on the port, if the previous session ended
            		because the Termination-Action RADIUS attribute value is DEFAULT.
            	 
         

         
         Clients that were authorized
            		with MAC authentication bypass can be re-authenticated. The re-authentication
            		process is the same as that for clients that were authenticated with IEEE
            		802.1x. During re-authentication, the port remains in the previously assigned
            		VLAN. If re-authentication is successful, the switch keeps the port in the same
            		VLAN. If re-authentication fails, the switch assigns the port to the guest
            		VLAN, if one is configured.
            	 
         

         
         If re-authentication is based
            		on the Session-Timeout RADIUS attribute (Attribute[27]) and the
            		Termination-Action RADIUS attribute (Attribute [29]) and if the
            		Termination-Action RADIUS attribute (Attribute [29]) action is 
            		Initialize (the attribute
            		value is 
            		DEFAULT), the MAC
            		authentication bypass session ends, and connectivity is lost during
            		re-authentication. If MAC authentication bypass is enabled and the IEEE 802.1x
            		authentication times out, the switch uses the MAC authentication bypass feature
            		to initiate re-authorization. For more information about these AV pairs, see
            		RFC 3580, “IEEE 802.1X Remote Authentication Dial In User Service (RADIUS)
            		Usage Guidelines.”
            	 
         

         
         MAC authentication bypass
            		interacts with the features:
            	 
         

         
         
            	
               		  IEEE 802.1x
               			 authentication—MAC authentication bypass and IEEE 802.1x authentication are
               			 configured independently on the port.
               		  
               
               		
            

            
            	
               		  Guest VLAN—If a client has an
               			 invalid MAC address identity, the switch assigns the client to a guest VLAN if
               			 one is configured.
               		  
               
               		
            

            
            	
               		  Restricted VLAN—This feature
               			 is not supported when the client connected to an IEEE 802.lx port is
               			 authenticated with MAC authentication bypass.
               		  
               
               		
            

            
            	
               		  Port security
               		  
               
               		
            

            
            	
               		  Voice VLAN
               		  
               
               		
            

            
            	
               		  VLAN Membership Policy Server
               			 (VMPS)—IEEE802.1x and VMPS are mutually exclusive.
               		  
               
               		
            

            
            	
               		  Network admission control
               			 (NAC) Layer 2 IP validation—This feature takes effect after an IEEE 802.1x port
               			 is authenticated with MAC authentication bypass, including hosts in the
               			 exception list.
               		  
               
               		
            

            
            	
               		  Network Edge Access Topology
               			 (NEAT)—MAB and NEAT are mutually exclusive. You cannot enable MAB when NEAT is
               			 enabled on an interface, and you cannot enable NEAT when MAB is enabled on an
               			 interface.
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      Network Admission Control Layer 2 IEEE 802.1x Validation

      
         The switch supports the
            		Network Admission Control (NAC) Layer 2 IEEE 802.1x validation, which checks
            		the antivirus condition or 
            		posture of endpoint
            		systems or clients before granting the devices network access. With NAC Layer 2
            		IEEE 802.1x validation, you can do these tasks:
            	 
         

         
         
            	
               		  Download the Session-Timeout
               			 RADIUS attribute (Attribute[27]) and the Termination-Action RADIUS attribute
               			 (Attribute[29]) from the authentication server.
               		  
               
               		
            

            
            	
               		  Set the number of seconds
               			 between re-authentication attempts as the value of the Session-Timeout RADIUS
               			 attribute (Attribute[27]) and get an access policy against the client from the
               			 RADIUS server.
               		  
               
               		
            

            
            	
               		  Set the action to be taken
               			 when the switch tries to re-authenticate the client by using the
               			 Termination-Action RADIUS attribute (Attribute[29]). If the value is the 
               			 DEFAULT or is not set,
               			 the session ends. If the value is RADIUS-Request, the re-authentication process
               			 starts.
               		  
               
               		
            

            
            	
               		  View the NAC posture token,
               			 which shows the posture of the client, by using the 
               			 show authentication privileged EXEC command.
               		  
               
               		
            

            
            	
               		  Configure secondary private
               			 VLANs as guest VLANs.
               		  
               
               		
            

            
         

         
         Configuring NAC Layer 2 IEEE
            		802.1x validation is similar to configuring IEEE 802.1x port-based
            		authentication except that you must configure a posture token on the RADIUS
            		server.
            	 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Flexible Authentication Ordering
      
   
   
   
      
      
      Flexible Authentication Ordering

      
         You can use flexible authentication ordering to configure the order of methods that a port uses to authenticate a new host.
            MAC authentication bypass and 802.1x can be the primary or secondary authentication methods, and web authentication can be
            the fallback method if either or both of those authentication attempts fail.
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring Flexible Authentication Ordering

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Open1x Authentication
      
   
   
   
      
      
      Open1x Authentication

      
         Open1x authentication allows a device access to a port before that device is authenticated. When open authentication is configured,
            a new host can pass traffic according to the access control list (ACL) defined on the port. After the host is authenticated,
            the policies configured on the RADIUS server are applied to that host.
         

         
         You can configure open authentication with these scenarios:

         
         
            	Single-host mode with open authentication–Only one user is allowed network access before and after authentication.
               
            

            
            	MDA mode with open authentication–Only one user in the voice domain and one user in the data domain are allowed.
               
            

            
            	Multiple-hosts mode with open authentication–Any host can access the network.
               
            

            
            	Multiple-authentication mode with open authentication–Similar to MDA, except multiple hosts can be authenticated.
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                        If open authentication is configured, it takes precedence over other authentication controls. This means that if you use the
                           authentication open interface configuration command, the port will grant access to the host irrespective of the authentication port-control interface configuration command.
                        

                        
                        In Session Aware Networking mode, to enable open authentication,  use no access-session closed. To disable open authentication, use  access-session closed. 
                        

                        
                        

                     
                  

               

               
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Configuring Open1x

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Multidomain Authentication
      
   
   
   
      
      
      Multidomain Authentication

      
         The switch supports multidomain authentication (MDA), which allows both a data device and voice device, such as an IP phone
            (Cisco or non-Cisco), to authenticate on the same switch port. The port is divided into a data domain and a voice domain.
         

         
         MDA does not enforce the order of device authentication. However, for best results, we recommend that a voice device is authenticated
            before a data device on an MDA-enabled port.
         

         
         Follow these guidelines for configuring MDA:

         
         
            	You must configure a switch port for MDA.
               
            

            
            	You must configure the voice VLAN for the IP phone when the host mode is set to multidomain.
               
            

            
            	Voice VLAN assignment on an MDA-enabled port is supported.
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                        You can assign a dynamic VLAN   to a  voice device on an MDA-enabled switch port, but the voice device fails authorization
                           if a static voice VLAN configured on the switchport is the same as  the dynamic VLAN assigned for the voice device in the
                           RADIUS server.
                        

                        
                        

                     
                  

               

               
            

            
            	To authorize a voice device, the AAA server must be configured to send a Cisco Attribute-Value (AV) pair attribute with a
               value of device-traffic-class=voice. Without this value, the switch treats the voice device as a data device.
               
            

            
            	The guest VLAN and restricted VLAN features only apply to the data devices on an MDA-enabled port. The switch treats a voice
               device that fails authorization as a data device.
               
            

            
            	If more than one device attempts authorization on either the voice or the data domain of a port, it is error disabled.
               
            

            
            	Until a device is authorized, the port drops its traffic. Non-Cisco IP phones or voice devices are allowed into both the data
               and voice VLANs. The data VLAN allows the voice device to contact a DHCP server to obtain an IP address and acquire the voice
               VLAN information. After the voice device starts sending on the voice VLAN, its access to the data VLAN is blocked.
               
            

            
            	A voice device MAC address that is binding on the data VLAN is not counted towards the port security MAC address limit.
               
            

            
            	You can use dynamic VLAN assignment from a RADIUS server only for data devices.
               
            

            
            	MDA can use MAC authentication bypass as a fallback mechanism to allow the switch port to connect to devices that do not support
               IEEE 802.1x authentication.
               
            

            
            	When a data or a voice device is detected on a port, its MAC address is blocked until authorization succeeds. If the authorization fails, the MAC
               address remains blocked for 5 minutes.
               
            

            
            	If more than five devices are detected on the data VLAN or more than one voice device is detected on the voice VLAN while a port is unauthorized, the port is error disabled.
               
            

            
            	When a port host mode is changed from single- or multihost to multidomain mode, an authorized data device remains authorized
               on the port. However, a Cisco IP phone that has been allowed on the port voice VLAN is automatically removed and must be reauthenticated
               on that port.
               
            

            
            	Active fallback mechanisms such as guest VLAN and restricted VLAN remain configured after a port changes from single- or multihost
               mode to multidomain mode.
               
            

            
            	Switching a port host mode from multidomain to single- or multihost mode removes all authorized devices from the port.
               
            

            
            	If a data domain is authorized first and placed in the guest VLAN, non-IEEE 802.1x-capable voice devices need to tag their
               packets on the voice VLAN to trigger authentication.
               
            

            
            	We do not recommend per-user ACLs with an MDA-enabled port. An authorized device with a per-user ACL policy might impact traffic
               on both the voice and data VLANs of the port. If used, only one device on the port should enforce per-user ACLs.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Supplicant and Authenticator Switches with Network Edge Access Topology (NEAT)
      
   
   
   
      
      
      802.1x Supplicant and Authenticator Switches with Network Edge Access Topology (NEAT)

      
         The Network Edge Access Topology (NEAT) feature extends identity to areas outside the wiring closet (such as conference rooms).
            This allows any type of device to authenticate on the port.
         

         
         
            	802.1x switch supplicant: You can configure a switch to act as a supplicant to another switch by using the 802.1x supplicant
               feature. This configuration is helpful in a scenario, where, for example, a switch is outside a wiring closet and is connected
               to an upstream switch through a trunk port. A switch configured with the 802.1x switch supplicant feature authenticates with
               the upstream switch for secure connectivity. Once the supplicant switch authenticates successfully the port mode changes from
               access to trunk.
               
            

            
            	If the access VLAN is configured on the authenticator switch, it becomes the native VLAN for the trunk port after successful
               authentication.
               
            

            
         

         
         You can enable MDA or multiauth mode on the authenticator switch interface that connects to one more supplicant switches.
            Multihost mode is not supported on the authenticator switch interface.
         

         
         Use the dot1x supplicant force-multicast global configuration command on the supplicant switch for Network Edge Access Topology (NEAT) to work in all host modes.
         

         
         
            	Host Authorization: Ensures that only traffic from authorized hosts (connecting to the switch with supplicant) is allowed
               on the network. The switches use Client Information Signalling Protocol (CISP) to send the MAC addresses connecting to the
               supplicant switch to the authenticator switch.
               
            

            
            	Auto enablement: Automatically enables trunk configuration on the authenticator switch, allowing user traffic from multiple
               VLANs coming from supplicant switches. Configure the cisco-av-pair as device-traffic-class=switch at the ACS. (You can configure this under the group or the user settings.)
               
               Authenticator and Supplicant Switch using CISP
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      Common Session ID
      
   
   
   
      
      
      Common Session ID

      
         Authentication manager uses a single session ID (referred to as a common session ID) for a client no matter which authentication
            method is used. This ID is used for all reporting purposes, such as the show commands and MIBs. The session ID appears with
            all per-session syslog messages.
         

         
         The session ID includes:

         
         
            	The IP address of the Network Access Device (NAD)
               
            

            
            	A monotonically increasing unique 32 bit integer
               
            

            
            	The session start time stamp (a 32 bit integer)
               
            

            
         

         
         This example shows how the session ID appears in the output of the show authentication command. The session ID in this example
            is 160000050000000B288508E5:
         

         
Switch# show authentication sessions
Interface  MAC Address     Method   Domain   Status         Session ID
Fa4/0/4    0000.0000.0203  mab      DATA     Authz Success  160000050000000B288508E5



         This is an example of how the session ID appears in the syslog output. The session ID in this example is also160000050000000B288508E5:

         
1w0d: %AUTHMGR-5-START: Starting 'mab' for client (0000.0000.0203) on Interface Fa4/0/4
AuditSessionID 160000050000000B288508E5
1w0d: %MAB-5-SUCCESS: Authentication successful for client (0000.0000.0203) on Interface
Fa4/0/4 AuditSessionID 160000050000000B288508E5
1w0d: %AUTHMGR-7-RESULT: Authentication result 'success' from 'mab' for client
(0000.0000.0203) on Interface Fa4/0/4 AuditSessionID 160000050000000B288508E5



         The session ID is used by the NAD, the AAA server, and other report-analyzing applications to identify the client. The ID
            appears automatically. No configuration is required.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      802.1x Authentication
      
   
   
   
      
      
      802.1x Authentication

      
         These are the 802.1x authentication configuration guidelines:

         
         
            	When 802.1x authentication is enabled, ports are authenticated before any other Layer 2 or Layer 3 features are enabled.
               
            

            
            	If the VLAN to which an 802.1x-enabled port is assigned changes, this change is transparent and does not affect the switch.
               For example, this change occurs if a port is assigned to a RADIUS server-assigned VLAN and is then assigned to a different
               VLAN after re-authentication.
               If the VLAN to which an 802.1x port is assigned to shut down, disabled, or removed, the port becomes unauthorized. For example,
               the port is unauthorized after the access VLAN to which a port is assigned shuts down or is removed.
               
            

            
            	The 802.1x protocol is supported on Layer 2 static-access ports, voice VLAN ports, and Layer 3 routed ports, but it is not
               supported on these port types:
               
               
                  	Trunk port—If you try to enable 802.1x authentication on a trunk port, an error message appears, and 802.1x authentication
                     is not enabled. If you try to change the mode of an 802.1x-enabled port to trunk, an error message appears, and the port mode
                     is not changed.
                     
                  

                  
                  	Dynamic ports—A port in dynamic mode can negotiate with its neighbor to become a trunk port. If you try to enable 802.1x authentication
                     on a dynamic port, an error message appears, and 802.1x authentication is not enabled. If you try to change the mode of an
                     802.1x-enabled port to dynamic, an error message appears, and the port mode is not changed.
                     
                  

                  
                  	Dynamic-access ports—If you try to enable 802.1x authentication on a dynamic-access (VLAN Query Protocol [VQP]) port, an error
                     message appears, and 802.1x authentication is not enabled. If you try to change an 802.1x-enabled port to dynamic VLAN assignment,
                     an error message appears, and the VLAN configuration is not changed.
                     
                  

                  
                  	EtherChannel port—Do not configure a port that is an active or a not-yet-active member of an EtherChannel as an 802.1x port.
                     If you try to enable 802.1x authentication on an EtherChannel port, an error message appears, and 802.1x authentication is
                     not enabled.
                     
                  

                  
                  	Switched Port Analyzer (SPAN) and Remote SPAN (RSPAN) destination ports—You can enable 802.1x authentication on a port that
                     is a SPAN or RSPAN destination port. However, 802.1x authentication is disabled until the port is removed as a SPAN or RSPAN
                     destination port. You can enable 802.1x authentication on a SPAN or RSPAN source port.
                     
                  

                  
               

               
            

            
            	Before globally enabling 802.1x authentication on a switch by entering the dot1x system-auth-control global configuration command, remove the EtherChannel configuration from the interfaces on which 802.1x authentication and
               EtherChannel are configured.
               
            

            
            	If you are using a device running the Cisco Access Control Server (ACS) application for IEEE 802.1x authentication with EAP-Transparent
               LAN Services (TLS) and EAP-MD5, make sure that the device is running ACS Version 3.2.1 or later.
               
            

            
            	When IP phones are connected to an 802.1x-enabled switch port that is in single host mode, the switch grants the phones network
               access without authenticating them. We recommend that you use multidomain authentication (MDA) on the port to authenticate
               both a data device and a voice device, such as an IP phone.
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                        Only Catalyst 3750, 3560, and 2960 switches support CDP bypass. The Catalyst 3750-X, 3560-X, 3750-E, and 3560-E switches do
                           not support CDP bypass.
                        

                        
                        

                     
                  

               

               
            

            
            	Cisco IOS Release 12.2(55)SE and later supports filtering of system messages related to 802.1x authentication.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      MAC Authentication Bypass
      
   
   
   
      
      
      MAC Authentication Bypass

      
         These are the MAC authentication bypass configuration guidelines:

         
         
            	Unless otherwise stated, the MAC authentication bypass guidelines are the same as the 802.1x authentication guidelines.
               
            

            
            	If you disable MAC authentication bypass from a port after the port has been authorized with its MAC address, the port state
               is not affected.
               
            

            
            	If the port is in the unauthorized state and the client MAC address is not the authentication-server database, the port remains
               in the unauthorized state. However, if the client MAC address is added to the database, the switch can use MAC authentication
               bypass to re-authorize the port.
               
            

            
            	If the port is in the authorized state, the port remains in this state until re-authorization occurs.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Maximum Number of Allowed Devices Per Port
      
   
   
   
      
      
      Maximum Number of Allowed Devices Per Port

      
         This is the maximum number of devices allowed on an 802.1x-enabled port:

         
         
            	In single-host mode, only one device is allowed on the access VLAN. If the port is also configured with a voice VLAN, an unlimited
               number of Cisco IP phones can send and receive traffic through the voice VLAN.
               
            

            
            	In multidomain authentication (MDA) mode, one device is allowed for the access VLAN, and one IP phone is allowed for the voice
               VLAN.
               
            

            
            	In multihost mode, only one 802.1x supplicant is allowed on the port, but an unlimited number of non-802.1x hosts are allowed
               on the access VLAN. An unlimited number of devices are allowed on the voice VLAN.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Information About Web-Based Authentication
      
   
   
   
      
      
      Information About Web-Based Authentication

      
         Use the web-based authentication feature, known as web authentication proxy, to authenticate end users on host systems that
            do not run the IEEE 802.1x supplicant.
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                  You can configure web-based authentication on Layer 2 and Layer 3 interfaces.

                  
                  

               
            

         

         
         When you initiate an HTTP session, web-based authentication intercepts ingress HTTP packets from the host and sends an HTML
            login page to the users. The users enter their credentials, which the web-based authentication feature sends to the authentication,
            authorization, and accounting (AAA) server for authentication.
         

         
         If authentication succeeds, web-based authentication sends a Login-Successful HTML page to the host and applies the access
            policies returned by the AAA server.
         

         
         If authentication fails, web-based authentication forwards a Login-Fail HTML page to the user, prompting the user to retry
            the login. If the user exceeds the maximum number of attempts, web-based authentication forwards a Login-Expired HTML page
            to the host, and the user is placed on a watch list for a waiting period.
         

         
         These sections describe the role of web-based authentication as part of AAA:

         
      

      
      
      
         
         	Device Roles

         
         	Host Detection

         
         	Session Creation

         
         	Authentication Process

         
         	Local Web Authentication Banner

         
         	Web Authentication Customizable Web Pages

         
         	Web-based Authentication Interactions with Other Features

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Device Roles
      
   
   
   
      
      
      Device Roles

      
         With web-based authentication, the devices in the network have these specific roles:

         
         
            	Client—The device (workstation) that requests access to the LAN and the services and responds to requests from the switch. The workstation
               must be running an HTML browser with Java Script enabled.
               
            

            
            	Authentication server—Authenticates the client. The authentication server validates the identity of the client and notifies the switch that the
               client is authorized to access the LAN and the switch services or that the client is denied.
               
            

            
            	Switch—Controls the physical access to the network based on the authentication status of the client. The switch acts as an intermediary
               (proxy) between the client and the authentication server, requesting identity information from the client, verifying that
               information with the authentication server, and relaying a response to the client.
               
            

            
         

         
         Web-Based Authentication Device Roles. This figure shows the roles of these devices in a network.
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      Host Detection
      
   
   
   
      
      
      Host Detection

      
         The switch maintains an IP device tracking table to store information about detected hosts.
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                  By default, the IP device tracking feature is disabled on a switch. You must enable the IP device tracking feature to use
                     web-based authentication.
                  

                  
                  

               
            

         

         
         For Layer 2 interfaces,  web-based authentication detects IP hosts by using these mechanisms:

         
         
            	ARP based trigger—ARP redirect ACL allows web-based authentication to detect hosts with a static IP address or a dynamic IP
               address.
               
            

            
            	Dynamic ARP inspection
               
            

            
            	DHCP snooping—Web-based authentication is notified when the switch creates a DHCP-binding entry for the host.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Session Creation
      
   
   
   
      
      
      Session Creation

      
         When web-based authentication detects a new host, it creates a session as follows:

         
         
            	Reviews the exception list.
               If the host IP is included in the exception list, the policy from the exception list entry is applied, and the session is
               established.
               
            

            
            	Reviews for authorization bypass
               If the host IP is not on the exception list, web-based authentication sends a nonresponsive-host (NRH) request to the server.
               If the server response is access accepted, authorization is bypassed for this host. The session is established.
               
            

            
            	Sets up the HTTP intercept ACL
               If the server response to the NRH request is access rejected, the HTTP intercept ACL is activated, and the session waits for
               HTTP traffic from the host.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Authentication Process
      
   
   
   
      
      
      Authentication Process

      
         When you enable web-based authentication, these events occur:

         
         
            	The user initiates an HTTP session.
               
            

            
            	The HTTP traffic is intercepted, and authorization is initiated. The switch sends the login page to the user. The user enters
               a username and password, and the switch sends the entries to the authentication server.
               
            

            
            	If the authentication succeeds, the switch downloads and activates the user’s access policy from the authentication server.
               The login success page is sent to the user.
               
            

            
            	If the authentication fails, the switch sends the login fail page. The user retries the login. If the maximum number of attempts
               fails, the switch sends the login expired page, and the host is placed in a watch list. After the watch list times out, the
               user can retry the authentication process.
               
            

            
            	If the authentication server does not respond to the switch, and if an AAA fail policy is configured, the switch applies the
               failure access policy to the host. The login success page is sent to the user.
               
            

            
            	The switch reauthenticates a client when the host does not respond to an ARP probe on a Layer 2 interface, or when the host
               does not send any traffic within the idle timeout on a Layer 3 interface.
               
            

            
            	The feature applies the downloaded timeout or the locally configured session timeout.
               
            

            
            	If the terminate action is RADIUS, the feature sends a nonresponsive host (NRH) request to the server. The terminate action
               is included in the response from the server.
               
            

            
            	If the terminate action is default, the session is dismantled, and the applied policy is removed.
               
            

            
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Local Web Authentication Banner
      
   
   
   
      
      
      Local Web Authentication Banner

      
         With Web Authentication, you can create a default and customized web-browser banners that appears when you log in to a switch.

         
         The banner appears on both the login page and the authentication-result pop-up pages. The default banner messages are as follows:

         
         
            	Authentication Successful
               
            

            
            	Authentication Failed
               
            

            
            	Authentication Expired
               
            

            
         

         
         The Local Web Authentication Banner can be configured  in legacy and new-style (Session-aware) CLIs as follows: 

         
         
            	Legacy mode—Use the ip admission auth-proxy-banner http global configuration command.
               
            

            
            	New-style mode—Use the parameter-map type webauth global bannerglobal configuration command.
               
            

            
         

         
          The default banner Cisco Systems and Switch host-name Authentication appear on the Login Page.  Cisco Systems appears on the authentication result pop-up page.
         

         
         Authentication Successful Banner
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         The banner can be customized as follows:

         
         
            	Add a message, such as switch, router, or company name to the banner:  
               
               
                  	Legacy mode—Use the  ip admission auth-proxy-banner http banner-textglobal configuration command.
                     
                  

                  
                  	New-style mode—Use the parameter-map type webauth global bannerglobal configuration command 
                     
                  

                  
               

               
            

            
            	
               Add a logo or text file to the banner :
                  
                     	Legacy mode—Use the ip admission auth-proxy-banner http file-path global configuration command.
                        
                     

                     
                     	New-style mode—Use the parameter-map type webauth global banner global configuration command 
                        
                     

                     
                  

                  
               

               
               Customized Web Banner
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         If you do not enable a banner, only the username and password dialog boxes appear in the web authentication login screen,
            and no banner appears when you log into the switch.
         

         
         Login Screen With No Banner
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         For more information, see the Session Aware Networking Configuration Guide, Cisco IOS XE Release
               3SE (Catalyst 3850 Switches)
               Session Aware Networking Configuration Guide, Cisco IOS XE Release
               3SE (Catalyst 3850 Switches)   and the Web Authentication Enhancements - Customizing Authentication Proxy
               Web Pages.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Authentication Proxy Web Page Guidelines
      
   
   
   
      
      
      Authentication Proxy
         	 Web Page Guidelines
      

      
         

         
         When configuring customized
            		authentication proxy web pages, follow these guidelines:
            	 
         

         
         
            	
               		  To enable the custom web
               			 pages feature, specify all four custom HTML files. If you specify fewer than
               			 four files, the internal default HTML pages are used.
               		  
               
               		
            

            
            	
               		  The four custom HTML files
               			 must be present on the flash memory of the switch. The maximum size of each
               			 HTML file is 8 KB.
               		  
               
               		
            

            
            	
               		  Any images on the custom
               			 pages must be on an accessible HTTP server. Configure an intercept ACL within
               			 the admission rule.
               		  
               
               		
            

            
            	
               		  Any external link from a
               			 custom page requires configuration of an intercept ACL within the admission
               			 rule.
               		  
               
               		
            

            
            	
               		  To access a valid DNS server,
               			 any name resolution required for external links or images requires
               			 configuration of an intercept ACL within the admission rule.
               		  
               
               		
            

            
            	
               		  If the custom web pages
               			 feature is enabled, a configured auth-proxy-banner is not used.
               		  
               
               		
            

            
            	
               		  If the custom web pages
               			 feature is enabled, the redirection URL for successful login feature is not
               			 available.
               		  
               
               		
            

            
            	
               		  To remove the specification
               			 of a custom file, use the 
               			 no form of the command.
               		  
               
               		
            

            
         

         
         Because the custom login page
            		is a public web form, consider these guidelines for the page:
            	 
         

         
         
            	
               		  The login form must accept
               			 user entries for the username and password and must show them as 
               			 uname and 
               			 pwd.
               		  
               
               		
            

            
            	
               		  The custom login page should
               			 follow best practices for a web form, such as page timeout, hidden password,
               			 and prevention of redundant submissions.
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Customizing the Authentication Proxy Web Pages

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Redirection URL for Successful Login Guidelines
      
   
   
   
      
      
      Redirection URL for
         	 Successful Login Guidelines
      

      
         

         
         When configuring a
            		redirection URL for successful login, consider these guidelines:
            	 
         

         
         
            	
               		  If the custom authentication
               			 proxy web pages feature is enabled, the redirection URL feature is disabled and
               			 is not available in the CLI. You can perform redirection in the custom-login
               			 success page.
               		  
               
               		
            

            
            	
               		  If the redirection URL
               			 feature is enabled, a configured auth-proxy-banner is not used.
               		  
               
               		
            

            
            	
               		  To remove the specification
               			 of a redirection URL, use the 
               			 no form of the command.
               		  
               
               		
            

            
            	
               		   If the redirection URL is required after the web-based
               			 authentication client is successfully authenticated, then the URL string must
               			 start with a valid URL (for example, http://) followed by the URL information.
               			 If only the URL is given without http://, then the redirection URL on
               			 successful authentication might cause page not found or similar errors on a web
               			 browser.
               		  
               
               		
            

            
         

         
      

      
      
      
         
      

      
      Related Tasks

         
         Specifying a Redirection URL for Successful Login

         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Port Security
      
   
   
   
      
      
      Port Security

      
         You can configure web-based authentication and port security on the same port. Web-based authentication authenticates the
            port, and port security manages network access for all MAC addresses, including that of the client. You can then limit the
            number or group of clients that can access the network through the port.
         

         
         For more information about enabling port security, see the .

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      LAN Port IP
      
   
   
   
      
      
      LAN Port IP

      
         You can configure LAN port IP (LPIP) and Layer 2 web-based authentication on the same port. The host is authenticated by using
            web-based authentication first, followed by LPIP posture validation. The LPIP host policy overrides the web-based authentication
            host policy.
         

         
         If the web-based  authentication idle timer expires, the NAC policy is removed. The host is authenticated, and posture is
            validated again.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Gateway IP
      
   
   
   
      
      
      Gateway IP

      
         You cannot configure Gateway IP (GWIP) on a Layer 3 VLAN interface if web-based authentication is configured on any of the
            switch ports in the VLAN.
         

         
         You can configure web-based authentication on the same Layer 3 interface as Gateway IP. The host policies for both features
            are applied in software. The GWIP policy overrides the web-based authentication host policy.
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      ACLs
      
   
   
   
      
      
      ACLs

      
         If you configure a VLAN ACL or a Cisco IOS ACL on an interface, the ACL is applied to the host traffic only after the web-based
            authentication host policy is applied.
         

         
         For Layer 2 web-based authentication, it is more secure, though not required,  to  configure a port ACL (PACL) as the default
            access policy for ingress traffic from hosts connected to the port. After authentication, the web-based authentication host
            policy overrides the PACL.  The Policy ACL is applied to the session even if there is no ACL configured on the port.
         

         
         You cannot configure a MAC ACL and web-based authentication on the same interface.

         
         You cannot configure web-based authentication  on a port whose access VLAN is configured for VACL capture.
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      Information about
         	 First Hop Security in IPv6
      

      
         

         
         First Hop Security in
            		IPv6 (FHS IPv6) is a set of IPv6 security features, the policies of which can
            		be attached to a physical interface, an EtherChannel interface, or a VLAN. An
            		IPv6 software policy database service stores and accesses these policies. When
            		a policy is configured or modified, the attributes of the policy are stored or
            		updated in the software policy database, then applied as was specified. The
            		following IPv6 policies are currently supported:
            	 
         

         
         
            	
               		  IPv6 Snooping
               			 Policy—IPv6 Snooping Policy acts as a container policy that enables most of the
               			 features available with FHS in IPv6. 
               		  
               
               		
            

            
            	IPv6 Binding Table Content—A
               		  database table of IPv6 neighbors connected to the switch is created from
               		  information sources such as Neighbor Discovery (ND) protocol snooping. This
               		  database, or binding, table is used by various IPv6 guard features (such as
               		  IPv6 ND Inspection) to validate the link-layer address (LLA), the IPv4 or IPv6
               		  address, and prefix binding of the neighbors to prevent spoofing and redirect
               		  attacks.
               		
            

            
            	
               		  IPv6 Neighbor
               			 Discovery Inspection—IPv6 ND inspection learns and secures bindings for
               			 stateless autoconfiguration addresses in L2 neighbor tables. IPv6 ND inspection
               			 analyzes neighbor discovery messages in order to build a trusted binding table
               			 database and IPv6 neighbor discovery messages that do not conform are dropped.
               			 An ND message is considered trustworthy if its IPv6-to-Media Access Control
               			 (MAC) mapping is verifiable.
               		  
               
               		
            

            
            	
               		  IPv6 Router
               			 Advertisement Guard—The IPv6 Router Advertisement (RA) guard feature enables
               			 the network administrator to block or reject unwanted or rogue RA guard
               			 messages that arrive at the network switch platform. RAs are used by routers to
               			 announce themselves on the link. The RA Guard feature analyzes the RAs and
               			 filters out bogus RAs sent by unauthorized routers. In host mode, all router
               			 advertisement and router redirect messages are disallowed on the port. The RA
               			 guard feature compares configuration information on the L2 device with the
               			 information found in the received RA frame. Once the L2 device has validated
               			 the content of the RA frame and router redirect frame against the
               			 configuration, it forwards the RA to its unicast or multicast destination. If
               			 the RA frame content is not validated, the RA is dropped.
               		  
               
               		
            

            
            	
               		  IPv6 DHCP Guard—
               			 The IPv6 DHCP Guard feature blocks reply and advertisement messages that come
               			 from unauthorized DHCPv6 servers and relay agents. IPv6 DHCP guard can prevent
               			 forged messages from being entered in the binding table and block DHCPv6 server
               			 messages when they are received on ports that are not explicitly configured as
               			 facing a DHCPv6 server or DHCP relay. To use this feature, configure a policy
               			 and attach it to an interface or a VLAN. To debug DHCP guard packets, use the 
               			 debug ipv6
                  				snooping dhcp-guard privileged EXEC command.
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      Information About
         	 Cisco TrustSec
      

      
         

         
         The table below lists
            		the TrustSec features to be eventually implemented on TrustSec-enabled Cisco
            		switches. Successive general availability releases of TrustSec will expand the
            		number of switches supported and the number of TrustSec features supported per
            		switch.
            	 
         

         
         
         
            
               
                  
                     	 Cisco TrustSec Feature
                        				
                     
                     
                     	 Description
                        				
                     
                     
                  

                  
               
               
               
                  
                     	 802.1AE Tagging (MACsec)
                        				
                     
                     
                     	 
                        				  
                        Protocol for
                           					 IEEE 802.1AE-based wire-rate hop-to-hop Layer 2 encryption. 
                           				  
                        

                        
                        				  
                         Between
                           					 MACsec-capable devices, packets are encrypted on egress from the transmitting
                           					 device, decrypted on ingress to the receiving device, and in the clear within
                           					 the devices.
                           				  
                        

                        
                        				  
                         This
                           					 feature is only available between TrustSec hardware-capable devices.
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 Endpoint Admission Control (EAC)
                        				
                     
                     
                     	
                        				  
                         EAC is an
                           					 authentication process for an endpoint user or a device connecting to the
                           					 TrustSec domain. Usually EAC takes place at the access level switch. Successful
                           					 authentication and authorization in the EAC process results in Security Group
                           					 Tag assignment for the user or device. Currently EAC can be 802.1X, MAC
                           					 Authentication Bypass (MAB), and Web Authentication Proxy (WebAuth).
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 Network Device Admission Control (NDAC)
                        				
                     
                     
                     	
                        				  
                         NDAC is an
                           					 authentication process where each network device in the TrustSec domain can
                           					 verify the credentials and trustworthiness of its peer device. NDAC utilizes an
                           					 authentication framework based on IEEE 802.1X port-based authentication and
                           					 uses EAP-FAST as its EAP method. Successful authentication and authorization in
                           					 NDAC process results in Security Association Protocol negotiation for IEEE
                           					 802.1AE encryption.
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 Security Group Access Control List (SGACL)
                        				
                     
                     
                     	
                        				  
                         A Security
                           					 Group Access Control List (SGACL) associates a Security Group Tag with a
                           					 policy. The policy is enforced upon SGT-tagged traffic egressing the TrustSec
                           					 domain.
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 Security Association Protocol (SAP)
                        				
                     
                     
                     	
                        				  
                         After NDAC
                           					 authentication, the Security Association Protocol (SAP) automatically
                           					 negotiates keys and the cipher suite for subsequent MACSec link encryption
                           					 between TrustSec peers. SAP is defined in IEEE 802.11i.
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 Security Group Tag (SGT)
                        				
                     
                     
                     	
                        				  
                         An SGT is a
                           					 16-bit single label indicating the security classification of a source in the
                           					 TrustSec domain. It is appended to an Ethernet frame or an IP packet.
                           				  
                        

                        
                        				
                     
                     
                  

                  
                  
                     	 SGT Exchange Protocol (SXP), 
                        				   
                        				
                     
                     
                     	
                        				  
                         Security
                           					 Group Tag Exchange Protocol (SXP). With SXP, devices that are not
                           					 TrustSec-hardware-capable can receive SGT attributes for authenticated users
                           					 and devices from the Cisco Identity Services Engine (ISE) or the Cisco Secure
                           					 Access Control System (ACS). The devices can then forward a sourceIP-to-SGT
                           					 binding to a TrustSec-hardware-capable device will tag the source traffic for
                           					 SGACL enforcement.
                           				  
                        

                        
                        				
                     
                     
                  

                  
               
               
            

            
         

         
         When both ends of a link support 802.1AE MACsec, SAP negotiation occurs.
            		An EAPOL-key exchange occurs between the supplicant and the authenticator to
            		negotiate a ipher suite, exchange security parameters, and manage keys.
            		Successful completion of these tasks results in the establishment of a security
            		association (SA).
            	 
         

         
         Depending on your software version and licensing and link hardware
            		support, SAP negotiation can use one of these modes of operation:
            	 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Information about Wireless Guest Access
      
   
   
   
      
      
      Information about Wireless Guest Access

      
         Ideally, the implementation of a wireless guest network uses as much of an enterprise’s existing wireless and wired infrastructure
            as possible to avoid the cost and complexity of building a physical overlay network. Assuming this is the case, the following
            additional elements and functions are needed:
         

         
         
            	A dedicated guest WLAN/SSID—Implemented throughout the campus wireless network wherever guest access is required. A  guest
               WLAN is identified by a WLAN with
               mobility anchor (Guest Controller) configured.
            

            
            	Guest traffic segregation—Requires implementing Layer 2 or Layer 3 techniques across the campus network to restrict where
               guests are allowed to go.
            

            
            	Access control—Involves using imbedded access control functionality within the campus network or implementing an external
               platform to control guest access to the Internet from the enterprise network.
            

            
            	Guest user credential management—A process by which a sponsor or lobby administrator can create temporary credentials in behalf
               of a guest. This function might be resident within an access control platform or it might be a component of AAA or some other
               management system.
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      Information About Rogue Devices

      
         Rogue access points can
            		disrupt wireless LAN operations by hijacking legitimate clients and using
            		plain-text or other denial-of-service or man-in-the-middle attacks. That is, a
            		hacker can use a rogue access point to capture sensitive information, such as
            		usernames and passwords. The hacker can then transmit a series of Clear to Send
            		(CTS) frames. This action mimics an access point, informing a particular client
            		to transmit, and instructing all the other clients to wait, which results in
            		legitimate clients being unable to access network resources. Wireless LAN
            		service providers have a strong interest in banning rogue access points from
            		the air space. 
            	 
         

         
         Because rogue access points
            		are inexpensive and readily available, employees sometimes plug unauthorized
            		rogue access points into existing LANs and build ad hoc wireless networks
            		without their IT department's knowledge or consent. These rogue access points
            		can be a serious breach of network security because they can be plugged into a
            		network port behind the corporate firewall. Because employees generally do not
            		enable any security settings on the rogue access point, it is easy for
            		unauthorized users to use the access point to intercept network traffic and
            		hijack client sessions. Even more alarming, wireless users frequently publish
            		unsecure access point locations, increasing the odds of having enterprise
            		security breached. 
            	 
         

         
         The following are some
            		guidelines to manage rogue devices: 
            	 
            
               	 
                  		  The containment frames are
                  			 sent immediately after the authorization and associations are detected. The
                  			 enhanced containment algorithm provides more effective containment of ad hoc
                  			 clients. 
                  		  
                  
                  		
               

               
               	 
                  		   
                  		   
                  		
               

               
               	 
                  		  The 
                  			  
                  			  are designed to serve associated clients. These access
                  			 points spend relatively less time performing off-channel scanning: about 50
                  			 milliseconds on each channel. If you want to perform high rogue detection, a
                  			 monitor mode access point must be used. Alternatively, you can reduce the scan
                  			 intervals from 180 seconds to a lesser value, for example, 120 or 60 seconds,
                  			 ensuring that the radio goes off-channel more frequently, which improves the
                  			 chances of rogue detection. However, the access point will still spend about 50
                  			 milliseconds on each channel. 
                  		  
                  
                  		
               

               
               	 
                  		  Rogue detection is disabled
                  			 by default for OfficeExtend access points because these access points, which
                  			 are deployed in a home environment, are likely to detect a large number of
                  			 rogue devices. 
                  		  
                  
                  		
               

               
               	 
                  		   Client card
                  			 implementations might mitigate the effectiveness of ad hoc containment. 
                  		  
                  
                  		
               

               
               	 
                  		  It is possible to classify
                  			 and report rogue access points through the use of rogue states and user-defined
                  			 classification rules that enable rogues to automatically move between states. 
                  		  
                  
                  		
               

               
               	 
                  		  Each controller limits the
                  			 number of rogue containments to three per radio (or six per radio for access
                  			 points in the monitor mode). 
                  		  
                  
                  		
               

               
               	 
                  		   Rogue Location
                  			 Discovery Protocol (RLDP) detects rogue access points that are configured for
                  			 open authentication. 
                  		  
                  
                  		
               

               
               	 
                  		   RLDP detects
                  			 rogue access points that use a broadcast Basic Service Set Identifier (BSSID),
                  			 that is, the access point broadcasts its Service Set Identifier in beacons. 
                  		  
                  
                  		
               

               
               	 
                  		   RLDP detects only
                  			 those rogue access points that are on the same network. If an access list in
                  			 the network prevents the sending of RLDP traffic from the rogue access point to
                  			 the controller, RLDP does not work. 
                  		  
                  
                  		
               

               
               	 
                  		   RLDP does not
                  			 work on 5-GHz dynamic frequency selection (DFS) channels. However, RLDP works
                  			 when the managed access point is in the monitor mode on a DFS channel. 
                  		  
                  
                  		
               

               
               	 
                  		  If RLDP is enabled
                  			 on mesh APs, and the APs perform RLDP tasks, the mesh APs are dissociated from
                  			 the controller. The workaround is to disable RLDP on mesh APs. 
                  		  
                  
                  		
               

               
               	 
                  		  If RLDP is enabled
                  			 on nonmonitor APs, client connectivity outages occur when RLDP is in process. 
                  		  
                  
                  		
               

               
               	 
                  		  If the rogue is
                  			 manually contained, the rogue entry is retained even after the rogue expires. 
                  		  
                  
                  		
               

               
               	 
                  		  If the rogue is
                  			 contained by any other means, such as auto, rule, and AwIPS preventions, the
                  			 rogue entry is deleted when it expires. 
                  		  
                  
                  		
               

               
               	 
                  		  The controller
                  			 will request to AAA server for rogue client validation only once. As a result,
                  			 if rogue client validation fails on the first attempt then the rogue client
                  			 will not be detected as a threat any more. To avoid this, add the valid client
                  			 entries in the authentication server before enabling 
                  			 Validate
                     				Rogue Clients Against AAA. 
                  		  
                  
                  		
               

               
               	 
                  		  In the 7.4 and
                  			 earlier releases, if a rogue that was already classified by a rule was not
                  			 reclassified. In the 7.5 release, this behavior is enhanced to allow
                  			 reclassification of rogues based on the priority of the rogue rule. The
                  			 priority is determined by using the rogue report that is received by the
                  			 controller. 
                  		  
                  
                  		
               

               
               	The rogue detector AP fails
                  		  to co-relate and contain the wired rogue AP on a 5Mhz channel because the MAC
                  		  address of the rogue AP for WLAN, LAN, 11a radio and 11bg radio are configured
                  		  with a difference of +/-1 of the rogue BSSID. In the 8.0 release, this behavior
                  		  is enhanced by increasing the range of MAC address, that the rogue detector AP
                  		  co-relates the wired ARP MAC and rogue BSSID, by +/-3. 
                  		
               

               
            

            
            	 
         

         
         
            Detecting Rogue
               		  Devices
            
 
            		 
            		
            The controller
               		  continuously monitors all the nearby access points and automatically discovers
               		  and collects information on rogue access points and clients. When the
               		  controller discovers a rogue access point, it uses the Rogue Location Discovery
               		  Protocol (RLDP) and the rogue detector mode access point is connected to
               		  determine if the rogue is attached to your network. 
               		
            

            
            		
            Controller
               		  initiates RLDP on rogue devices that have open authenticated and configured. If
               		  RLDP uses Flexconnect or local mode access points, then clients are
               		  disconnected for that moment. After the RLDP cycle, the clients are reconnected
               		  to the access points. As and when rogue access points are seen
               		  (auto-configuration), the RLDP process is initiated. 
               		
            

            
            		
            You can configure the
               		  controller to use RLDP on all the access points or only on the access points
               		  configured for the monitor (listen-only) mode. The latter option facilitates
               		  automated rogue access point detection in a crowded radio frequency (RF) space,
               		  allowing monitoring without creating unnecessary interference and without
               		  affecting the regular data access point functionality. If you configure the
               		  controller to use RLDP on all the access points, the controller always chooses
               		  the monitor access point for RLDP operation if a monitor access point and a
               		  local (data) access point are both nearby. If RLDP determines that the rogue is
               		  on your network, you can choose to contain the detected rogue either manually
               		  or automatically. 
               		
            

            
            		
            RLDP detects on
               		  wire presence of the rogue access points that are configured with open
               		  authentication only once, which is the default retry configuration. Retries can
               		  be configured using the 
               		  config rogue ap rldp
                     				retries command. 
               		
            

            
            		
            You can initiate
               		  or trigger RLDP from controller in three ways: 
               		
               
                  	Enter the RLDP initiation
                     			 command manually from the controller CLI. The equivalent GUI option for
                     			 initiating RLDP is not supported. 
                     			 config rogue ap rldp initiate 
                        				  mac-address 
                     			 
                     
                     		  
                  

                  
                  	Schedule RLDP from the
                     			 controller CLI. The equivalent GUI option for scheduling RLDP is not supported.
                     			 
                     			 config rogue ap rldp schedule 
                     			 
                     
                     		  
                  

                  
                  	Auto RLDP. You can
                     			 configure auto RLDP on controller either from controller CLI or GUI but keep in
                     			 mind the following guidelines: 
                     			 
                     
                        	The auto RLDP option can be
                           				  configured only when the rogue detection security level is set to custom. 
                           				
                        

                        
                        	Either auto RLDP or
                           				  schedule of RLDP can be enabled at a time. 
                           				
                        

                        
                     

                     
                     		  
                  

                  
               

               
               		
            

            
            		
            A rogue access point is moved
               		  to a contained state either automatically or manually. The controller selects
               		  the best available access point for containment and pushes the information to
               		  the access point. The access point stores the list of containments per radio.
               		  For auto containment, you can configure the controller to use only the monitor
               		  mode access point. The containment operation occurs in the following two ways: 
               		
               
                  	 
                     			 The container access point
                     				goes through the list of containments periodically and sends unicast
                     				containment frames. For rogue access point containment, the frames are sent
                     				only if a rogue client is associated. 
                     			 
                     
                     		  
                  

                  
                  	 
                     			 Whenever a contained rogue
                     				activity is detected, containment frames are transmitted. 
                     			 
                     
                     		  
                  

                  
               

               
               		
            

            
            		
            Individual rogue containment
               		  involves sending a sequence of unicast disassociation and deauthentication
               		  frames. 
               		
            

            
            	 
         

         
         
            Cisco Prime
               		  Infrastructure Interaction and Rogue Detection
            
 
            		 
            		
            Cisco Prime
                  			 Infrastructure supports rule-based classification and uses the
               		  classification rules configured on the controller. The controller sends traps
               		  to 
               		  Cisco Prime
                  			 Infrastructure after the following events: 
               		
            

            
            		
            
               	 
                  			 If an unknown access point
                  				moves to the Friendly state for the first time, the controller sends a trap to 
                  				Cisco Prime
                     				  Infrastructure only if the rogue state is Alert. It does not send a trap
                  				if the rogue state is Internal or External. 
                  			 
                  
                  		  
               

               
               	 
                  			 If a rogue entry is removed
                  				after the timeout expires, the controller sends a trap to 
                  				Cisco Prime
                     				  Infrastructure for rogue access points categorized as Malicious (Alert,
                  				Threat) or Unclassified (Alert). The controller does not remove rogue entries
                  				with the following rogue states: Contained, Contained Pending, Internal, and
                  				External. 
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      Information About Classifying Rogue Access Points

      
         The controller software
            		enables you to create rules that can organize and display rogue access points
            		as Friendly, Malicious, or Unclassified.
            	 
         

         
         By default, none of the
            		classification rules are enabled. Therefore, all unknown access points are
            		categorized as Unclassified. When you create a rule, configure conditions for
            		it, and enable the rule, the unclassified access points are reclassified.
            		Whenever you change a rule, it is applied to all access points (friendly,
            		malicious, and unclassified) in the Alert state only.
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                  Rule-based rogue
                     		  classification does not apply to ad hoc rogues and rogue clients.
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                  You can configure up to 64
                     		  rogue classification rules per controller.
                     		
                  

                  
                  	 
                  

               
            

         

         
         When the controller receives
            		a rogue report from one of its managed access points, it responds as follows:
            	 
            
               	
                  		  The controller verifies that
                  			 the unknown access point is in the friendly MAC address list. If it is, the
                  			 controller classifies the access point as Friendly.
                  		  
                  
                  		
               

               
               	
                  		  If the unknown access point
                  			 is not in the friendly MAC address list, the controller starts applying rogue
                  			 classification rules.
                  		  
                  
                  		
               

               
               	
                  		  If the rogue is already
                  			 classified as Malicious, Alert or Friendly, Internal or External, the
                  			 controller does not reclassify it automatically. If the rogue is classified
                  			 differently, the controller reclassifies it automatically only if the rogue is
                  			 in the Alert state.
                  		  
                  
                  		
               

               
               	
                  		  The controller applies the
                  			 first rule based on priority. If the rogue access point matches the criteria
                  			 specified by the rule, the controller classifies the rogue according to the
                  			 classification type configured for the rule.
                  		  
                  
                  		
               

               
               	
                  		  If the rogue access point
                  			 does not match any of the configured rules, the controller classifies the rogue
                  			 as Unclassified.
                  		  
                  
                  		
               

               
               	
                  		  The controller repeats the
                  			 previous steps for all rogue access points.
                  		  
                  
                  		
               

               
               	
                  		  If RLDP determines that the
                  			 rogue access point is on the network, the controller marks the rogue state as
                  			 Threat and classifies it as Malicious automatically, even if no rules are
                  			 configured. You can then manually contain the rogue (unless you have configured
                  			 RLDP to automatically contain the rogue), which would change the rogue state to
                  			 Contained. If the rogue access point is not on the network, the controller
                  			 marks the rogue state as Alert, and you can manually contain the rogue.
                  		  
                  
                  		
               

               
               	
                  		  If desired, you can manually
                  			 move the access point to a different classification type and rogue state.
                  		  
                  
                  		
               

               
            

            
            	 
         

         
         
         
            
               Classification
                     		Mapping
               
                  
                     	
                        				
                        Rule-Based Classification
                           				  Type
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Rogue
                           				  States
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	Friendly
                        			 
                     
                     
                     	
                        				
                        
                           	
                              					 Internal—If the unknown
                              						access point is inside the network and poses no threat to WLAN security, you
                              						would manually configure it as Friendly, Internal. An example is the access
                              						points in your lab network.
                              					 
                              
                              				  
                           

                           
                           	
                              					 External—If the unknown
                              						access point is outside the network and poses no threat to WLAN security, you
                              						would manually configure it as Friendly, External. An example is an access
                              						point that belongs to a neighboring coffee shop.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Alert—The unknown access
                              						point is moved to Alert if it is not in the neighbor list or in the
                              						user-configured friendly MAC list.
                              					 
                              
                              				  
                           

                           
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	Malicious
                        			 
                     
                     
                     	
                        				
                        
                           	
                              					 Alert—The unknown access
                              						point is moved to Alert if it is not in the neighbor list or in the
                              						user-configured friendly MAC list.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Threat—The unknown access
                              						point is found to be on the network and poses a threat to WLAN security.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Contained—The unknown access
                              						point is contained.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Contained Pending—The unknown
                              						access point is marked Contained, but the action is delayed due to unavailable
                              						resources.
                              					 
                              
                              				  
                           

                           
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	Unclassified
                        			 
                     
                     
                     	
                        				
                        
                           	
                              					 Pending—On first detection,
                              						the unknown access point is put in the Pending state for 3 minutes. During this
                              						time, the managed access points determine if the unknown access point is a
                              						neighbor access point.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Alert—The unknown access
                              						point is moved to Alert if it is not in the neighbor list or in the
                              						user-configured friendly MAC list.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Contained—The unknown access
                              						point is contained.
                              					 
                              
                              				  
                           

                           
                           	
                              					 Contained Pending—The unknown
                              						access point is marked Contained, but the action is delayed due to unavailable
                              						resources.
                              					 
                              
                              				  
                           

                           
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         The classification and state
            		of the rogue access points are configured as follows:
            	 
            
               	
                  		  From Known to Friendly,
                  			 Internal
                  		  
                  
                  		
               

               
               	
                  		  From Acknowledged to
                  			 Friendly, External
                  		  
                  
                  		
               

               
               	
                  		  From Contained to Malicious,
                  			 Contained
                  		  
                  
                  		
               

               
            

            
            	 
         

         
         As mentioned previously, the
            		controller can automatically change the classification type and rogue state of
            		an unknown access point based on user-defined rules, or you can manually move
            		the unknown access point to a different classification type and rogue state.
            	 
         

         
         
         
            
               Allowable Classification Type
                     		and Rogue State Transitions
               
                  
                     	
                        				
                        From
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        To
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	Friendly
                        				(Internal, External, Alert)
                        			 
                     
                     
                     	Malicious
                        				(Alert)
                        			 
                     
                     
                  

                  
                  
                     	Friendly
                        				(Internal, External, Alert)
                        			 
                     
                     
                     	Unclassified
                        				(Alert)
                        			 
                     
                     
                  

                  
                  
                     	Friendly (Alert)
                        			 
                     
                     
                     	Friendly
                        				(Internal, External)
                        			 
                     
                     
                  

                  
                  
                     	Malicious
                        				(Alert, Threat)
                        			 
                     
                     
                     	Friendly
                        				(Internal, External)
                        			 
                     
                     
                  

                  
                  
                     	Malicious
                        				(Contained, Contained Pending)
                        			 
                     
                     
                     	Malicious
                        				(Alert)
                        			 
                     
                     
                  

                  
                  
                     	Unclassified
                        				(Alert, Threat)
                        			 
                     
                     
                     	Friendly
                        				(Internal, External)
                        			 
                     
                     
                  

                  
                  
                     	Unclassified
                        				(Contained, Contained Pending)
                        			 
                     
                     
                     	Unclassified
                        				(Alert)
                        			 
                     
                     
                  

                  
                  
                     	Unclassified
                        				(Alert)
                        			 
                     
                     
                     	Malicious
                        				(Alert)
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         If the rogue state is
            		Contained, you have to uncontain the rogue access point before you can change
            		the classification type. If you want to move a rogue access point from
            		Malicious to Unclassified, you must delete the access point and allow the
            		controller to reclassify it.
            	 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Information About wIPS
      
   
   
   
      
      
      Information About wIPS

      
         The Cisco Adaptive wireless
            		Intrusion Prevention System (wIPS) is an advanced approach to wireless threat
            		detection and performance management. It combines network traffic analysis,
            		network device and topology information, signature-based techniques, and
            		anomaly detection to deliver highly accurate and complete wireless threat
            		prevention. With a fully infrastructure-integrated solution, you can
            		continually monitor wireless traffic on both the wired and wireless networks
            		and use that network intelligence to analyze attacks from many sources to more
            		accurately pinpoint and proactively prevent attacks rather than waiting until
            		damage or exposure has occurred.
            	 
         

         
         The Cisco Adaptive wIPS is
            		enabled by the Cisco 3300 Series Mobility Services Engine (MSE), which
            		centralizes the processing of intelligence collected by the continuous
            		monitoring of Cisco Aironet access points. With Cisco Adaptive wIPS
            		functionalities and Cisco Prime Infrastructure integration into the MSE, the
            		wIPS service can configure, monitor, and report wIPS policies and alarms.
            	 
         

         
         
            
               	[image: ../images/note.gif]
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                  If your wIPS deployment
                     		  consists of a controller, access point, and MSE, you must set all the three
                     		  entities to the UTC time zone.
                     		
                  

                  
                  	 
                  

               
            

         

         
         The Cisco Adaptive wIPS is
            		not configured on the controller. Instead, the Prime Infrastructure forwards
            		the profile configuration to the wIPS service, which forwards the profile to
            		the controller. The profile is stored in flash memory on the controller and
            		sent to access points when they join the controller. When an access point
            		disassociates and joins another controller, it receives the wIPS profile from
            		the new controller.
            	 
         

         
         Local mode 
            		
            		access points with a subset of wIPS capabilities is referred to as Enhanced
            		Local Mode access point or ELM AP. You can configure an access point to work in
            		wIPS mode if the access point is in any of the following modes:
            	 
         

         
         
            	
               		  Monitor
               		  
               
               		
            

            
            	
               		  Local
               		  
               
               		
            

            
         

         
         The regular local
            		mode 
            		
            		access point is extended with a subset of Wireless Intrusion Prevention System
            		(wIPS) capabilities. This feature enables you to deploy your access points to
            		provide protection without needing a separate overlay network.
            	 
         

         
         wIPS ELM has limited
            		capability of detecting off-channel alarms. The access point periodically goes
            		off-channel, and monitors the non-serving channels for a short duration, and
            		triggers alarms if any attack is detected on the channel. But the off-channel
            		alarm detection is best effort and it takes longer time to detect attacks and
            		trigger alarms, which might cause the ELM AP intermittently detect an alarm and
            		clear it because it is not visible. Access points in any of the above modes can
            		periodically send alarms based on the policy profile to the wIPS service
            		through the controller. The wIPS service stores and processes the alarms and
            		generates SNMP traps. The Prime Infrastructure configures its IP address as a
            		trap destination to receive SNMP traps from the MSE.
            	 
         

         
         This table lists all the SNMP
            		trap controls and their respective traps. When a trap control is enabled, all
            		the traps of the trap control are also enabled.
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                  The controller
                     		  uses only SNMPv2 for SNMP trap transmission. 
                     		
                  

                  
                  	 
                  

               
            

         

         
         
         
            
               SNMP Trap Controls and their
                     		respective Traps
               
                  
                     	
                        				
                        Tab Name
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Trap Control
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Trap
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
               
                  
                     	
                        				
                        General
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Link (Port) Up/Down
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        linkUp, linkDown
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Spanning Tree
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        newRoot, topologyChange,
                           				  stpInstanceNewRootTrap, stpInstanceTopologyChangeTrap
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Config Save
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11EssCreated,
                           				  bsnDot11EssDeleted, bsnConfigSaved, ciscoLwappScheduledResetNotif,
                           				  ciscoLwappClearResetNotif, ciscoLwappResetFailedNotif,
                           				  ciscoLwappSysInvalidXmlConfig
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        AP
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        AP Register
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPDisassociated,
                           				  bsnAPAssociated
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Ap Interface Up/Down
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPIfUp, bsnAPIfDown
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Client Traps
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        802.11 Association
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationAssociate
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        802.11 Disassociation
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationDisassociate
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        802.11 Deauthentication
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationDeauthenticate
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        802.11 Failed Authentication
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationAuthenticateFail
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        802.11 Failed Association
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationAssociateFail
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Exclusion
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnDot11StationBlacklisted
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        NAC Alert
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        cldcClientWlanProfileName, cldcClientIPAddress,
                           				  cldcApMacAddress, cldcClientQuarantineVLAN, cldcClientAccessVLAN
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Security Traps
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        User Authentication
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnTooManyUnsuccessLoginAttempts, cLWAGuestUserLoggedIn,
                           				  cLWAGuestUserLoggedOut
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        RADIUS Servers Not Responding
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnRADIUSServerNotResponding,
                           				  ciscoLwappAAARadiusReqTimedOut
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        WEP Decrypt Error
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnWepKeyDecryptError
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Rogue AP
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAdhocRogueAutoContained,
                           				  bsnRogueApAutoContained, bsnTrustedApHasInvalidEncryption,
                           				  bsnMaxRogueCountExceeded, bsnMaxRogueCountClear, bsnApMaxRogueCountExceeded,
                           				  bsnApMaxRogueCountClear, bsnTrustedApHasInvalidRadioPolicy,
                           				  bsnTrustedApHasInvalidSsid, bsnTrustedApIsMissing
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        SNMP Authentication
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        agentSnmpAuthenticationTrapFlag
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Multiple Users
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        multipleUsersTrap
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Auto RF Profile Traps
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Load Profile
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPLoadProfileFailed
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Noise Profile
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPNoiseProfileFailed
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Interference Profile
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPInterferenceProfileFailed
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Coverage Profile
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPCoverageProfileFailed
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Auto RF Update Traps
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Channel Update
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPCurrentChannelChanged
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Tx Power Update
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        bsnAPCurrentTxPowerChanged
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Mesh Traps
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        Child Excluded Parent
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshChildExcludedParent
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Parent Change
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshParentChange
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Authfailure Mesh
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshAuthorizationFailure
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Child Moved
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshChildMoved
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Excessive Parent Change
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshExcessiveParentChange
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Excessive Children
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshExcessiveChildren
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Poor SNR
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshAbateSNR,
                           				  ciscoLwappMeshOnsetSNR
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Console Login
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshConsoleLogin
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Excessive Association
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshExcessiveAssociation
                           				
                        

                        
                        			 
                     
                     
                  

                  
                  
                     	
                        				
                        Default Bridge Group Name
                           				
                        

                        
                        			 
                     
                     
                     	
                        				
                        ciscoLwappMeshDefaultBridgeGroupName
                           				
                        

                        
                        			 
                     
                     
                  

                  
               
               
            

            
         

         
         The following are
            		the trap description for the traps mentioned in the 
            		SNMP Trap Controls
               		  and their respective Traps table: 
            	 
         

         
         
            	 
            
               	General Traps
                  		  
                  
                     	SNMP Authentication—The
                        				SNMPv2 entity has received a protocol message that is not properly
                        				authenticated.
                        				
                        
                           
                              	[image: ../images/note.gif]
Note
                              	


When a
                                 				  user who is configured in SNMP V3 mode tries to access the controller with an
                                 				  incorrect password, the authentication fails and a failure message is
                                 				  displayed. However, no trap logs are generated for the authentication failure.
                                 				
                                 

                              
                           

                        

                        
                        			 
                     

                     
                     	Link (Port) Up/Down—Link
                        				changes status from up or down.
                        			 
                     

                     
                     	Link (Port) Up/Down—Link
                        				changes status from up or down.
                        			 
                     

                     
                     	Multiple Users—Two users
                        				log on with the same ID.
                        			 
                     

                     
                     	Rogue AP—Whenever a rogue
                        				access point is detected, this trap is sent with its MAC address; when a rogue
                        				access point that was detected earlier no longer exists, this trap is sent.
                        			 
                     

                     
                     	Config Save—Notification
                        				sent when the controller configuration is modified.
                        			 
                     

                     
                  

                  
                  		
               

               
               	Cisco AP Traps
                  		  
                  
                     	AP Register—Notification
                        				sent when an access point associates or disassociates with the controller.
                        			 
                     

                     
                     	AP Interface
                        				Up/Down—Notification sent when an access point interface (802.11X) status goes
                        				up or down.
                        			 
                     

                     
                  

                  
                  		
               

               
               	Client Related Traps
                  		  
                  
                     	802.11
                        				Association—Associate notification that is sent when the client sends an
                        				association frame.
                        			 
                     

                     
                     	802.11
                        				Disassociation—Disassociate notification that is sent when the client sends a
                        				disassociation frame.
                        			 
                     

                     
                     	802.11
                        				Deauthentication—Deauthenticate notification that is sent when the client sends
                        				a deauthentication frame. 
                        			 
                     

                     
                     	802.11 Failed
                        				Authentication—Authenticate failure notification that is sent when the client
                        				sends an authentication frame with a status code other than successful.
                        			 
                     

                     
                     	802.11 Failed
                        				Association—Associate failure notification that is sent when the client sends
                        				an association frame with a status code other than successful.
                        			 
                     

                     
                     	Exclusion—Associate failure
                        				notification that is sent when a client is Exclusion Listed (blacklisted).
                        			 
                     

                     
                     	
                        				Authentication—Authentication notification that is sent when a
                        				  client is successfully authenticated.
                        				
                        
                        			 
                     

                     
                     	
                        				Max Clients
                        				  Limit Reached—Notification that is sent when the maximum number of clients,
                        				  defined in the Threshold field, have associated with the controller.
                        				
                        
                        			 
                     

                     
                     	
                        				NAC
                        				  Alert—Alert that is sent when a client joins an SNMP NAC-enabled WLAN.
                        				
                        
                        				This
                        				  notification is generated when a client on NAC-enabled SSIDs complete Layer2
                        				  authentication to inform about the client's presence to the NAC appliance.
                        				  cldcClientWlanProfileName represents the profile name of the WLAN that the
                        				  802.11 wireless client is connected to. cldcClientIPAddress represents the
                        				  unique IP address of the client. cldcApMacAddress represents the MAC address of
                        				  the AP to which the client is associated. cldcClientQuarantineVLAN represents
                        				  the quarantine VLAN for the client. cldcClientAccessVLAN represents the access
                        				  VLAN for the client.
                        				
                        
                        			 
                     

                     
                     	
                        				Association
                        				  with Stats—Associate notification that is sent with data statistics when a
                        				  client associates with the controller or roams. The data statistics include
                        				  transmitted and received bytes and packets.
                        				
                        
                        			 
                     

                     
                     	
                        				Disassociation with Stats—Disassociate notification that is sent
                        				  with data statistics when a client disassociates from the controller. The data
                        				  statistics include transmitted and received bytes and packets, SSID, and
                        				  session ID.
                        				
                        
                        				
                        			 
                     

                     
                  

                  
                  		
               

               
               	Security Traps
                  		  
                  
                     	User Auth Failure—This trap
                        				is to inform that a client RADIUS Authentication failure has occurred.
                        			 
                     

                     
                     	RADIUS Server No
                        				Response—This trap is to indicate that no RADIUS server(s) are responding to
                        				authentication requests sent by the RADIUS client.
                        			 
                     

                     
                     	WEP Decrypt
                        				Error—Notification sent when the controller detects a WEP decrypting error.
                        			 
                     

                     
                     	Rouge AP—Whenever a rogue
                        				access point is detected, this trap is sent with its MAC address; when a rogue
                        				access point that was detected earlier no longer exists, this trap is sent.
                        			 
                     

                     
                     	SNMP Authentication—The
                        				SNMPv2 entity has received a protocol message that is not properly
                        				authenticated.
                        				
                        
                           
                              	[image: ../images/note.gif]
Note
                              	


When a
                                 				  user who is configured in SNMP V3 mode tries to access the controller with an
                                 				  incorrect password, the authentication fails and a failure message is
                                 				  displayed. However, no trap logs are generated for the authentication failure.
                                 				
                                 

                              
                           

                        

                        
                        			 
                     

                     
                     	Multiple Users—Two users
                        				log on with the same ID.
                        			 
                     

                     
                  

                  
                  		
               

               
               	SNMP Authentication
                  		  
                  
                     	Load Profile—Notification
                        				sent when the Load Profile state changes between PASS and FAIL.
                        			 
                     

                     
                     	Noise Profile—Notification
                        				sent when the Noise Profile state changes between PASS and FAIL.
                        			 
                     

                     
                     	Interference
                        				Profile—Notification sent when the Interference Profile state changes between
                        				PASS and FAIL.
                        			 
                     

                     
                     	Coverage
                        				Profile—Notification sent when the Coverage Profile state changes between PASS
                        				and FAIL.
                        			 
                     

                     
                  

                  
                  		
               

               
               	Auto RF Profile Traps
                  		  
                  
                     	Load Profile—Notification
                        				sent when the Load Profile state changes between PASS and FAIL.
                        			 
                     

                     
                     	Noise Profile—Notification
                        				sent when the Noise Profile state changes between PASS and FAIL.
                        			 
                     

                     
                     	Interference
                        				Profile—Notification sent when the Interference Profile state changes between
                        				PASS and FAIL.
                        			 
                     

                     
                     	Coverage
                        				Profile—Notification sent when the Coverage Profile state changes between PASS
                        				and FAIL.
                        			 
                     

                     
                  

                  
                  		
               

               
               	Auto RF Update Traps
                  		  
                  
                     	Channel Update—Notification
                        				sent when the access point dynamic channel algorithm is updated.
                        			 
                     

                     
                     	Tx Power
                        				Update—Notification sent when the access point dynamic transmit power algorithm
                        				is updated.
                        			 
                     

                     
                  

                  
                  		
               

               
               	Mesh Traps
                  		  
                  
                     	Child Excluded
                        				Parent—Notification send when a defined number of failed association to the
                        				controller occurs through a parent mesh node.
                        			 
                     

                     
                     	Notification sent when a
                        				child mesh node exceeds the threshold limit of the number of discovery response
                        				timeouts. The child mesh node does not try to associate an excluded parent mesh
                        				node for the interval defined. The child mesh node remembers the excluded
                        				parent MAC address when it joins the network, it informs the controller.
                        			 
                     

                     
                     	Parent Change—Notification
                        				is sent by the agent when a child mesh node changes its parent. The child mesh
                        				node remembers its previous parent and it informs the controller about the
                        				change of its parent when it rejoins the network. 
                        			 
                     

                     
                     	Child Moved—Notification
                        				sent when a parent mesh node loses connection with its child mesh node. 
                        			 
                     

                     
                     	Excessive Parent
                        				Change—Notification sent when the child mesh node changes its parent
                        				frequently. Each mesh node keeps a count of the number of parent changes in a
                        				fixed time. If it exceeds the defined threshold then child mesh node informs
                        				the controller. 
                        			 
                     

                     
                     	Excessive
                        				Children—Notification sent when the child count exceeds for a RAP and MAP.
                        			 
                     

                     
                     	Poor SNR—Notification sent
                        				when the child mesh node detects a lower SNR on a backhaul link. For the other
                        				trap, a notification is sent to clear a notification when the child mesh node
                        				detects an SNR on a backhaul link that is higher then the object defined by
                        				'clMeshSNRThresholdAbate'.
                        			 
                     

                     
                     	Console Login—Notification
                        				is sent by the agent when login on MAP console is successful or failure after
                        				three attempts.
                        			 
                     

                     
                     	Default Bridge Group
                        				Name—Notification sent when MAP mesh node joins parent using 'default' bridge
                        				group name.
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                  The remaining traps do not
                     		  have trap controls. These traps are not generated too frequently and do not
                     		  require any trap control. Any other trap that is generated by the controller
                     		  cannot be turned off.
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                  In all of the above cases,
                     		  the controller functions solely as a forwarding device.
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To download the
                     		  MIBs, click 
                     		  here.
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      Document Conventions
      
   
   
   
      
      
      Document
         	 Conventions
      

      
         

         
          
            		
            This document uses
               		  the following conventions: 
               		
            

            
            		
            
            
               
                  
                     
                        	Convention 
                           				  
                        
                        
                        	Description 
                           				  
                        
                        
                     

                     
                  
                  
                  
                     
                        	^ or Ctrl 
                           				  
                        
                        
                        	 
                           					 
                           Both the 
                              						^
                              						symbol and Ctrl represent the Control (Ctrl) key on a keyboard. For example,
                              						the key combination 
                              						^D
                              						or 
                              						Ctrl-D means that you hold down the Control key while you
                              						press the D key. (Keys are indicated in capital letters but are not case
                              						sensitive.) 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 
                           					 bold
                           					 font 
                           				  
                        
                        
                        	 
                           					 
                           Commands
                              						and keywords and user-entered text appear in 
                              						bold
                              						font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 
                           					 Italic 
                              					  font 
                           				  
                        
                        
                        	 
                           					 
                           Document
                              						titles, new or emphasized terms, and arguments for which you supply values are
                              						in 
                              						italic font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	Courier font
                           				  
                        
                        
                        	 
                           					 
                           Terminal
                              						sessions and information the system displays appear in 
                              						courier font. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	Bold Courier font
                           				  
                        
                        
                        	 
                           					 Bold Courier
                           					 font indicates text that the user must enter. 
                           				  
                        
                        
                     

                     
                     
                        	[x] 
                           				  
                        
                        
                        	 
                           					 
                           Elements
                              						in square brackets are optional. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	... 
                           				  
                        
                        
                        	 
                           					 
                           An
                              						ellipsis (three consecutive nonbolded periods without spaces) after a syntax
                              						element indicates that the element can be repeated. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	 | 
                           				  
                        
                        
                        	 
                           					 
                           A vertical
                              						line, called a pipe, indicates a choice within a set of keywords or arguments. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[x | y] 
                           				  
                        
                        
                        	 
                           					 
                           Optional
                              						alternative keywords are grouped in brackets and separated by vertical bars. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	{x | y} 
                           				  
                        
                        
                        	 
                           					 
                           Required
                              						alternative keywords are grouped in braces and separated by vertical bars. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[x {y | z}] 
                           				  
                        
                        
                        	 
                           					 
                           Nested set
                              						of square brackets or braces indicate optional or required choices within
                              						optional or required elements. Braces and a vertical bar within square brackets
                              						indicate a required choice within an optional element. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	string 
                           				  
                        
                        
                        	 
                           					 
                           A
                              						nonquoted set of characters. Do not use quotation marks around the string or
                              						the string will include the quotation marks. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	< > 
                           				  
                        
                        
                        	 
                           					 
                           Nonprinting characters such as passwords are in angle brackets. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	[ ] 
                           				  
                        
                        
                        	 
                           					 
                           Default
                              						responses to system prompts are in square brackets. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                     
                        	!, # 
                           				  
                        
                        
                        	 
                           					 
                           An
                              						exclamation point (!) or a pound sign (#) at the beginning of a line of code
                              						indicates a comment line. 
                              					 
                           

                           
                           				  
                        
                        
                     

                     
                  
                  
               

               
            

            
            	 
         

         
         
            Reader Alert
               		  Conventions
            
 
            		 
            		
            This document may
               		  use the following conventions for reader alerts: 
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Note
                  	


 
                     		  
                     Means 
                        			 reader take
                           				note. Notes contain helpful suggestions or references to material not
                        			 covered in the manual. 
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Tip
                  	


 
                     		  
                     Means 
                        			 the following
                           				information will help you solve a problem. 
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Caution
                  	


 
                     		  
                     Means 
                        			 reader be
                           				careful. In this situation, you might do something that could result in
                        			 equipment damage or loss of data. 
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Timesaver
                  	


 
                     		  
                     Means 
                        			 the described
                           				action saves time. You can save time by performing the action described in
                        			 the paragraph. 
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Warning
                  	


 
                     		  
                     IMPORTANT SAFETY INSTRUCTIONS
                        		  
                     

                     
                     		  
                      This warning symbol means danger. You are in a situation that could
                        			 cause bodily injury. Before you work on any equipment, be aware of the hazards
                        			 involved with electrical circuitry and be familiar with standard practices for
                        			 preventing accidents. Use the statement number provided at the end of each
                        			 warning to locate its translation in the translated safety warnings that
                        			 accompanied this device. Statement 1071
                        		  
                     

                     
                     		  
                     SAVE THESE INSTRUCTIONS 
                        		  
                     

                     
                     		
                     

                  
               

            

            
            	 
         

         
      

      
      
      
         
      

      
      
      
   
   

   
   
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      

      
      DHCP Server Port-Based Address Allocation
      
   
   
   
      
      
      DHCP Server Port-Based Address Allocation

      
         DHCP server port-based address allocation is a feature that enables DHCP to maintain the same IP address on an Ethernet switch
            port regardless of the attached device client identifier or client hardware address.
         

         
         When Ethernet switches are deployed in the network, they offer connectivity to the directly connected devices. In some environments,
            such as on a factory floor, if a device fails, the replacement device must be working immediately in the existing network.
            With the current DHCP implementation, there is no guarantee that DHCP would offer the same IP address to the replacement device.
            Control, monitoring, and other software expect a stable IP address associated with each device. If a device is replaced, the
            address assignment should remain stable even though the DHCP client has changed.
         

         
         When configured, the DHCP server port-based address allocation feature ensures that the same IP address is always offered
            to the same connected port even as the client identifier or client hardware address changes in the DHCP messages received
            on that port. The DHCP protocol recognizes DHCP clients by the client identifier option in the DHCP packet. Clients that do
            not include the client identifier option are identified by the client hardware address. When you configure this feature, the
            port name of the interface overrides the client identifier or hardware address and the actual point of connection, the switch
            port, becomes the client identifier.
         

         
         In all cases, by connecting the Ethernet cable to the same port, the same IP address is allocated through DHCP to the attached
            device.
         

         
      

      
      Related References

         
         Restrictions on Configuring DHCP Snooping and Option 82
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