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Audience

CHAPTER 1

Preface

This document explains how to install Cisco Security Management Suite (Security Manager) in ahigh
availability (HA) or disaster recovery (DR) environment. The Security Manager HA/DR solution is based on
Veritas Storage Foundation and High Availability solutions.

For the stepsto install Security Manager in aVMware based high availability (HA) or disaster recovery (DR)
environment, see High Availability and Disaster Recovery in Virtual Machines, on page 61.

 Audience, on page 1
« Conventions, on page 2
* Related Documentation, on page 3

The primary audience for this guide is system administrators who are responsible for installing and managing
the HA/DR solutions. This guide assumes that you are familiar with the topicsin the Table.

Table 1: Topics in this Guide

Configuration Topics

Local Redundancy * Cisco Security Management Suite

» Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft
Windows Server 2012, Standard and Datacenter Edition, or Microsoft Windows
Server 2012 R2, Standard and Datacenter Edition or Microsoft Windows Sever
2016, Standard and Datacenter Edition

* Veritas Storage Foundation HA for Windows6.0.1, 6.0.2, 6.1, Veritas InfoScale
7.0, Veritas InfoScale 7.2, or Veritas InfoScale 7.4.

High Availability Installation Guide for Cisco Security Manager 4.24 .
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Configuration Topics
Geographic * Cisco Security Management Suite
Redundancy

* Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft
Windows Server 2012, Standard and Datacenter Edition, or Microsoft Windows
Server 2012 R2, Standard and Datacenter Edition or Microsoft Windows Sever
2016, Standard and Datacenter Edition

* Veritas Storage Foundation HA for Windows6.0.1, 6.0.2, 6.1, Veritas InfoScale
7.0, Veritas InfoScale 7.2, or Veritas InfoScale 7.4.

* Veritas Volume Replicator Option

Geographic » Cisco Security Management Suite
Redundancy without

Clustering » Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft

Windows Server 2012, Standard and Datacenter Edition, or Microsoft Windows
Server 2012 R2, Standard and Datacenter Edition or Microsoft Windows Sever
2016, Standard and Datacenter Edition

* Veritas Storage Foundation HA for Windows6.0.1, 6.0.2, 6.1, VeritasInfoScale
7.0, Veritas InfoScale 7.2, or Veritas Infoscale 7.4.

« Veritas Volume Replicator Option

Because the Security Manager HA/DR solution utilizes Veritas Storage Foundation and High Availability
Solutions for Windows, we highly recommend the following courses for alocal redundancy solution:

* Veritas Storage Foundation for Windows

* Veritas Cluster Server for Windows

For a geographically redundant solution, the following additional courses are highly recommended:
« Veritas Volume Replicator for Windows

* Disaster Recovery Using Veritas Volume Replicator and Global Cluster Option for Windows

Conventions

This document uses the following conventions:

Item Convention

Commands, keywords, specia terminology, and options that should be | boldface font
selected during procedures

Variables for which you supply values and new or important terminology | italic font

Displayed session and system information, paths and file names screen
font
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Item Convention

Information you enter boldface screen font
Variables you enter italic screen font

Menu items and button names boldface font

Indicates menu itemsto select, in the order you select them. Option > Network Preferences

2

Tip Identifiesinformation to help you get the most benefit from your product.

)

Note Meansreader take note. Notesidentify important information that you should reflect upon before continuing,
contain helpful suggestions, or provide references to materials not contained in the document.

A

Caution Meansreader be careful . In this situation, you might do something that could result in equipment damage,
loss of data, or apotential breach in your network security.

A

Warning | dentifiesinformation that you must heed to prevent damaging your self, the state of software, or
equipment. War ningsidentify definite security breachesthat will result if the information presented
isnot followed carefully.

Related Documentation

Refer to the following Cisco publications for additional information. These documents are available at
http://www.ci sco.com/c/en/us/support/security/security-manager/tsd-products-support-series-home.html.

« Installation Guide for Cisco Security Manager 4.24
 User Guide for Cisco Security Manager 4.24
* Release Notes for Cisco Security Manager 4.24

Refer to the following publications for additional information concerning Veritas Storage Foundation:

« Veritas Storage Foundation™ and High Availability Solutions Getting Started Guide

» Veritas Storage Foundation™ and High Availability Solutions Release Notes

« Veritas Storage Foundation™ and High Availability Solutions Installation and Upgrade Guide
« Veritas Storage Foundation™ Administrator’s Guide

* Veritas" Cluster Server Release Notes

High Availability Installation Guide for Cisco Security Manager 4.24 .
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» Veritas™ Cluster Server Installation and Upgrade Guide
» Veritas™ Cluster Server Bundled Agents Reference Guide
» Veritas™ Cluster Server Administrator’s Guide

« Veritas™ Volume Replicator Administrator’s Guide

» Veritas™ Volume Replicator Advisor User’s Guide

« Hardware Compatibility List (HCL) for Veritas Storage Foundation™ and High Availability Solutions
for Windows

« Software Compatibility List (SCL) for Veritas Storage Foundation™ and High Availability Solutions for
Windows

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you're looking for with the technologies that matter, visit Cisco Services.
« To submit a service request, visit Cisco Support.

« To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

« To obtain general networking, training, and certification titles, visit Cisco Press.

« To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is aweb-based tool that acts as a gateway to the Cisco bug tracking system
that maintains acomprehensivelist of defectsand vulnerabilitiesin Cisco products and software. BST provides
you with detailed defect information about your products and software.

. High Availability Installation Guide for Cisco Security Manager 4.24
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CHAPTER 2

Overview

This document explains how to install Cisco Security Management Suite (Security Manager) in ahigh
availability (HA) or disaster recovery (DR) environment. The Security Manager HA/DR solution is based on
Veritas Storage Foundation and High Availability solutions. The Security Manager HA/DR solutions described
in this guide support the following applications:

 Security Manager 4.24
 Auto Update Server (AUS) 4.24

Note

\}

Since devices contact the AUS server directly using the AUS server IP address, it is hecessary for the device
to support defining up to two AUS servers for a DR configuration, where the AUS server at each site has a
different I P address. Defining more than one AUS server | P addressis supported only by the ASA 5500 Series
beginning with release 7.2.1.

The HA solution supports both local redundancy (HA) and geographic redundancy (DR) configurations.

Note

\}

Cross-launching the Cisco Prime Security Manager (PRSM) application is supported in both HA and DR
configurations; however, seamless, direct accessto PRSM from Security Manager using the “single sign-on”
(SSO) feature is only supported in HA mode.

Note

From version 4.21 onwards, Cisco Security Manager terminates whole support, including support for any bug
fixes or enhancements, for all Aggregation Service Routers, Integrated Service Routers, Embedded Service
Routers, and any device operating on Cisco 10S software, including the following devices:

* Cisco Catalyst 6500 and 7600 Series Firewall Services Modules ( EOL8184 )

* Cisco Catalyst 6500 Series Intrusion Detection System Services Module 2 ( EOL8843)

« Cisco Intrusion Prevention System: |PS 4200, 4300, and 4500 Series Sensors ( EOL9916 )
» Cisco SR 500 Series Secure Routers ( EOL7687 , EOL7657 )

« PIX Firewalls ( EOL )

High Availability Installation Guide for Cisco Security Manager 4.24 .
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. Local Redundancy (HA) Process Overview

This chapter covers the following sections:

* Local Redundancy (HA) Process Overview, on page 6
* Geographic Redundancy (DR) Process Overview, on page 7
« Veritas Products, on page 9

Local Redundancy (HA) Process Overview

\}

Theloca redundancy configuration provides an automatic failover solution in the event of software or hardware
failures without the need to reconfigure | P addresses or DNS entries on your switched/routed network.

Thefigureillustrates the local redundancy HA configuration.

Note

The serversin thefigure optionally contain mirrored internal boot disks. We recommend that they be the same
make, model, and storage capacity. We recommend afault-tolerant switched/routed network for communicating
with the HA servers.

Figure 1: Local Redundancy HA Configuration
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Local Redundancy (HA) Configuration Steps

The following table lists the steps required to configure alocally redundant installation of Cisco Security

Manager.
Procedure
Command or Action Purpose
Step 1 Make physical connections. Making Ethernet Connections, on page 19
Step 2 Install Microsoft Windows Server and all necessary Installing Microsoft Windows Server, on page 20
drivers.
Step 3 Make storage connections. Connecting the Serversto External Storage, on page 20
Step 4 Install and configure the Veritas products and components. | Installing Veritas Products, on page 21
Step 5 Mirror the boot disk. Mirroring the Boot Disk (Optional), on page 21
Step 6 Setup required volumes on the shared array. Veritas Volume Manager Configuration Tasks, on page
22
Step 7 Install Cisco Security Manager on the shared volume on | Installing Security Manager, on page 24
the primary server.
Step 8 Install Cisco Security Manager on the spare (dummy) Installing Security Manager, on page 24
volume on the secondary server.
Step 9 Update permissions on secondary server. Updating Permissions on the Working Volume, on page
33
Step 10 Create and configure clusters. Veritas Cluster Server Tasks, on page 35

Geographic Redundancy (DR) Process Overview

The geographic redundancy configuration provides disaster recovery by replicating application data between
two sites. Failover between sites can be initiated manually or performed automatically.

The figure illustrates a geographic redundancy (DR) configuration.

\}

Note

The serversin the figure optionally contain mirrored internal boot disks. We recommend that they be the same

make, model, and storage capacity. We recommend afault-tolerant switched/routed network for communicating

with the servers.
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Figure 2: Geographic Redundancy (DR) Configuration
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Geographic Redundancy (DR) Configuration Steps

The following table lists the steps required to configure a geographically redundant installation of Cisco

Security Manager.

Procedure

Command or Action

Purpose

Step 1 Make physical connections. Making Ethernet Connections, on page 19

Step 2 Install Microsoft Windows Server and all necessary Installing Microsoft Windows Server, on page 20
drivers.

Step 3 M ake storage connections. Connecting the Serversto External Storage, on page 20

Step 4 Install and configurethe Veritas products and components. | Installing Veritas Products, on page 21

Step 5 Mirror the boot disk. Mirroring the Boot Disk (Optional), on page 21

Step 6 Setup required volumes on the shared array. Veritas Volume Manager Configuration Tasks, on page

22
Step 7 Install Cisco Security Manager on the shared volume on | Installing Security Manager, on page 24

the primary server.
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Command or Action Purpose
Step 8 Install Cisco Security Manager on the spare (dummy) Installing Security Manager, on page 24
volume on the secondary server.
Step 9 Configure replication. Veritas Volume Replicator Tasks, on page 30
Step 10 Update permissions on secondary server. Updating Permissions on the Working Volume, on page
33
Step 11 Create and configure clusters. Veritas Cluster Server Tasks, on page 35

Veritas Products

The Security Manager HA/DR solutions described in this document are based on Veritas products. This section
gives abrief summary of each specific Veritas application.

* Veritas Storage Foundation for Windows (V SFW)
V SFW provides volume management technology, quick recovery, and fault tolerant capabilities to
Windows enterprise computing environments. VSFW provides the foundation for VCS and VVR.

* Veritas Cluster Server (VCS)
VCSisaclustering solution for reducing application downtime. The Global Cluster Option (GCO) for
V CS supports managing multiple clusters (such as used in a DR configuration).

« Veritas Volume Replicator (VVR)
VVR provides afoundation for continuous data replication over 1P networks, enabling rapid and reliable
recovery of critical applications at remote recovery sites.

* Veritas Enterprise Administrator (VEA GUI) console
The VEA GUI console window provides agraphical way to view and manipulate all the storage objects
in your system.

* Cluster Manager (Java Console)

Cluster Manager (Java Console) offers complete administration capabilities for your cluster. Use the
different views in the Java Console to monitor clusters and VCS objects, including service groups,
systems, resources, and resource types:

¢ Cluster Monitor

Cluster Monitor displays general information about actual or simulated clusters. Use Cluster Monitor
to log on to and off of acluster, view summary information on various V CS objects, customize the
display, use VCS Simulator, and exit Cluster Manager.

* Cluster Explorer

Cluster Explorer isthe main window for cluster administration. From this window, you can view
the status of VVCS objects and perform various operations.

High Availability Installation Guide for Cisco Security Manager 4.24 .
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CHAPTER 3

System Requirements

Note

\}

There are numerous configurations possibl e using different hardware setups. Consult the respective Microsoft
and Veritas Hardware Compatibility Lists (HCLS).

Note

Although we make every attempt to ensure the availability of third-party hardware and software platforms
specified for Security Manager, we reserve theright to change or modify system requirements dueto third-party
vendor product availability or changes that are beyond our control.

This chapter describes reference configurationsfor installing Security Manager in an HA or DR environment.
This chapter contains the following sections:

» Hardware Requirements for a Single-Node Site, on page 11

» Hardware Requirements for a Dual-Node Site, on page 12

« Software Requirements for a Local Redundancy Configuration, on page 13

« Software Requirements for a Geographic Redundancy (DR) Configuration, on page 14
* Software Requirements for Replication without Clustering, on page 15

* Preinstallation Worksheets, on page 15

Hardware Requirements for a Single-Node Site

Toinstall Security Manager in asingle-node HA environment, you can configure afault-tol erant storage array
or use internal disks.

The following are the server hardware specifications for a single-node site:

« Server which meets the basic processor and RAM requirements as described in the Installation Guide
for Cisco Security Manager 4.24

* Minimum of one Ethernet interface (two recommended)

* Minimum of two physical drives (six recommended)

The Figure 3: Ethernet Connection for a Single-Node Site shows using two Ethernet connections from the
server to the switch/router network for redundancy. If an Ethernet port or switch fails, communication to the

High Availability Installation Guide for Cisco Security Manager 4.24 .
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server is maintained. If thislevel of network redundancy is not required, you can use a single connection to
the switch/router network (that is, Eth 2 and its associated Ethernet switch are optional).

Figure 3: Ethernet Connection for a Single-Node Site
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Hardware Requirements for a Dual-Node Site

To install Security Manager in a dual-node HA environment, you need two servers that can access a shared
storage array.

The following are the server hardware specifications for a dual-node site:

* Serversthat meets the basic processor and RAM requirements, as described in the Installation Guide for
Cisco Security Manager 4.24

» Minimum of two Ethernet interfaces (four recommended)
e Minimum of oneinternal physical drive (two recommended)

* Minimum of one external drive (two recommended; four recommended if using replication)

Figure 4: Ethernet and Storage Connections for a Dual-Node Site depicts the configuration of a dual-node
site showing the Ethernet and external storage connections. Two Ethernet connections are used from the server
to the switch/router network for redundancy. If an Ethernet port or switch fails, communications to the server
ismaintained. If thislevel of network redundancy is not required, you can use a single connection to the
switch/router network (that is, Eth 4 and its associated Ethernet switch are optional). Two direct Ethernet
connections are made between the servers for cluster heartbeat communications, although second heartbeat
connection (Eth 3) is optional.
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Figure 4: Ethernet and Storage Connections for a Dual-Node Site
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Software Requirements for a Local Redundancy Configuration

The following softwareis required to install Security Manager in alocal redundancy HA configuration:
« Cisco Security Management Suite 4.24
* Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft Windows Server 2016,

Standard and Datacenter Edition, Microsoft Windows Server 2012, Standard and Datacenter Edition, or
Microsoft Windows Server 2012 R2, Standard and Datacenter Edition

Note Starting from version 4.24, Cisco Security Manager supports Microsoft Windows Server 2019

Note Starting from version 4.13, Cisco Security Manager supports Microsoft Windows Server 2016

High Availability Installation Guide for Cisco Security Manager 4.24 .
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\)

* Veritas Storage Foundation HA for Windows versions6.0.1/6.0.2/ 6.1/Veritas InfoScale 7.0/ 7.2/ 7.4.

Note

\}

Veritas Infoscale 7.0 does not support Windows Sever 2016. However Veritas Infoscale 7.2 / 7.4 supports
Windows Server 2016.

» Dynamic Multipathing Option

A Security Manager license is only required for the active server in aHA/DR configuration. Additional
licenses for standby servers are not required.

Veritas Storage Foundation HA for Windows is licensed on a per-node basis. In the same local redundancy
configuration example, each server needs to have its own license for running Veritas Storage Foundation HA
for Windows.

The Veritas Dynamic Multipathing Option is required only if you plan to use external storage with more than
one host bus adapter in a server, which provides multiple paths between the server and storage.

Note

Beginning with version 4.20, Cisco Security Manager supports Veritas Infoscale 7.4.

Software Requirements for a Geographic Redundancy (DR)
Configuration

Thefollowing softwareisrequired toinstall Security Manager in ageographic redundancy (DR) configuration:
* Cisco Security Management Suite 4.24

» Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft Windows Server 2012,
Standard and Datacenter Edition, or Microsoft Windows Server 2012 R2, Standard and Datacenter Edition
or Microsoft Windows Server 2016, Standard and Datacenter Edition

* Veritas Storage Foundation HA/DR for Windows 6.0.1/ 6.0.2 / 6.1/Veritas InfoScale 7.0/ 7.2/ 7.4

* Veritas Volume Replicator Option

* Veritas Dynamic Multipathing Option
Security Manager is licensed per active server in an HA/DR configuration. For example, in a geographic
redundancy configuration with a single-node cluster at site A and asingle-node cluster at Site B, you only

need to purchase one copy of Security Manager, since Security Manager is only active on one server at any
giventime.

Veritas Storage Foundation HA for Windowsislicensed on aper-node basis. In the same geographi ¢ redundancy
configuration examplewith two servers (one per cluster), each server needsto haveitsown licensefor running
Veritas Storage Foundation HA for Windows.

The Veritas Volume Replicator Option is licensed on a per-node basis.

The Veritas Dynamic Multipathing Option isrequired only if you plan to use external storage with more than
one host bus adapter in a server, which provides multiple paths between the server and storage.
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Software Requirements for Replication without Clustering

Thefollowing softwareisrequired toinstall Security Manager in ageographic redundancy (DR) configuration
without clustering:

* Cisco Security Management Suite 4.24

» Microsoft Windows Server 2019, Standard and Datacenter Edition, Microsoft Windows Server 2012,
Standard and Datacenter Edition, or Microsoft Windows Server 2012 R2, Standard and Datacenter Edition
or Microsoft Windows Server 2016, Standard and Datacenter Edition

« Veritas Storage Foundation Basic for Windows 6.0.1/ 6.0.2/ 6.1/Veritas InfoScale 7.0/ 7.2/ 7.4

* Veritas Volume Replicator Option

* Veritas Dynamic Multipathing Option
Security Manager is licensed for each active server in aHA/DR configuration. For example, in a geographic
redundancy configuration with replication running between aprimary server and asecondary server, you need

to purchase only one copy of Security Manager, because Security Manager is active on only one server at any
given time.

Veritas Storage Foundation for Windowsis licensed on a per-node basis. In the same geographic redundancy
configuration example with two servers, each server must have its own license for running Veritas Storage
Foundation for Windows.

Veritas Storage Foundation Basic for Windows versions 6.0.1/ 6.0.2/ 6.1/ Veritas InfoScale 7.0/ 7.2/ 7.4
work with up to four volumes and are available for free download.

The Veritas Volume Replicator Option is licensed on a per-node basis.

The Veritas Dynamic Multipathing Option is required only if you plan on using external storage with more
than one host bus adapter in a server, which provides multiple paths between the server and storage.

Preinstallation Worksheets

Use the preinstallation worksheet to plan your installation and to gather the information you will need during
configuration. This section contains the following topics:

« Local Redundancy Configuration Worksheet, on page 15
* Geographic Redundancy (DR) Configuration Worksheet, on page 17

Local Redundancy Configuration Worksheet

Before you install Security Manager in alocal redundancy HA configuration, write down the information
outlined in the table to assist you in completing the install ation.
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Table 2: Preinstallation Worksheet for a Local Redundancy Configuration

Information Primary Site
Shared Disk Group Name datadg
Shared Volume Name CSCopX
Drive Letter for Security Manager Data

Shared Disk Group Name for Event Data® datadg_evt
Shared Volume Name for Event Data? CScopx_evt

Drive Letter for Security Manager Event Data’

Cluster Name CSManager_Primary
Cluster ID o*
Security Manager Virtual 1P Address/Subnet mask
Cluster Service Virtual |P Address/Subnet mask>
Primary Secondary
Server Server

Hostname

Public Network Interface #1 and |P Address/Subnet Mask

Public Network Interface #2° and | P Address/Subnet Mask

Private Cluster Interconnect #1

Private Cluster |nterconnect #2

o g~ W NP

7

71 Optional: Use these fields if you want your event data stored separately.

2. Must be an integer between 0 and 255 and unique for clusters in the same subnet.
3. Thisisthe same value as the Security Manager Virtual |P Address/Subnet Mask.

4. Required if asecond NIC will be used to access the public network for redundancy.

. High Availability Installation Guide for Cisco Security Manager 4.24

Optional: Use these fields if you want your event data stored separately.

Optional: Use these fields if you want your event data stored separately.

Optional: Use these fields if you want your event data stored separately.

Must be an integer between 0 and 255 and unique for clusters in the same subnet.
Thisisthe same value as the Security Manager Virtual 1P Address/Subnet mask.
Required if asecond NIC will be used to access the public network for redundancy.
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Geographic Redundancy (DR) Configuration Worksheet .

If you areinstalling Security Manager in a geographic redundancy (DR) configuration, write down the
information outlined in the table to assist you in completing the installation.

Table 3: Preinstallation Worksheet for a Geographic Redundancy (DR) Configuration

Information Primary Site Secondary Site
Disk Group datadg datadg

Data Volume CSCopX CSCopX

Drive Letter for Security Manager

Disk Group for Event Data® datadg_evt datadg_evt
Data Volume for Event Data CSCopx_evt CScopx_evt
Drive Letter for Event Data

Storage Replicator Log Volume data sl data_srl
Replicated Data Set CSM_RDS

Replicated Volume Group CSM_RVG

Cluster Name CSManager_Primary CSManager_Secondary

Cluster ID 02 110

Security Manager Virtual 1P Address/Subnet Mask

Replication Virtual |P Address/Subnet Mask

Cluster Service Virtual |P Address/Subnet Mask™t 12
Primary Secondary Server | Primary Secondary Server
Server Server

Hostname

Public Network Interface#1 and | P Address/Subnet Mask

Public Network Interface #2 and | P Address/Subnet
Mask

Private Cluster Interconnect #114

Private Cluster Interconnect #21°

8 Optional: Use these fields if you want your event data stored separately.

9 Must be an integer between 0 and 255 and unique for clustersin the same subnet.
10" Must be an integer between 0 and 255 and unique for clusters in the same subnet.
1 Required only for clusters using two servers or multiple adapters to access the public network. For asingle server cluster with

only one network adapter to access the public network, the fixed | P address of this adapter can be used.
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12 Thisisthe same value as the Security Manager Virtual |P Address/Subnet mask.

13 Required if you are using a second NIC to access the public network for redundancy.
14 Required only for clusters using two servers.

15 Required only for clusters using two servers.

16

169 Optional: Use these fields if you want your event data stored separately.

2. Must be an integer between 0 and 255 and unique for clusters in the same subnet.

3. Reguired only for clusters using two servers or multiple adapters to access the public network. For asingle server cluster with only one network adapter
to access the public network, the fixed | P address of this adapter can be used.

4. Thisisthe same value as the Security Manager Virtual IP Address/Subnet Mask.
5. Reguired if asecond NIC will be used to access the public network for redundancy.

6. Required only for clusters using two servers.

. High Availability Installation Guide for Cisco Security Manager 4.24



CHAPTER 4

Installing the Cisco Security Management Suite
High Availability Solution

This chapter explains how to install Security Manager in an HA or DR deployment configuration. You should
perform these tasks in order, although some tasks are optional or might not apply depending on your specific
configuration.

This chapter contains the following topics:

» Making Ethernet Connections, on page 19

« Installing Microsoft Windows Server, on page 20

« Connecting the Servers to Externa Storage, on page 20

« Installing Veritas Products, on page 21

* Mirroring the Boot Disk (Optional), on page 21

* Veritas Volume Manager Configuration Tasks, on page 22
« Installing Security Manager, on page 24

* Veritas Volume Replicator Tasks, on page 30

* Updating Permissions on the Working Volume, on page 33
« Veritas Cluster Server Tasks, on page 35

Making Ethernet Connections

To make the Ethernet connections required by your HA or DR configuration, follow these steps:

Step 1 Make the Ethernet connections between the servers and switches according to Figure 3: Ethernet Connection for a
Single-Node Site or Figure 4: Ethernet and Storage Connections for a Dual-Node Site, depending on your cluster
configuration.
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. Installing Microsoft Windows Server

Note

Use of a second Ethernet connection to the router/switch network for each server is optional, but it adds an
extralevel of redundancy in the event of aNIC or local Ethernet switch failure. Veritas Cluster Server (VCS)
includesthe IPMultiNicPlus agent. This agent allows setting up multiple NIC cards on aserver which provides
redundant access for the server to the router/switch network. If aNIC card fails, a cable is removed, or some
other failure occurs, VCS can detect the failure and reassign the working virtual | P address to another working
NIC card on the server. See the Veritas Cluster Server Bundled Agents Reference Guide for details on the
IPMultiNicPlus agent. The examplesin this document only show the case of asingle NIC card for network
access. You can also used vendor specific NIC teaming (IEEE 802.3ad link aggregation) solutions as an
alternative.

Step 2 In the case of a dual-node cluster, make the Ethernet cluster communication connections between the servers according
to Figure 4: Ethernet and Storage Connections for a Dual-Node Site. When connecting directly between servers, you
might not have to use a crossover Ethernet cable, depending on whether the interfaces support automatic crossover
detection. Most newer Ethernet interfaces support this feature and allow using a straight-through cable when directly
connecting to another server.

Installing Microsoft Windows Server

\}

Install the supported Microsoft Windows operating system:
» Microsoft Windows Server 2019, Standard and Datacenter Edition

» Microsoft Windows Server 2012, Standard and Datacenter Edition
» Microsoft Windows Server 2012 R2, Standard and Datacenter Edition

* Microsoft Windows Server 2016, Standard and Datacenter Edition

We recommend that you use the same operating system on all servers.

Note

Veritas Storage Foundation HA for Windows version 6.0.1/6.0.2/ 6.1/ Veritas InfoScale 7.0/ 7.2/ 7.4
requires that you install the operating system in the same path on al systems. For example, if you install
Windows on C:\WINDOWS of one node, installations on al other nodes must be on C:\WINDOWS. Make
sure that the same drive letter is available on al nodes and that the system drive has adequate space for the
installation.

Connecting the Servers to External Storage

If you are using a dual-node cluster, shared external storageis required. You may use any storage hardware
in Hardware Compatibility List for Veritas Storage Foundation & High Availability Solutions for Windows.
Either interna or external storage can be used for asingle-node cluster.
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Installing Veritas Products

Install and configure the Veritas products and components. The products and components required vary
depending on whether asingle local cluster, dual geographic clusters, or replication without clustering
configuration isused. Some components are optional, such asthe GUI for Volume Manager (Veritas Enterprise
Administrator). See Table 4: Veritas Software Components.

Table 4: Veritas Software Components

Veritas Product/Component Single Local Cluster | Dual Geographic Replication without
Clusters Clustering
Storage Foundation for Windows — — Required
Veritas Storage Foundation HA for Required Required —
Windows version 6.0.1/6.0.2/6.1/
Veritas InfoScale 7.0/ 7.2/ 7.4
Volume Replicator Option Not Required Required Required
Global Cluster Option Not Required Required —
Dynamic Multipathing Option See Notel! See Note See Note
Veritas Enterprise Administrator (GUI)Q3 Required Required Required
Cluster Manager (GUI) 2 Optiona Optional —

o Required only if you are using external storage with multiple host bus adapters providing multiple paths
between the server and disk storage
18 Can beinstalled either on the server or a separate client machine.

Seethe applicable Veritas rel ease notes and instal lation guides for prerequisites and instructionsfor installing
the Veritas software.

N

Note

One important prerequisite is that you configure the servers as part of a Windows Server domain.

Mirroring the Boot Disk (Optional)

Mirroring the boot disk is optional; however, it provides an extralevel of protection for a given server. If the
boot disk fails, the machine can be recovered quickly by booting from the mirrored alternate boot disk.
Mirroring is accomplished by placing the boot disk in a dynamic disk group under Veritas Volume Manager
control and then adding amirror.

See the section called “ Set up a Dynamic Boot and System Volume” in the Veritas Storage Foundation HA
for Windows version 6.0.1/6.0.2/ 6.1/ Veritas InfoScale 7.0/ 7.2 / 7.4 administrator’s guide for details on
this procedure.
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Veritas Volume Manager Configuration Tasks

In this section, you configure the necessary disk group and volumes required for the Security Manager
application. The configuration varies depending on whether the server involved is the primary server or a
secondary server and whether or not replication isinvolved. You can perform Volume Manager tasks with
the VEA GUI or through the command line. For details on using VEA or the command line for these steps,
see the Veritas Storage Foundation HA for Windows version 6.0.1/ 6.0.2 / 6.1/ Veritas InfoScale 7.0/ 7.2/
7.4 administrator’s guide.

This section contains the following topics:
* Primary Server (without Replication), on page 22
* Primary Servers (with Replication), on page 23
* Secondary Servers and the Primary Server in a Secondary Cluster, on page 23

Primary Server (without Replication)

Step 1

Step 2

Use this procedure to configure the disk group and volumes required for Security Manager on the primary
server in asingle-cluster configuration where replication is not involved. In asingle-cluster configuration,
external shared storage is used, which is accessible to all serversin the cluster.

To configure the disk group and volumes, follow these steps:

Create adisk group with the following characteristics:
» Group Name: datadg
* Type: Dynamic (Cluster)

« Number of Disks: If using software RAID, include at least two disksin the group for mirroring; otherwise, asingle
logical disk (using hardware RAID) is sufficient. The disks used for this disk group must be accessible to all nodes
in the cluster.

Note The use of software RAID 5 is not recommended.
Create avolumein the datadg disk group with the following characteristics:
* Volume Name: cscopx

* Assigned Drive Letter: <Selected Drive L etter>

Note You can choose any available drive |etter; however, the drive letter must be the same on all systems.

* File Type: NTFS
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Primary Servers (with Replication)

Step 1

Step 2

Step 3

Use this procedure to configure the disk group and volumes required for Security Manager on the primary
serversin adual geographic configuration where replication is running between the two clusters. Perform
this procedure on the primary server in both the primary and secondary cluster. For each cluster you can use
either a single-node cluster or a cluster with multiple nodes using shared storage; however, this document
does not cover the case of amulti-node cluster in a dual geographic configuration.

To configure the disk group and volumes, follow these steps:

Create a disk group with the following characteristics:

» Group Name: datadg
* Type: Dynamic (Cluster) (when using VCS), Dynamic (Secondary) (when not using VCS)

» Number of Disks: If using software RAID, include at least two disksin the group for mirroring; otherwise, asingle
logical disk (which uses hardware RAID) is sufficient. If thisis a multi-node cluster, the disks used for this disk
group must be accessible to all nodesin the cluster.

Note The use of software RAID 5 is not recommended.

Create avolume in the datadg disk group with the following characteristics:
« Volume Name: cscopx
* Assigned Drive Letter: <Selected Drive L etter> (for the primary cluster), None (for the secondary cluster)
* File Type: NTFS (for the primary cluster), None (for the secondary cluster)

* Volume Logging: None

Create avolume in the datadg disk group for use as a storage replicator log (SRL) with the following characteristics:

« Volume Name: data_srl
* Assigned Drive Letter: None
* File Type: Unformatted

« Volume Logging: None

Note For information on choosing the proper size of the SRL, see the Volume Replicator administrator’s guide.

Secondary Servers and the Primary Server in a Secondary Cluster

Use this procedure to configure the disk group and volumes required for installing Security Manager on
secondary servers and on the primary server in asecondary cluster. You must install Security Manager on all
secondary servers, aswell asthe primary server in a secondary cluster. In these cases, you install Security
Manager on a spare volume, which is mounted temporarily before installation, then dismounted and not used
again until you want to uninstall Security Manager from the server or you want to upgrade Security Manager.
You must mount the temporary volume on the same drive letter as the one used for the primary server in the
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. Installing Security Manager

Step 1

Step 2

primary cluster and you must use the same installation path (for example, F:\Program Files\CSCOpx) during
theinstallation.

To configure the disk group and volumes, follow these steps:

If you are not creating the spare volume on an existing disk group, create adisk group with the following characteristics:
» Group Name: datadg_spare
* Type: Dynamic (Secondary)
* Size: 10GB (The volume only needs to be large enough to install Security Manager)
» Number of Disks: Sincethisdisk group isnot used to store application data, asingle, nonredundant disk is sufficient.

Create avolume in the disk group with the following characteristics:
* Volume Name: cscopx_spare

* Assigned Drive Letter: <Selected Drive L etter>

Note You must use the same drive letter that is used for the cscopx drive on the primary server.

* File Type: NTFS

Installing Security Manager

The Security Manager installer detects the presence of Veritas Storage Foundation HA for Windows version
6.0.1/6.0.2/6.1/ VeritasInfoScale 7.0/ 7.2/ 7.4 and asks you whether you want to install Security Manager
in an HA/DR configuration. If you select this option, the only additional information to specify beyond a
regular installation is the database password. In anon-HA/DR installation, the database password is
autogenerated. However, since the database password must be the same on all serversin the HA/DR
configuration, the installer prompts you to specify the password. You must use this same password on all
serversin the HA/DR configuration.

The HA/DR installation installs the Cisco Security Manager agent for VCS, so VCS recognizes a new
CSManager resource type and can control and monitor Security Manager.

The HA/DR installation also configures the Security Manager and related servicesin Windows for a Startup
Type of Manual instead of Automatic, because the Veritas cluster server instead controls the starting and
stopping of Security Manager on each server in the HA/DR configuration. Otherwise, the Security Manager
application would try to start on all serversin the HA/DR configuration after any server reboot, when Security
Manager should run only on one server at any time.

You must install Security Manager on each server in the HA/DR configuration. However, only the primary
instance of Security Manager is used and protected in the HA/DR configuration. Other installations are
performed to enable the primary instance to run on any of the secondary servers in the configuration.

This section contains the following topics:

« Installing Security Manager on the Primary Server, on page 25
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« Installing Security Manager on Secondary Servers, on page 27

Installing Security Manager on the Primary Server

Usethis procedureto install the primary instance of Security Manager that isused in production and is protected
by the HA/DR configuration.

To install Security Manager on the primary server, follow these steps:

Step 1 On the primary server in the cluster, open the Veritas Enterprise Administrator (VEA GUI) application and login.
Figure 236589
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Step 2 Right-click the datadg disk group and select Import Dynamic Disk Group.
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Step 3
Step 4
Step 5
Step 6

Step 7

Step 8
Step 9

Step 10

Make sure the Import as dynamic disk group option is selected, and then click OK.
Expand the Volumes folder under System.
Right-click the cscopx volume and choose File System > Change Drive L etter and Path.

Assign the desired drive letter to the cscopx volume and then click OK. Refer to the Local Redundancy Configuration
Worksheet, on page 15, or Geographic Redundancy (DR) Configuration Worksheet, on page 17, for drive assignment.

Install Security Manager according to the Security Manager Installation Guide, while noting the following HA specific
items.
a) When prompted whether to install Security Manager for HA, indicate yes by checking the box.

High Availability |

WERITAS Storage Foundation High Asvailability for Windows has
been detected on your server.

v install High Awailability for Cisco 5 ecurity Manager

¢ Back I Mewut » I Cancel

23R8

b) When prompted for the installation directory, specify: <Selected Drive Letter>:\Program Files\CSCOpx.
¢) When prompted to specify the database password, choose an appropriate password and remember it; you will use
this password for all Security Manager serversin the HA/DR configuration.

Note Near the end of the Security Manager installation, you might see amessage that you are using amultihomed
server and that you must update the gatekeeper.cfg file. You can ignore this message, because the agent
scripts used in the HA/DR configurations modify thisfile.

After Security Manager has been installed, reboot the server.

After the system reboots, open the VEA GUI and check to seeif the shared disk group is Imported. If the disk group
statusis Offline, repeat Step 2 through Step 6 to import the disk group and assign the same drive letter used during
installation.

Start Security Manager using the online.pl script. For more information, see Manually Starting, Stopping, or Failing
Over Security Manager, on page 55.

Note It is necessary to start Security Manager to complete configuration of the Windows registry entries needed
for Security Manager to correctly operate.

. High Availability Installation Guide for Cisco Security Manager 4.24



| Installing the Cisco Security Management Suite High Availability Solution

Step 11

Step 12

Installing Security Manager on Secondary Servers .

Allow 5 to 10 minutes for Security Manager to complete startup, then log in to the application’s web interface using
the following URL: http://<server hostname or | P address>:1741. Verify that you can successfully log in.

Tip Alternatively, you can use the pdshow command to verify that the Cisco Security Manager services are
running successfully.

Log out of the application’sweb interface, then stop Security Manager using the offline.pl script. For moreinformation,
see Manually Starting, Stopping, or Failing Over Security Manager, on page 55.

Installing Security Manager on Secondary Servers

Step 1

Step 2
Step 3

Usethisproceduretoinstall Security Manager on secondary servers. Installing Security Manager on secondary
serversissimilar to installing it on a primary server, with one important difference. You install Security
Manager onto a spare volume (cscopx_spare) associated with the specific secondary server, which is used
again only if you want to upgrade or uninstall Security Manager. This spare volume must be large enough to
hold the Security Manager application with an empty database (~2 GB). You can create the spare volume on
the datadg disk group if enough space is available or, preferably, on a separate disk group.

To install Security Manager on a secondary server, follow these steps:

On the secondary server, open the Veritas Enterprise Administrator (VEA GUI) application and log in.
Figure 236588
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Right-click the datadg_spare disk group and select Import Dynamic Disk Group.
Make sure the Import as dynamic disk group option is selected, and then click OK.

Figure 236583
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Step 4 Expand the Volumes folder under System.

Step 5 Right-click the cscopx_spare volume and choose File System > Change Drive L etter and Path.

Step 6 Assign the desired drive letter to the cscopx_spare volume and then click OK. Refer to the Local Redundancy
Configuration Worksheet, on page 15, or Geographic Redundancy (DR) Configuration Worksheet, on page 17, for
drive assignment.

Step 7 Install Security Manager according to the Security Manager Installation Guide, while noting the following HA-specific

items.
a) When prompted whether to install Security Manager for HA, indicate yes by checking the box.
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Step 8
Step 9

Step 10

Step 11

Step 12

Step 13

Installing Security Manager on Secondary Servers .

High Availability |

YERITAS Storage Foundation High Asvailability far Windows has
been detected on your server.

W iInztall High Asvailability for Cizco 5 ecurity Managet

¢ Back I MHext = I Cancel

23R581

b) When prompted for the installation directory, specify: <Selected Drive Letter>:\Program Files\CSCOpx.
¢) When prompted to specify the database password, choose the same password you chose for the primary server.
Note Near the end of the Security Manager installation, you might see amessage that you are using amultihomed

server and that you must update the gatekeeper.cfg file. You can ignore this message, because the online
script used in the HA/DR configurations modifies thisfile.

After Security Manager has been installed, reboot the server.

After the system reboots, open the VEA GUI and check to seeif the shared disk group is Imported. If the disk group
status is Offline, repeat Step 2 through Step 6 to import the disk group and assign the same drive letter used during
installation.

Start Security Manager using the online.pl script. For more information, see Manually Starting, Stopping, or Failing
Over Security Manager, on page 55.

Note It is necessary to start Security Manager to complete configuration of the Windows registry entries needed
for Security Manager to correctly operate.

Allow 5 to 10 minutes for Security Manager to complete startup, then log in to the application’s web interface using
the following URL: http://<server hostname or |1 P address>:1741. Verify that you can successfully log in.

Tip Alternatively, you can use the pdshow command to verify that the Cisco Security Manager services are
running successfully.

Log out of the application’sweb interface, then stop Security Manager using the offline.pl script. For moreinformation,
see Manually Starting, Stopping, or Failing Over Security Manager, on page 55.

After installation is complete, unassign the drive letter from the spare volume.
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Manually Starting Services in Secondary HA Server

If in Security Manager version 4.13, one or more services do not start up in secondary HA server in DR mode,
follow these steps:

Step 1 Run the following command to reset the casuser password:
<NM SROOT >\setup\suppor t\resetcasuser.exe
Example: C:\Progra~2\CSCOpx\setup\support\resetcasuser.exe

Step 2 Of the two options displayed, on screen, choose option 2 -Enter casuser password. You will be prompted to enter a
password for casuser and then to reenter the password for confirmation.

Step 3 If local security policy is configured, add the casuser account to the ‘Log on asa service' operation in the local security
policy.
Note The following five permissions are assigned and set, automatically, at the time of Security Manager

installation: Access this computer from network- casusers, Deny accessto this computer from network-casuser,
Deny logon locally-casuser, Log on as a batch job-casuser casusers, and Log on as a service- casuser.

Step 4 Run the following command to apply the casuser permission to NM SROOT:
C:\Windows\System32\cacls.exe " <NM SROOT>" /E /T /G Administrators.F casusers.F
Example: C:\Windows\System32\cacls.exe " C:\Progra~2\CSCOpx" /E /T /G Administrators.F casusers.F

Step 5 Run the following command to set the casuser to database services.
<NMSROOT >\bin\perl <NM SROOT >\bin\ChangeService2Casuser.pl casuser <casuser password>
Example: C:\Progra~2\CSCOpx\bin\perl C:\Progra~2\CSCOpx\bin\ChangeService2Casuser.pl casuser adminl123

Veritas Volume Replicator Tasks

Use this procedure to configure replication for adual geographic cluster configuration where replication is
running between the clusters.

To configure replication, follow these steps:

Step 1 Using VEA GUI, connect to the primary and secondary hosts.

Step 2 Make sure that the datadg disk group isimported on both the primary and secondary server.

Step 3 Choose View > Connection > Replication Network.

Step 4 Select Replication Network from the tree, select the Setup Replicated Data Set wizard from the toolbar, and then

specify the following on the first panel of the wizard:
* Replicated Data Set Name: CSM_RDS

* Replicated Volume Group name: CSM_RVG
* Select the primary host from the drop-down list.
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Step 5

Step 6

Step 7
Step 8
Step 9

Veritas Volume Replicator Tasks .

Setup Replicated Data Set Wizard [ %}
Enter names for Replicated Data Set and Replicated ¥olume Group *,\-*
L 1)
Select the desired Primary host from the list of connected hosts, . i
Replicated Data Set name ! |CSM_RDS

Replicated Yolume Group name : |CSM_R'VG

Primary Host :

v ‘feritas Enterprise Administrator(YEA) should be connected to the desired Primary host,

< Back Cancel | Help

Click Next, and on the Select Dynamic Disk Group and volumes to be replicated panel of the wizard, specify the
following:

« Dynamic Disk Group: datadg

236586

* Volumes: cscopx

Click Next. If data_srl isthe only other available volume, it will automatically be selected as the storage volume for
the replicator log. If more than one additional volume is available, the Storage Replicator Log panel appears. Specify
the following:

« Volume for the Replicator Log: data_srl

Click Next, review the summary information, and then click Create Primary RVG to create the RVG.
After successfully creating the Primary RVG, click Yes when prompted to add a secondary host to the RDS.

On the Specify Secondary host for replication panel, enter the name or 1P address of the secondary host in the Secondary
Host field.
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Setup Replicated Data Set Wizard [ x}
K
Specify Secondary host for replication K!f
g
Secondary stt;l J_

The ‘etitas Enterprise Administrator needs to be connected ko the specified Secondary host if not already
connected. The connection process will start when vou click Next, Please wait until it completes and then click Mext
again.

236587

HWI Cancel | Help |

Step 10 Click Next and on the edit replication settings panel specify the following:
Note For the primary and secondary side | P addresses you can specify the fixed 1P addresses of the NIC cards.

However, if you use Veritas Cluster Server, you must go back later and update the IP address to use virtual
I P addresses under VCS control. Do this from VEA by selecting the secondary RVG in the tree and then
choosing Actions > Change Replication Settings.

* Primary side IP: <IP address of the primary server>
* Secondary side IP: <IP address of the secondary server>
« Replication Mode: Synchronous Override

» Replicator Log Protection: <Choose from Off, Fail, DCM, AutoDCM (Default), Override>. See the Volume
Replicator administrator’s guide for descriptions of each choice.
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Step 11

Step 12

Updating Permissions on the Working Volume .
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Click Next to start replication with the default settings. Select Synchronize Automatically and make sure Start Replication
is checked.

Click Next to display the Summary page, and then click Finish.

Updating Permissions on the Working Volume

When Security Manager isinstalled, it creates a special local user (casuser) and group (casusers) for running
Security Manager. To run the protected instance of Security Manager on secondary servers, you must add the
local casusers group permissions to the cscopx volume.

This section contains the following topics:
« Updating Permissions when using Shared Storage, on page 33
« Updating Permissions when using Replication, on page 34

Updating Permissions when using Shared Storage

Step 1

Step 2
Step 3
Step 4

To add the local casusers group permissions for a secondary server when using shared storage, follow these
steps:

If it isrunning on the primary server, stop Security Manager using the offline.pl script. For more information, see
Manually Starting, Stopping, or Failing Over Security Manager, on page 55.

Deport the datadg disk group from the primary server.
Import the datadg diskgroup onto the secondary server.
Assign the primary volume (cscopx) to the selected drive letter using either the VEA GUI or the command line.
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Step 5 From Windows Explorer, right-click the <Selected Drive L etter >:\Program Files\CSCOpx folder and choose the
Sharing and Security menu item.

Step 6 The folder properties dialog box appears. Select the Security tab, and then click Add.

Step 7 In the Select Users or Groups dialog box, click L ocation, and then select the local server from the selection tree.

Step 8 Enter casusersin the enter object names text box, and then click Check Names. The text box should then display
<ServerName>\casusers . Click OK.

Step 9 Making sure casusersis selected, check the Full Control check box under Allow to grant the casusers group full control.

Step 10 Click Advanced.

Step 11 Under Advanced Settings, check the Replace per mission entries on all child objectswith entries shown here that

apply to child objects check box.
Step 12 Click Apply and wait for the permissions to propagate to all child objects under the CSCOpx directory.
Step 13 When propagation is complete, click OK.
Step 14 Click OK to close the CSCOpx Properties dialog box.

Step 15 Unassign the drive | etter from the cscopx volume.

Step 16 Deport the datadg disk group from the secondary server.

Step 17 Import the datadg diskgroup onto the primary server.

Step 18 Assign the primary volume (cscopx) to the selected drive letter using either the VEA GUI or the command line.

Updating Permissions when using Replication

To add thelocal casusers group permissions for asecondary server when using replication, follow these steps:

Step 1 If it is running on the primary server, stop Security Manager using the offline.pl script. For more information, see
Manually Starting, Stopping, or Failing Over Security Manager, on page 55.

Step 2 Unassign the drive |etter from the cscopx volume.

Step 3 Migrate the replication primary to the secondary.

Step 4 Assign the selected drive letter to the cscopx volume on the secondary server.

Step 5 From Windows Explorer, right-click the <Selected Drive L etter >:\Program Files\CSCOpx folder and choose the
Sharing and Security menu item.

Step 6 The folder properties dialog box appears. Select the Security tab and click Add.

Step 7 Inthe Select Usersor Groups dialog box click L ocation, and select the local server from the selection tree.

Step 8 Enter casusersin the enter object names text box, and then click Check Names. The text box should then display
<ServerName>\casusers . Click OK.

Step 9 Making sure casusersis selected, check the Full Control check box under Allow to grant the casusers group full control.

Step 10 Click Advanced.

Step 11 Under the Advanced Settings, check the Replace permission entries on all child objectswith entries shown here

that apply to child objects check box.
Step 12 Click Apply and wait for the permissions to be propagated to all child objects under the CSCOpx directory.
Step 13 When propagation is complete, click OK.

. High Availability Installation Guide for Cisco Security Manager 4.24



| Installing the Cisco Security Management Suite High Availability Solution

Step 14
Step 15
Step 16
Step 17

Note

Veritas Cluster Server Tasks .

While the permissions are being updated you may encounter an error dialog with the title “ Error Applying
Security” with the message “An error occurred applying security information to: <Selected Drive Letter
>:\Program Files\CSCOpx\log\dcr.log. Accessisdenied.” You can safely ignorethiserror and click Continue
on the error dialog to complete the process of updating permissions.

Click OK to close the CSCOpx Properties dialog box.
Unassign the drive |etter from the cscopx volume.

Migrate the replication back to the primary server.
Assign the selected drive | etter to the cscopx volume on the primary server.

Veritas Cluster Server Tasks

This section describes the process for setting up and configuring the Veritas cluster(s). There are two specific
scenarios described:

Single Local Cluster (Dual-Node) Configuration, on page 35
Dual Geographic Cluster Configuration, on page 39

Single Local Cluster (Dual-Node) Configuration

This section coversthe setup and configuration of asingle, local cluster with two nodesin the cluster (primary
and secondary).

This section contains the following topics:

« Creating the Cluster, on page 35
* Creating the Application Service Group, on page 36
« Creating the ClusterService Group, on page 38

Creating the Cluster

Step 1

Step 2

To create the cluster, follow these steps:

Create a cluster using the VCS Cluster Configuration wizard, where:

* Cluster Name = CSManager_Primary

*Cluster ID=0

Include the primary and secondary serversin the definition of the cluster. Part of the cluster definition in the wizard is
to specify the NICs for the private network. V CS uses a private network for communications between cluster nodes for
cluster maintenance. You can also assign one of the network Ethernet interfacesto act as low-priority cluster
communicationsinterface in case al the dedicated cluster communication interfaces fail.

To start the Cluster Manager, choose Start > All Programs > Veritas Cluster Manager - Java Console and log in to
the cluster.
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Step 3 Using the Cluster Manager, import the CSManager resource type by choosing File > Import Types. Browse to the
CSManagerTypes.cf file located under $VCS_ROOT\cluster server\conf\config and click Import.

Creating the Application Service Group
To create the application service group, follow these steps:

N\

Note Perform these steps on both the primary and secondary clusters.

Step 1 Add a service group called APP.
Step 2 Right-click the APP service group and select Add Resour ce.

Add the RVG primary resource:
» Resource name= APP_RVGPrimary
 Resource Type= RVGPrimary
* RvgResourceName = APP_RVG

Step 3 Right-click the APP service group and select Add Resour ce.
Add the MountV resource:

* Resource name = APP_MountV

* Resource Type = MountV

* Mount Path = <Selected Drive Letter>:\
* Volume Name = cscopx

* VMDg Resource Name = datadg

Step 4 Right-click the APP service group and select Add Resource.
Add the RegRep resource and check the Critical and Enabled check boxes.
* Resource name = APP_RegRep
¢ MountResName = APP_M ountV
* ReplicationDirectory =\REGREP\DEFAULT
» Keys = HKL M\Softwar é\JavaSoft\Prefs\vms

Note Security Manager stores client user preferencesin the server registry under
HKEY _LOCAL_MACHINE\SOFTWARE\JavaSoft\Prefs\vms. The registry replication agent (RegRep)
monitors changes to the specified registry location on the active server and synchronizes these changesto a
secondary server in the event of afailover.

Step 5 Right-click the APP service group and select Add Resource.
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Add the Proxy resource:

* Resource name = APP_NIC_Proxy
* Resource Type = Proxy

» TargetResName = NIC

Step 6 Right-click the APP service group and select Add Resource.
Add the IP resource:

* Resource name = APP_IP

* Resource Type=1P

* Address = <Virtual |P address all ocated for the application>

* SubNetMask = <subnet mask>

* MACAddress = <MAC address of the corresponding NIC card>

Step 7 Right-click the APP service group and select Add Resour ce.
Add the CSManager resource:
* Resource name = APP_CSM anager
* Resource Type = CSManager
» PathName = <Sdlected Drive Letter >:\Program Files\CSCOpx
 EventlPAddress = The same I P address as you used in APP_IP
« CertificateDir = See Security Certificates for SSL, on page 54, for an explanation of this attribute.

Step 8 Link the resources as defined in the following table (see Figure 12: Resource View: APP Group (Dua Cluster, Single
Node), on page 75).

Parent Resource | Child Resource

APP_MountV | APP_RVGPrimary

APP_RegRep APP_MountV

APP_CSManager | APP_RegRep

APP_IP APP_NIC_Proxy

APP_CSManager | APP_IP

To link resources, follow these steps:

a) Right-click the parent resource, and then select Link.
The Link Resources dialog box appears.

b) Select the child resource, and then click OK.

High Availability Installation Guide for Cisco Security Manager 4.24 .



Installing the Cisco Security Management Suite High Availability Solution |
. Creating the ClusterService Group

The selected resources are linked.

Creating the ClusterService Group

To create the ClusterService group, follow these steps:

Note Perform these steps on both the primary and secondary clusters.

Tip You canusetheVCS Configuration wizard as an alternate method to the proceduresin this section for creating
the ClusterService group and wac resource for intercluster communications. You can also configure the
optional Cluster Manager (Web Console) and Notification components with the VCS Configuration wizard.
See the Veritas Cluster Server administrator’s guide.

Step 1 Right-click the CSM anager resource and select Add Service Group.
Add a service group called Cluster Service.

Step 2 Right-click the Cluster Service service group and select Add Resour ce.
Add the NIC resource:

* Resource name= NIC
* Resource Type=NIC
* MACAddress = <MAC Address of the NIC card>

Note You can find the MAC address associated with each Ethernet interface using the DOS-level command ipconfig
-all.

Step 3 Right-click the Cluster Service service group and select Add Resour ce.
Add the I P resource
* Resource name=VCS |P
* Resource Type =P
* Address = <Virtua |P address allocated for the cluster>
* SubNetMask = <subnet mask>
* MACAddress = <MAC Address of the corresponding NIC card>

Step 4 Right-click the ClusterService service group and select Add Resource.
Add the wac resource:

» Resource name = wac
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* Resource Type = Process

* StartProgram = C:\Program Files\Veritas\Cluster Server\bin\wac.exe

« StopProgram = C:\Program Files\Veritas\Cluster Server\bin\wacstop.exe

« MonitorProgram = C:\Program Files\Veritas\Cluster Server\bin\wacmonitor.exe

Step 5 Link the resources as defined in the following table (see Figure 12: Resource View: APP Group (Dual Cluster, Single
Node), on page 75).

Parent Child
Resource Resource
wac VCS IP
VCS IP NIC

To link resources, follow these steps:
a) Right-click the parent resource, and then select Link.

The Link Resources dialog box appears.
b) Select the child resource, and then click OK.

The selected resources are linked.

Dual Geographic Cluster Configuration

This section covers the setup and configuration of two clusters geographically separated with a single node
in each cluster.

\}

Note You can also create dual geographic cluster configurations with multiple nodes within one or both clusters.

This section contains the following topics:
* Creating the Primary and Secondary Clusters, on page 39
« Creating the ClusterService Group, on page 38
« Creating the Replication Service Group, on page 41
* Creating the Application Service Group, on page 36
* Creating the Cluster Level Configuration, on page 50

Creating the Primary and Secondary Clusters

To create the primary and secondary clusters, follow these steps:
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Step 1

Step 2

Step 3
Step 4

Step 5

Create a cluster on the primary server (in the primary cluster) using the VCS Cluster Configuration wizard, where:

* Cluster Name = CSManager_Primary
*Cluster ID=0

Create a cluster on the primary server (in the secondary cluster) using the VV CS Configuration wizard, where:

* Cluster Name = CSManager_Secondary
e Cluster ID=1

In the primary cluster, start the Cluster Manager by choosing Start > All Programs > Veritas Cluster Manager - Java
Console and log in to the cluster.

Using the Cluster Manager, import the CSManager resource type by choosing File > Import Types. Browse to the
CSManagerTypes.cf file located under $VCS ROOT \cluster server\conf\config and click Import.

Repeat Steps 3 and 4 for the secondary cluster.

Creating the ClusterService Group

Step 1

Step 2

To create the ClusterService group, follow these steps:

Note Perform these steps on both the primary and secondary clusters.

Tip You canusetheVCS Configuration wizard as an aternate method to the proceduresin this section for creating
the ClusterService group and wac resource for intercluster communications. You can aso configure the
optional Cluster Manager (Web Console) and Notification components with the VCS Configuration wizard.
See the Veritas Cluster Server administrator’s guide.

Right-click the CSM anager resource and select Add Service Group.
Add a service group called Cluster Service.

Right-click the Cluster Service service group and select Add Resource.
Add the NIC resource:

* Resource name = NIC

* Resource Type=NIC

* MACAddress= <MAC Address of the NIC card>

Note You can find the MAC address associ ated with each Ethernet interface using the DOS-level command ipconfig
-all.
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Step 3 Right-click the Cluster Service service group and select Add Resour ce.
Add the I P resource
* Resource name=VCS |P
* Resource Type=1P
* Address = <Virtual |P address allocated for the cluster>
* SubNetMask = <subnet mask>
* MACAddress = <MAC Address of the corresponding NIC card>

Step 4 Right-click the ClusterService service group and select Add Resour ce.
Add the wac resource:
* Resource name = wac
* Resource Type = Process
« StartProgram = C:\Program Files\Veritas\Cluster Server\bin\wac.exe
* StopProgram = C:\Program Files\Veritas\Cluster Server\bin\wacstop.exe
* MonitorProgram = C:\Program Files\Veritas\Cluster Server\bin\wacmonitor.exe

Step 5 Link the resources as defined in the following table (see Figure 12: Resource View: APP Group (Dua Cluster, Single
Node), on page 75).

Parent Child
Resource Resource
wac VCS IP
VCS IP NIC

To link resources, follow these steps:

a) Right-click the parent resource, and then select Link.
The Link Resources dialog box appears.

b) Select the child resource, and then click OK.

The selected resources are linked.

Creating the Replication Service Group

To create the replication service group, follow these steps:

\}

Note Perform these steps on both the primary and secondary clusters.
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Step 1 Right-click the CSM anager resource and select Add Service Group.
Add a service group called APPrep.
Step 2 Right-click the APPrep service group and select Add Resour ce.
Add the Proxy resource:
* Resource name = VVR_NIC_Proxy
* Resource Type = Proxy

» TargetResName = NIC

Step 3 Right-click the APPrep service group and select Add Resour ce.
Add the IP resource:
¢ Resource name = VVR_IP
* Resource Type=1P
» Address = <Virtual |P address allocated for replication>
* SubNetMask = <subnet mask>
* MACAddress = <MAC address of the corresponding NIC card>

Step 4 Right-click the APPrep service group and select Add Resour ce.
Add the VMDg resource:

* Resource name = datadg
* Resource Type = VMDg
* DiskGroupName = datadg

Step 5 Right-click the APPrep service group and select Add Resour ce.
Add the VvrRvg resource;
* Resource name = APP_RVG

* Resource Type = VvrRvg
*RVG=CSM_RVG

* VMDGResName = datadg
* |PResName=VVR_IP

Step 6 Link the resources as defined in the following table (see Figure 13: Resource View: APPrep Group (Dual Cluster, Single
Node), on page 76).
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Parent Child Resource
Resource
VVR_IP VVR_NIC_Proxy

APP RVG VVR_IP

APP RVG datadg

To link resources, follow these steps:

a) Right-click the parent resource, and then select Link.
The Link Resources dialog box appears.

b) Select the child resource, and then click OK.

The selected resources are linked.

Creating the Application Service Group
To create the application service group, follow these steps:

Step 1 Right-click the CSManager resource and select Add Service Group.
Add a service group called APP, and include both servers for this service group with the Startup option checked for
each server and the service group type of Failover.

1 Add Service Group
t% Add Service Group

Service Group name: |.D.F‘F‘

Available Systems Systems for Service Group
System name | Startup | Fricrity
SM-W3-32-HA1 | v ]
4 ~
4

Service Group Type: ¢ Failover ¢ Paralel ¢ Hybrid

Selected Template; MNone Templates ... |
E1, show Command EK | Cancel |

Step 2 Right-click the APP service group and select Add Resource.

236579

Add the NIC resource and check the Critical and Enabled check boxes.
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¢ Resource name = NIC
* Resource Type=NIC

« MACAddress=<MAC address of the NIC used for accessing the Security Manager application>, which is defined
uniquely for each server in the cluster.

Note You can find the M AC address associated with each Ethernet interface using the DOS-level command ipconfig

r Add Resource B
#, AddResource
Group name: APP
Resource name: |NIC
3 T ; -
esource Type |NI': LI )
Aktribute name I Type Dimension | Yalue | Edit I
P_ing_TimqutMs_econt_:ls Integer Sc_algr {1000 @’_ |
2xTxErrorPercentage Integer Scalar 50 | @_ |
3xTxErrInkerval Integer _Poalar |10 2 |
1 IseConnection Status Boolean Scalar Frue 2
ACAddress R String calar i
PingHostList String _E\_tectur | | |

|

¥ Critical ™ Enabled

.g'_lv Shaow Command Ol | Cancel I %
Step 3 Right-click the APP service group and select Add Resour ce.

Add the IP resource and check the Critical and Enabled check boxes.

* Resource name = APP_IP

* Resource Type = IP

» Address=<Virtual IP addressall ocated for use by the Security Manager application>(defined asa Global attribute)
» SubNetMask = <subnet mask>(defined as a Glaobal attribute)

* MACAddress = <MAC Address of the NIC used for accessing the Security Manager application>, (defined for
each server in the cluster)

. High Availability Installation Guide for Cisco Security Manager 4.24



| Installing the Cisco Security Management Suite High Availability Solution

Step 4

Step 5

Creating the Application Service Group .

(E; Add Resource

Group name: hpp

Resource name: |nPP I

Resource Type: I J

1P - 7

Attribute name Type Dimension Yalue Edit
Address String Scalar 10.76.10.240 2
SubNetMask String Scalar 255.255.255.0 (2
MACAddress String scalar 73

[ Criticsl [ Enabled

K1 show Command

I’}b_xl Cancel |

236573

Right-click the APP service group and select Add Resource.
Add the VMDg Resource and check the Critical and Enabled check boxes.

 Resource name = datadg

* Resource Type = VMDg

« DiskGroupName = datadg(defined as a Global attribute)

1 Add Resource E

(E; Add Resource
Group name: app
Resource name: |datadg
Resource Type: -
[0 EE
Attribubs name Type Dirnension Value Edit
TSTAILTICECIONT: T ) s - ,.‘..I
AMFailaction String Sealar RESTART _VXvM [
x¥MRestartAtte, ., Integer Ecalar 10 s
DetailMonitorFreq  Integer Scalar 10 [
DiskGroupName String Scalar datadg 2
DGGuid Btring Scalar s -
[ Critiesl [+ Enabled
oo
r~
B, show Command [[K | Cancel | .
[yl
[}

Right-click the VM Dg resource group and select Add Resource.

Add the datadg_evt resource and check the Critical and Enabled check boxes.

» Resource name = datadg_evt

* Resource Type =VMDg

« DiskGroupName = datadg_evt(defined as a Global attribute)
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Step 6

f* Add Resource
Ii#, Add Resource
ErouUp name: APP
Resource name; Idatadg avt
Resource Type:
[ o @
Attribute name Type Dimension Yalue Edit
TSCApTETC AT T T el =g
MMFailAction String Sealar RESTART _VxvM [
YMRestartatte,, . Integer Scalar 10 3
DetailMaonitorFreq  Integer Gealar 10 [
DiskGroupMame String Scalar datadg_evt
DGEGuid String Scalar 3 -
[V Critical [ Enabled
o
5
], Shew Command _%J Lce\l o
o]

Right-click the APP service group and select Add Resource.
Add the MountV Resource and check the Critical and Enabled check boxes.

* Resource name = APP_MountV

» Resource Type = MountV

* MountPath = <Selected Drive Letter>:\(defined as a Global attribute)
» VolumeName = cscopx(defined as a Global attribute)

* VMDGResName = datadg(defined as a Global attribute)

* ForceUnmount = { NONE, READ-ONLY, ALL}

Defines whether the agent unmounts the volume forcibly when it is being used by other applications. The following
choices are available:

« NONE: The agent does not unmount the volume if an application is accessing it.
« READ-ONLY: The agent unmounts the volume if applications are accessing it in a read-only mode.

* ALL: The agent unmounts the volume regardless of the type of access an application has.

Thedefault isNONE. If the volume cannot be unmounted, automatic failover to the secondary server might be prevented,
so you might want to select avalue of READ-ONLY or ALL.
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Step 7

Creating the Application Service Group .

T Add Resource
# AddResource
Group rame: AP
Resource name: |F\PP Mounky
Resource Type: |Mﬂunl\-‘ ;I @
Atkribute name | Type Dimension | Value | Edit |
ForceLinmount String Bealar READ_ONLY ﬁ?
List Applications Boolean Bealar False r'_:1’9_
ButoFsClean Boolean Scalar false 7
PurgeStaleMountPoints  Boolean Bcalar False @
MountPath String Scalar F 4
YolumeName String Scalar Cscopx [
¥WMDGResName String ﬁcalar datadg @7
MountResName Ftring Bealar 4
[ Critical [ Enabled
“juo
e
£, Show Command 0$ Cancel | B3
R o
[

Right-click the MountV resource group and select Add Resour ce.
Add the MountV_evt Resource and check the Critical and Enabled check boxes.
* Resource name = APP_MountV_evt
» Resource Type = MountV
* MountPath = <Selected Drive Letter>:\(defined as a Global attribute)
» VolumeName = cscopx_evt(defined as a Global attribute)
* VMDGResName = datadg_evt(defined as a Global attribute)
* ForceUnmount = { NONE, READ-ONLY, ALL}

Defines whether the agent unmounts the volume forcibly when it is being used by other applications. The following
choices are available:

« NONE: The agent does not unmount the volume if an application is accessing it.
« READ-ONLY: The agent unmounts the volume if applications are accessing it in a read-only mode.

* ALL: The agent unmounts the volume regardless of the type of access an application has.

Thedefault isNONE. If the volume cannot be unmounted, automatic failover to the secondary server might be prevented,
so you might want to select avalue of READ-ONLY or ALL.
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f* Add Resource
(ﬂ, Add Resource
ErouUp name: APP
Resource name: IAPP_MountV_th
Resource Type: IMount\f ;I =
Attribute name Type Dimension Yalue Edit
TSCApETCATT T T T =g
AutoFSClean Boolean Sealar true [
PurgeStaleMount... Boolzan Scalar False 3
MountPath String Scalar K [
¥olumeName String Scalar CscopH_evt
¥MDGResName String Scalar datadg_evt 3 -
[V Critical | Enabled
=
o
], Shew Command K Cancel =
—L\QQ—I o]
Step 8 Right-click the APP service group and select Add Resource.

Add the RegRep resource and check the Critical and Enabled check boxes.
» Resource name = APP_RegRep

* Resource Type = RegRep

* MountResName = APP_MountV (defined as a Global attribute)

* ReplicationDirectory = \REGREP\DEFAULT (defined as a Global attribute)

 Keys (defined as a Global attribute)Key = HKLM\Software\JavaSoft\Prefs\vmsValue = <blank>

£ Edit Attribute
#  APP_RegRep
The st of reqistry keys to be monitored. This attribute can take localized ;I
values. Setting up replication of a key automatically sets up replication of its
subkeys, For example, to replicate the keys HCLM||Software\\WERITASY| and
HKLMY| Software | \WERITASWYCS, define only HKLMY| Software|VERITASL) in the
Keys atkribute, From the Pname-value? pair of a registry key, you must provide

the name of the registry keyvs to be synchronized and not the value for that
key. =l

ﬂ
Cancel |

Note Security Manager stores client user preferencesin the server registry under
HKEY_LOCAL_MACHINE\SOFTWARE\JavaSoft\Prefs\vms. The registry replication agent (RegRep)
monitors changes to the specified registry location on the active server and synchronizes these changesto a
secondary server in the event of afailover.

= Global
" Per System

236577

Step 9 Right-click the APP service group and select Add Resource.
Add the CSManager resource and check the Critical and Enabled check boxes.

* Resource name = APP_CSManager

* Resource Type = CSManager

» PathName = <Selected Drive Letter>:\Program Files\CSCOpx\(defined as a Global attribute)
« EventlPAddress = The same | P address as used in APP_|P(defined as a Global attribute)
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* CertificateDir = See Security Certificates for SSL, on page 54, for an explanation of this attribute.

T add Resource
CE, Add Resource
Group namme: app
Resource name: |APP_(SManager
Resource Type: |CSMana _I =
ger bt H
Abtribuks name Type Dimension I Value Edit |
Patl'_lN_a_rne 5trﬁng :S_calpr f:_‘\P;ogr_ar_n F_iles‘\ESl:lJ..._ @’ |
EventIPAddress String Scalar 10.76.10.240 [P
[CertificateDir String [
¥ Criical [+ Enabled
i =
E1, Show Command Oq Cancel L2
o
[

Step 10

Node), on page 75).

Parent Resource

Child Resource

APP_CSManager

APP_RegRep

APP_CSManager

APP_IP

APP_IP

NIC

APP_RegRep

APP_MountV

APP_RegRep

APP_MountV_evt

APP_MountV

datadg

APP_MountV_evt

datadg_evt

To link resources, follow these steps:

Link the resources as defined in the following table (see Figure 12: Resource View: APP Group (Dual Cluster, Single

a) Right-click the parent resource, and then select Link.

The Link Resources dialog box appears.
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I" Link Resources

# Parent Resource: APP_CSManager

Group: APP
Zhild Resource:

APP_IP

= APP_Mounty
APP_Mounky_ewvt
E& AFPP _RegRep
Ly MIC

(1 datadg

31 datadg_evt

Cf | iCancel

236585

b) Select the child resource, and then click OK.
The selected resources are linked.

When al links have been made, your resource view should look like the following:

r CSManager_Primary - Cluster Explorer : DOMADMIN@CSMBLRHA { Cluster Administrator }

Fle Edt View Tools Help

i B e W @& HLHFOO B2 WEB B O

FAR IR Status | ] Resources | (] properties |
(& CsManager_Primary & Resource Yiew: APP on all systems

& Link | 5§ auto Arrange | O

i3 datadg @

i3 datadg_ewt APPCSManager
- @@ Mounty ¥

@ APP_Mounky
i APP_Mounky_evl

=g ] g;Rep &
APP_RegRep
=@ CSManagsr _‘_ﬂ-PP,IP APF_RemRep

B APP_CSManager
Lo & G

+
NIC APP_Mounty APP_Mounty_evk

236584

datadg datadg_evt:

Creating the Cluster Level Configuration

To create the cluster level configuration, follow these steps:
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Step 1 Link the APP service group as the parent of the APPrep service group with an online local firm dependency. Perform
this step on both the primary and secondary clusters.

Step 2 Under the cluster properties specify the cluster address, which isthe same | P addressthat you used inthe VCS_IPresource.

Step 3 From the primary cluster, choose Edit > Add/Delete Remote Cluster to use the Remote Cluster Configuration wizard
to add the secondary cluster.

Step 4 From the primary cluster, choose Edit > Configure Global Groups to use the Global Group Configuration wizard to
configure the APP service group as a global group.

See Figure 15: Service Group View (Dua Cluster, Single Node), on page 77.
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CHAPTER 5

Maintenance Activities

This chapter describes maintenance activities related to Security Manager when it isused in an HA/DR
configuration. This chapter containing the following topics:

 Customizing VCS Behavior, on page 53

* Security Certificates for SSL, on page 54

» Manually Starting, Stopping, or Failing Over Security Manager, on page 55
* Integrating Cisco Secure ACS with Security Manager, on page 57

« Upgrading Security Manager, on page 58

 Backing Up Security Manager, on page 58

« Uninstalling Security Manager, on page 59

» Migrating a Non-HA Security Manager to HA, on page 59

Customizing VCS Behavior

V CS supports an extensive number of variables to control VCS behavior, such as responses to resource
failures. If you followed the default installation as described in this document, here are some of the resulting
failover behaviors. You should review these and other behavior controls asdescribed in Veritas Cluster Server
User’'s Guide.

« If Security Manager fails, VCS does not try to restart the application on the same server; instead, VCS
failsit over to the standby server in the cluster. However, you can use a resource-level attribute,
RestartLimit, to control the number of times the agent triesto restart the resource before declaring the
resource as faulted.

» When first trying to bring the Security Manager application online on a given server, VCS will attempt
to bring the resource online only once. The OnlineRetryLimit resource-level attribute specifiesthe number
of timesthe online entry point is retried if theinitial attempt fails.

* By default, VCS runs the Security Manager application monitor script every 60 seconds. This means
that it can take up to 60 seconds to detect an application failure. The Monitorinterval is aresource-level
attribute that can be adjusted.

* If you are using dual clusters, failover between the clustersisamanual operation by default. Thisavoids
having both clusters running the application simultaneously. If communication between the clustersis
lost (which can readily happen if no redundant paths exist between geographically separated data centers),
V CS cannot determine whether the remote cluster failed or a communication problem exists. If you
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prefer automatic failover between clusters, you can configureit with the ClusterFailOverPolicy attribute
on the APP service group.

Security Certificates for SSL

Step 1
Step 2

Step 3

Security Manager allows configuring the use of Secure Socket Layer (SSL) encryption between the server
and the client browser or application. SSL encryption requiresthe creation and placement of adigital certificate
on the server. Part of the identity information contained in the digital certificate is the Common Name (CN)
or “Host Name” as shown on the Common Services web GUI. In aHA/DR configuration where there are
multiple servers and corresponding hostnames you may want to take special stepsto ensure that you maintain
a certificate that matches the hostname or 1P address used to access the application.

In the case of asingle cluster, you access the application with asingle virtual |P address or virtual hostname.
In this case you should create a certificate with the CN equal to the virtual 1P address or virtual hostname.
Because the virtual 1P or virtual hostname addressis valid regardless of the server in the cluster running the
application, you do not need to update the digital certificate filesin the event of afailover.

However, inthe case of adual geographic cluster configuration, each cluster hasits own IP address or hosthame
associated with the application. Asaresult, if the digital certificate file has been created to match one cluster,
it will not match when the application fails over to the other cluster. In this case you might want to update
the digital certificate files to match the other cluster in the event of an inter-cluster failover.

Note

If you use avirtual hostname to access the application, you can avoid having to update the certificates for an
inter-cluster failover by instead using DNS updating. In the event of an inter-cluster failover, DNSis updated
with the new |P address associated with the virtual hostname. Because clients are using the same virtual
hostname in all cases to access the application, thereis no need to update the certificate files.

The Security Manager Agent for VCS can automatically copy digital certificate files stored on a non-shared,
non-replicated local directory prior to starting the application. However, you need to place the appropriate
filesin this directory on each server in the clusters. The directory is specified to the agent using the
CertificateDir parameter.

In the case of ageographic redundancy (DR) configuration wherethereisasingle server at each site, asimpler
option isavailable. You can configure the agent to regenerate the certificate files based on the hostname of
the server. This works because there are no virtual |P addresses or virtual hostnames involved. To configure
the agent for this behavior, specify the keyword regen for the value of the CertificateDir parameter.

When Security Manager isinstalled, it creates by default aself-signed certificate matching thelocal hostname
of the server. If appropriate for your configuration, to generate a self-signed certificate matching a virtual 1P
address or virtual hostname, follow this procedure:

Log in to the web browser interface of the server (http://<hostname or IP address>:1741).

Access the self-signed Certificate Setup screen as follows:

a) Onthe Cisco Security Management Suite homepage, click Server Administration.

b) From the menu on the Server Admin page, select Server > Single Server Management > Certificate Setup.

Populate the fields of the certificate and specify either the virtual |P address or virtual hostname in the CN field, then
click Apply.
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The following certificate-related files are generated in the NM SROOT\M DC\A pache\conf\ssl directory:

* server.key

* server.crt

* server.pk8

* server.csr

* openssl.conf

« chain.cer

If you are using asingle cluster, no further action is required. However, if you are using adual geographic cluster
configuration with multiple serversin each cluster, you should copy the certificate-rel ated files listed above to anon-shared,
non-replicated local directory on each server in the cluster. You should then do the same procedure for the secondary
cluster, except thistime specify the virtual |P address or virtual hostname of the secondary cluster. When you define the
CSManager resource, specify the selected non-shared, non-replicated local directory for the CertificateDir attribute.
The agent then automatically copies the certificate files to the appropriate working directory after afailover, prior to
starting the application.

Manually Starting, Stopping, or Failing Over Security Manager

VCS Case

A

In anon-HA/DR configuration, you normally start and stop Security Manager with the Windows Services
application or its command-line equivalents, net start and net stop. However, in an HA/DR configuration,
you must not use this approach. Specific scripts are provided for starting and stopping Security Manager in
an HA/DR configuration. These scripts perform additional procedures necessary if you start Security Manager
on adifferent server. These scriptsand others make up the Security Manager agent for VCS. The agent enables
V CSto control and monitor Security Manager. If you are not using VCS, you can use these scriptsto manually
start and stop Security Manager.

The section contains the following topics:

* VCS Case, on page 55
* Non-V CS Case, on page 56

If you are using VCS, you should use the VCS controls to manualy start, stop, or fail over the Security
Manager service group (APP). In VCS terminology, start and stop are referred to as online and offline,
respectively. You can bring online, bring offline, or fail over the Security Manager service group using the
VCS GUI or the VCS command-line interface. Appendix B, High Availability and Disaster Recovery
Certification Test Plan, on page 79, has examples for performing such operations.

Caution

If you manually stop Security Manager outside of VCS (such as by using net stop), VCS views thisas an
application failure and tries to initiate recovery.
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Non-VCS Case

If you are not using VVCS, you can use the online and offline scripts provided with Security Manager to start
and stop Security Manager. These scripts can be found at:

$NM SROOT\M DC\athena\ha\agent\Veritast0 (for Veritas 6.0.1)
$NM SROOT\M DC\athena\ha\agent\Veritas602 (for Veritas 6.0.2)
$NM SROOT\M DC\athena\ha\agent\Veritas61 (for Veritas 6.1)
$NM SROOT\M DC\athena\ha\agent\Veritas70 (for Veritas 7.0)
$NM SROOT\M DC\athena\ha\agent\Veritas72 (for Veritas 7.2)
$NMSROOT\M DC\athena\ha\agent\Veritas74 (for Veritas 7.4)

Windows Server 2012, 2012R2 Syntax for Veritas 6.0.1, Veritas 6.0.2, Veritas 6.1, Veritas 7.0, Veritas 7.2,
and Veritas 7.4

perl online.pl CSManager <PathNane> <Event| PAddress> [ <CertificateDir>|regen ]

For example:

perl online.pl CSManager F:\Progra~1\CSCOpx 192.0.2.1

Note You must select the Run as administrator option when opening the Command Prompt.

Syntax Description

<PathName> The Security Manager installation path (for example, “F:\Program Files\CSCOpx”). If
the install ation path contains spaces, enclose the argument in quotes.

<EventlPAddress> | The I P address that the Security Manager application uses for client/server and
server/device communications.

<CertificateDir> | Optional. Allowsyou to specify anonshared, non-replicated local directory where SSL
certificate files are kept. If specified, the script copies these files to the appropriate
directory under the installation directory for use by the application. If the keyword
regen is used, the script regenerates the SSL certificate based on the local hostname of
the server. Regardless of the value used for this parameter, if the hostname of the server
matches that of the Security Manager application files, no actions are taken on the
certificates. See also Security Certificates for SSL, on page 54.

The offline script syntax for Windows Server 2012 , 2012R2 is shown bel ow:
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Windows Server 2012 , 2012R2 Syntax for Veritas 6.0.1, Veritas 6.0.2 and Veritas 6.1:

perl offline.pl CSManager <PathName> <Event| PAddress>

For example:

perl offline.pl CSManager F:\Progra~1\CSCOpx 192.0.2.1

Note You must select the Run as administrator option when opening the Command

Prompt.

Syntax

Description

<PathName>

The Security Manager installation path (for example, “F:\Program Files\CSCOpx”). If
the install ation path contains spaces, enclose the argument in quotes.

< Eventl PAddress>

The IP address that the Security Manager application uses for client/server and
server/device communications.

For ease of use, you might want to create an online and offline batch file (for example, online.bat and

offline.bat), which includes the appropriate attributes for your configuration.

To perform amanual failover, you can use VEA or the command line to transfer the primary role within your
replicated volume group. If both the primary and secondary server are functioning, you can migrate the primary
role to the secondary (effectively reversing the direction of replication) or, if the primary server has failed

and isunavailable, you can have the secondary server take over the primary role (with or without fast-fail back).

Refer to the Veritas Volume Replicator administrator’s guide for details.

The following is an outline of the manual failover procedure for a disaster recovery configuration using

replication between two servers:

Step 1 Stop Security Manager on the primary server using the offline.pl script.

Step 2 Unassign

the drive letter from the volume used for Security Manager on the primary server.

Step 3 Migrate ownership from the primary server to the secondary server using the VEA GUI.
Step 4 Assign the drive letter for the volume used for Security Manager on the secondary server.
Step 5 Start Security Manager on the secondary server using the online.pl script.

Note

If you are migrating/failing-over to the secondary server for thefirst time, you must upgrade thefile permissions
for the casusers group. Thisis aone-time activity. For more information, see Updating Permissions on the

Working Volume, on page 33.

Integrating Cisco Secure ACS with Security Manager

Asdescribed in the Installation Guide for Cisco Security Manager, you can integrate Cisco Secure ACS with
Security Manager to provide enhanced authorization for Security Manager users. In an HA/DR configuration,
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you need to add each Security Manager server involved in the configuration asa AAA client in ACS. When
you specify the server in ACS, specify the fixed | P address associated with server’s physical hostname.

If you are using an HA/DR configuration for Security Manager with ACS integration, you should also deploy
multiple ACS serversto avoid having ACS become a single point of failure. If you only have one ACS server
and it fails, you cannot log in to Security Manager without taking corrective action to either restore ACS or
reset the Security Manager server to uselocal authentication. ACS supports the deployment of aprimary ACS
along with multiple secondary ACSs, where database replication is used to keep the secondary ACSs
synchronized with the primary ACS. Security Manager supports specifying up to three ACSs, so if the first
ACSisunavailable, it tries the second, and finally the third, if necessary.

Note

Upgrading

Beginning with Cisco Security Manager 4.21, Cisco Identity Services Engine (ISE) can be used for
authentication purposes, in the place of earlier ACS server.

Security Manager

Security Manager upgrades come in various forms:

» Magjor releases (change in the first number of the release, for example, 3.x to 4.x)
» Minor releases (change in the second digit of the release, for example, 3.1 to 3.2)
» Maintenance releases (change in the third digit of the release, for example, 3.1t0 3.1.1)

* Service packs (identified by a service pack identifier, such as SP2 for Security Manager 3.1)

When you upgrade Security Manager in an HA/DR configuration, the main differenceiswhether it isnecessary
to upgradejust the primary server with the activeinstance of Security Manager or to also upgrade the secondary
servers, which have only a spare copy of Security Manager for establishing the correct registry configuration
necessary for Security Manager to run on the server. If an upgrade modifies the registry, you must perform
the upgrade on all serversin the HA/DR configuration. Normally service packs do not affect the registry, so
itissufficient to install the service pack just on the primary server. For major, minor, or mai ntenance releases,
normally you should upgrade all servers. However, check the readme file or release notes for exceptions to
these guidelines.

When upgrading a secondary server, you must mount the spare copy of the Security Manager to the standard
SNMSROOT (such as F:\Program Files\CSCOpx) path used on all serversin the configuration and then install
the regular upgrade. This ensures that the registry settings are correct for running the upgraded version of
Security Manager on any secondary server.

Before you upgrade, stop VCS on al servers (using hastop -all -force on any server in the cluster stops VCS
on all serversin the cluster and leaves the application and its resources operationa). If you are upgrading on
all serversand your configuration usesreplication, you should pause or stop the replication during the upgrade
and then synchronize the secondary servers after the upgrade is complete.

Backing Up Security Manager

An HA/DR deployment configuration of Security Manager does not replace the need for backing up Security
Manager regularly. The HA/DR configuration protects you against loss of data or application downtime due

. High Availability Installation Guide for Cisco Security Manager 4.24



| Maintenance Activities

Uninstalling Security Manager .

to hardware failures; however, it does not protect you against user actions such as accidentally or maliciously
modifying or deleting important information maintained in Security Manager. Therefore, you should continue
to back up the Security Manager database and information files; you can use the backup feature in Security
Manager.

You should back up only the primary active instance of Security Manager, not the spare instances associated
with secondary servers. Security Manager can be restored on any server in the HA/DR configuration or any
server that has the compatible Security Manager application installed.

Uninstalling Security Manager

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6
Step 7
Step 8
Step 9

Step 10

Step 11
Step 12

Step 13

To uninstall Security Manager from al serversin the HA/DR configuration, follow these steps:

Make sure Security Manager is running on the primary server in the primary cluster.

Using the Cluster Explorer, right-click the APP_CSManager resource and uncheck the critical check box. You are
prompted to switch to read/write mode, so click Yeswhen this dialog box appears.

Right-click the APP_CSM anager resource and select Offline on the primary server. Wait for Security Manager to go
offline.

Perform required maintenance activities, as needed.

Start the daemon manager manually on the server, using the net start crmdmgtd command.
The APP_CSManager will come online; check the critical check box.

Delete the APP_CSManager resource and then save the V CS configuration.

If you are using replication, stop replication using the VEA GUI.

To uninstall Security Manager on the primary server, choose Start > All Programs > Cisco Security Manager >
Uninstall Cisco Security Manager .

On the secondary server, import the disk group if not already done, which contains the cscopx_spare volume, using
either the VEA GUI or the command line.

Assign the selected drive letter to the cscopx_spare volume using either the VEA GUI.

To uninstall Security Manager on the primary server, choose Start > All Programs > Cisco Security Manager >
Uninstall Cisco Security Manager .

Repeat Steps 10 through 12 on any other secondary servers or the primary server in a secondary cluster.
Note If you do not plan to re-install Security Manager, you should also delete service groupsin V CS associated

with Security Manager and the Replicated Volume Group if using replication. You should aso delete any
unneeded volumes and disk groups as well.

Migrating a Non-HA Security Manager to HA

If you have an existing Security Manager installed in aregular non-HA configuration, this section addresses
how to migrate that instance to an HA configuration. Use the following steps to perform the migration:
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Step 1 Perform a backup of the existing Security Manager instance as described in the User Guide for CiscoWorks Common
Services 3.2. See the section entitled Backing Up Data in the Configuring the Server Chapter available here:
http://www.cisco.com/en/US/docs/net_mgmt/ciscoworks common_services software/3.2/user/guide/admin.html

Step 2 Create the desired Security Manager HA or DR deployment environment as described in this document.

Step 3 Restore the backup taken from the original Security Manager instance to the primary server in the HA or DR deployment
environment as described in the User Guide for CiscoWorks Common Services 3.2. See the section entitled “ Restoring
Data’ available at the link above.

Step 4 Manually synchronize the database passwords in the registry on any secondary serverswith the passwords on the primary
server. Onthe primary server, usetheregistry editor (Start > Run > regedit) to find and note the values for the CWEPWD
registry entries under folders cmf, vms, rmeng, and aus under
HKEY_LOCAL_MACHINE\SOFTWARE\OBDC\OBDC.INI. Edit the CWEPWD registry values on any secondary
machine to match those on the primary.
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CHAPTER 6

High Availability and Disaster Recovery in Virtual
Machines

This document explains how to install Cisco Security Management Suite (Security Manager) in aVMware
based high availability (HA) or disaster recovery (DR) environment. Security Manager supportsthe following
scenarios:

* Host-based Failover (Local HA), on page 61
« Fault Tolerance, on page 63

« Disaster Recovery, on page 66

The steps to configure Security Manager in the above scenarios are described as follows:

* Host-based Failover (Local HA), on page 61
* Fault Tolerance, on page 63
« Disaster Recovery, on page 66

Host-based Failover (Local HA)

In this configuration Security Manager isinstalled on avirtual machine on an ESXi host within aVMware
cluster. In the event of a hardware failure on the existing ESXi host, the host-based failover configuration
automatically starts up the same virtual machine (VM) on another host within the VMware cluster.

TheVMware HA agent monitorsthe heartbeats, which are sent every second (by default), between the primary
and the secondary hosts to detect host failure. It is recommended that you configure redundant heartbeat
networks. This alows reliable detection of failures and helps to prevent isolation conditions from occurring.

The same primary VM, with the same Operating System and Application Volume, is started on a different
ESXi host. The hosthame and | P address remain the same in host-based failover configuration. This
configuration works with shared SAN infrastructure between the physical hosts. This process of failover to
another host may take few minutes.

Note

The following configuration is meant for reference only. You must refer to the VMware documentation for
the specific steps to set up the VMware infrastructure. The steps described in this chapter are not Security
Manager specific steps.
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Prerequisites for Creating VMware HA Clusters

The following prerequisites must be met for creating VMware clusters:

« All virtual machines and their configuration files must reside on shared storage, such as a Storage Area
Network (SAN).

» The ESXi hosts must be configured to have access to the same virtual machine network.
« Each host in the VMware HA cluster must have a host name assigned to it and a static IP address.

 There must be CPU compatibility between the hosts. Anideal cluster isa cluster with exactly the same
hardware and memory size.

* It isrecommended that you use redundant Service Console and VMkernel networking configuration.

Configuring Security Manager for Host-based Failover

Follow these steps to configure Security Manager for host-based failover:

Step 1 Configure two physical hosts that meet the requirements described in the Deployment Planning Guide for Cisco Security
Manager 4.24.
Note The CPUs on each of the hosts must be compatible.

Step 2 Install VMware ESXi on each of the hosts that you created in Step 1.

Step 3 Create a VMware cluster and add the hosts to the cluster.

Step 4 Configure vSphere HA settings on the ESXi hosts. See VMware documentation for more information.

Step 5 Create a VM on one of the ESXi hosts. See Deployment Planning Guide for Cisco Security Manager 4.24 for more
information.

Step 6 Install Security Manager on the VM you created in Step 5. See Installation Guide for Cisco Security Manager 4.24 for
more information.

Step 7 Start Security Manager.
In the event of a hardware failure on the ESXi host on which Security manager isinstalled on aVM, the VM is moved
to the other ESXi host within the cluster and the VM is started. This movement takes a few minutes to complete and
hence there is a downtime.

Limitations

The following limitations exist in the host-based failover configuration:

* You need to manually restart the virtual machine on the failed host.

« If an application stops running on the VM on afailed host and the application data becomes corrupt,
then even though the VM ismanually restarted after thefailover, the application may still remain unusable.

« If ahost inthe VMware cluster |osesits connection to the heartbeat network but the host itself isrunning,
itisisolated from the cluster. In this event, VMware High Availability solution waits for 12 seconds
before it decides that the host isisolated from the cluster.
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Note Application-based monitoring is not supported in Security Manager. This meansthat if a Security Manager
process stops running, it will not be restarted automatically. You must manually resolve the problem and
restart the process, and then manually restart Security Manager.

Fault Tolerance

In the VMware Fault Tolerance configuration, when a hardware failure is detected on a host, a second VM
is created on a different host and Security Manager starts running on the second VM without an interruption
of service. VMware Fault Tolerance enables anew level of guest redundancy. VMware Fault Tolerance
implies that two copies of the VM are maintained, each on separate hosts. This feature can be enabled by
turning on Fault Tolerance on the VM on which Security Manager has been installed.

The key difference between VMware's Fault Tolerance and Host-based Failover (HA) solutionsisin the
interruption to the VM operation in the event of an ESX/ESXi host failure. Fault tolerant systems instantly
transition to a new host, whereas high-availability systems see the VMsfail on the host before restarting on
another host. The VM on the host that has failed is called the Primary VM and the VM that takes over isthe
Secondary VM. Thefailover from the Primary to Secondary VM isdynamic with the Secondary VM continuing
to run from the exact point where the Primary VM left. This process happens automatically with no dataloss,
downtime, or interruption of services. After the dynamic failover, the Secondary VM becomesthe new Primary
VM and anew Secondary VM is spawned automatically.

\}

Note The following configuration is meant for reference only. You must refer to the VMware documentation for
the specific steps to set up the VMware infrastructure. The steps described in this chapter are not Security
Manager specific steps.

Creating Fault Tolerant Systems
Prerequisites
The following prerequisites must be met to be able to create Fault Tolerance systems:

» Make surethat all versions of the VMware software used in a Fault Tolerant environment are compatible
as per thelist in the vSphere Compatibility Matrix. See VMware Compatibility Guide for more
information.

* On ahardware and guest Operating System level, only certain processors and Operating Systems are
supported. For information about the support, see the VMware Guest OS Compatibility Guide at
http://www.vmware.com. Further, to check whether your existing VMware setup is suitable for Fault
Tolerance, run the site survey at https://www.vmware.com/support/shared_utilities.

« Enable Hardware Virtualization in the BIOS for each host in the cluster. Since the process for enabling
Hardware Virtualization differs for each BIOS, contact your hardware vendor for specific instructions
on enabling Hardware Virtualization.

» Make sure that all ESX hosts used by VMware Fault Tolerance are members of aVMware High
Availability (HA) cluster. You must enable VMware HA for VMware Fault Tolerance to function. For
information about enabling VMware HA seethevSphere Availability Guide at http://www.vmware.com.
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» Make sure that the ESX hosts that run the primary and secondary Fault Tolerance nodes are running the
same build of ESX. Additionally, make sure to apply the patches that have been released as the patches
contain improvements to the VMware Fault Tolerance features.

» Make sure you have configured the following for your environment to enable VMware Fault Tolerance:

» The virtual machine must reside on shared storage, that is, storage that is visible to all ESX hosts
in the cluster.

* Storage must be FC SAN, iSCSI or NFS, and not local storage.
« Virtual machines muct not have snapshots. If there are snapshots, you must commit them before
proceeding.
» Make sure to perform the following tasks to configure networking in your Fault Tolerance environment:

* Define a separate VMkernel port group for Fault Tolerance logging. See the ESX Configuration
Guide for instructions to create the port group.

» Define the Fault Tolerance logging and VMotion port groups and assign a physical network card
for uplink. This network card must be of at least 1GB size. It isrecommended that you use a 10GB
network card.

* Enable use of Jumbo Frames for the Fault Tolerance logging. For detailed steps, see the Advanced
Networking section of the ESX Configuration Guide.

» VMware recommends enabling fully redundant NI Csto ensure availability, although Fault Tolerance
can function without it.

After you have configured your environment as per the list of prerequisites, make sure you turn ON Fault

Tolerance as shown in the following figure.
Figure 423485
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Figure 5: Turning on Fault Tolerance
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Note

Security Manager must have a minimum of six virtual CPUs for Small Deployment, with VMware ESXi
version 5.102 up to ESXi version 6.0. See Cisco Security Manager Deployment Planning Guide for more

information.

Note

Fault tolerant virtual machine on vCenter Server version 5.x supports one virtual CPU per protected virtual
machine. vCenter Server version 6.0 supports up to four virtual CPUs depending on the licensing.
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Disaster Recovery

Security Manager uses the VMware vCenter Site Recovery Manager tool with VMware vSphere Replication
for disaster recovery and management.

Site Recovery Manager integrates natively with V Mware vSphere Replication and supports a broad set of
high-performance array-based replication products to reliably copy virtual machines across sites according
to business requirements. Site Recovery Manager is an extension to VMware vCenter Server that delivers a
disaster recovery solution that helpsto plan, test, and run the recovery of virtual machines. Site Recovery
Manager can discover and manage replicated datastores, and automate migration of inventory between vCenter
Server instances.

System Requirements

Hardware Requirements
For hardware requirements, see the VMware Ste Recovery Manager 6.1 Documentation Center at
http://www.vmware.com

Software Requirements

Following arethe high level software requirementsfor setting up the VMware Site Recovery Manager solution
for Disaster Recovery:

* Virtual Center 6.0 license applied on both the primary (protected) and recovery sites.
» ESXi Server 6.0 licenses applied on both primary and recovery sites.
* V Sphere SRM 6.0 license applied on both primary and recovery sites.

» SQL Server Database for Site Recovery Manager installed on both primary and recovery sites.

\}

Note All VMware tools must be on version 6.0.

\)

Note \/Mware Disaster Recovery solution has been tested with VMware Site Recovery Manager. However, other
VMware solutions might also work with Security Manager.

Configuring VMware Site Recovery Manager

Follow these stepsto install Site Recovery Manager on the vCenter server:

Step 1 Start the installation of Site Recovery Manager by clicking install.exe.
Step 2 Accept the VMware End User License Agreement.
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Step 3 On the VMware vCenter Site Recovery Manager—vSphere Replication window, select I nstall vSphere Replication
and then click Next.

Step 4 Enter the vCenter Server Address, Port (81, by default), Username, and Password.
Step 5 Accept the security warning.

Step 6 On the VMware vCenter Site Recovery Manager—Certificate Type Selection window, select the Certificate Source as
Automatically Generate a Certificate.

Step 7 Enter the vCenter Server information:
On the VMware vCenter Site Recovery Manager Extension window, enter the following:
* Local Site name—The V Center site Fully Qualified Domain Name.
o Administrator Email—The Administrator’s email as per your organizational requirements.
« Additional Email—Any additional email ID that you may wish to enter.
* Local Host—Current Host IP Address; thisis automatically populated.

* Listener Ports
* SOAP Port—Default is 8095.

* HTTP Port—Default is 9085.

* API Listener Port—Default is 9007.

Step 8 The Site Recovery Manager Server requires its own database, which it uses to store data such as recovery plans and
inventory information.The Site Recovery Manager database isacritical part of a Site Recovery Manager installation.
You must create the Site Recovery Manager database and establish a database connection before you can install Site
Recovery Manager.

On the VMware vCenter Site Recovery Manager—Database Configuration window, enter the following, and then click
Next:

* Select Database Client type from the drop-down list.
« Enter or select Data Source Name. Click ODBC DSN Setup... to set up a System DSN.
* Enter the Database Username and Password.

« Enter the Connection Count and Maximum Connections.
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Figure 6: Database Configuration
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Step 9 Click Next to complete the installation of Site Recovery Manager.

Note Each Site Recovery Manager site requires its own instance of the Site Recovery Manager database. Use a
different database server instance to run the individual Site Recovery Manager databases for each site. If you
use the same database server instance to run the databases for both the sites, and if the database server experiences
aproblem, neither Site Recovery Manager site will work and you will not be able to perform arecovery.

Configuring vCenter

Follow these steps to configure vCenter on the Protected Site.

The vCenter server details are those that you provided in Step 7. The Site Recovery Manager 5.5 Plug-in
Manager will be enabled after you provide the vCenter server information.

Step 1 From the Plug-in Manager, download and install the VMware vCenter Site Recovery Manager extension.

Note The above step is applicable only for Site Recovery Manager version 5.5. For Site Recovery Manager version
6.0 you no longer need to install the Plug-in as it supports vSphere web client.

Figure 8: Pulg-in Manager

@ Plug-in Manager

Plig-in Mame | Wendaor | Yersion | Skatus | Description
Installed Plug-ins
(‘_'}g Yiiware vwCenker Skarage Man..,  WMware Inc, 5.5 Enabled Skarage Manikaring and
Reporting
(‘} Wiware waphere Update Ma,..  WMware, Inc, 5.5.0.... Enabled Wiware wSphere Update
Manager exkension
(‘} wi_enter Service Status Whware, Inc. 5.5 Enabled Displays the health status of
WiZEnter services
(‘} w_enter Hardware Status Wiware, Inc, 5.5 Enabled Displays the hardware skatus of
hiosts (I monitoring)
Available Plug-ins
(‘} YR Management Whware, Inc, 5.5.1.0 HMoclientsided,.. +w3phere Replication Management:
(YR
(‘} VMware vCenter SiteRecove...  WMware, Inc. 551 Download and 1,..  WMware wCenker Site Recovery

Manager extension

Help |

| F‘rI:ugrE:

Step 2 To configure and manage Site Recovery Manager, click Site Recovery on the Home page.
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Note The above step is applicable only for Site Recovery Manager version 5.5. For Site Recovery Manager version
6.0 you no longer need to install the Plug-in as it supports vSphere web client.

Figure 9: Site Recovery Manager 5.5
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The following image shows the vSphere web client that you can use to access Site Recovery Manager version 6.0:
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Figure 10: VMware vShpere Web Client
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Configuring the Recovery Site

Perform the tasks described in Configuring VMware Site Recovery Manager, on page 66 and Configuring
vCenter, on page 69 on the Recovery Site.
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Configuring Replication

Perform the following tasks on the Protected Site and Recovery Site. These steps are applicable for site
Recovery Manager versions 5.5 and 6.0:

« Configure the Protection and Replication sites
« Configure the Inventory

« Install and configure the vSphere Replication
« Configure Protection Groups

* Configure Recovery Plans

See the VMware User Guide at the VMware vCenter Ste Recovery Manager versions 5.5 and 6.0
Documentation Center for more information.

Installing Security Manager in Disaster Recovery Environment

\}

After configuring Site Recovery Manager on both the Protected and Recovery sites, you must install Security
Manager on the VM of the Protected site. To install Security Manager, see Installation Guide for Cisco
Security Manager 4.24.

TheVMware Site Recovery Manager tool replicatestheinstallation onto the Recovery site. The synchronization
between the Protected and recovery sites is performed based on the bandwidth and data size of the Protected
site. After enabling Site Recovery Manager on the Protected site host, vSphere Replication performsaniinitial
full synchronization of the source VM and its replica to the Recovery site.

After afull synchronization is completed for the first time, vSphere Replication is performed based on the
Recovery Point Objective (RPO) timeinterval configured in the Site Recovery Manager.

Note

A

You must configure the RPO time interval based on the environment, that is, the bandwidth and data size.

Caution

It isrecommended that you allow at least 15 minutes of grace time for the Security Manager servicesto come
up on the Recovery site before stating to work with the application. If the grace timeis not allowed, Security
Manager may not start properly and this might lead to reinstalling the application.

If Security Manager isintegrated with Access Control Server (ACS), for authentication purposes, you must
providethe P addresses of both the Protected and Recovery sites (where Security Manager has been installed)
as AAA client to the ACS server.

Note

Beginning with Cisco Security Manager 4.21, Cisco Identity Services Engine (ISE) can be used for
authentication purposes, in the place of earlier ACS server.
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APPENDIX A

VCS Resource Views for the Reference
Configurations

This section provides information about Veritas Cluster Server (VCS) resource and service group views for
the HA/DR Security Manager configurations described in this document. Figure A-1 through Figure A-5
illustrate the dependencies among resourcesin a service group or the dependencies among service groups. In
the figures, the line between two resources represents a dependency, or parent-child relationship. Resource
dependencies specify the order in which resources are brought online and taken offline. During failover, the
resources closest to the top of the figure must be taken offline before the resources linked to them are taken
offline. Similarly, the resources that appear closest to the bottom of the figure must be brought online before
the resources linked to them can come online. A resource that depends on other resourcesis aparent resource.
The figure links a parent resource icon to a child resource icon below it.

This appendix covers the following topics:

» VCS Resource Views for the Reference Configurations, on page 73

VCS Resource Views for the Reference Configurations

This section provides information about Veritas Cluster Server (VCS) resource and service group views for
the HA/DR Security Manager configurations described in this document. Figure A-1 through Figure A-5
illustrate the dependencies among resourcesin a service group or the dependencies among service groups. In
the figures, the line between two resources represents a dependency, or parent-child relationship. Resource
dependencies specify the order in which resources are brought online and taken offline. During failover, the
resources closest to the top of the figure must be taken offline before the resources linked to them are taken
offline. Similarly, the resources that appear closest to the bottom of the figure must be brought online before
the resources linked to them can come online. A resource that depends on other resourcesis aparent resource.
The figure links a parent resource icon to a child resourceicon below it.

Single Local Cluster (Dual-Node) Configuration

Figure A-1 shows the Veritas Cluster Server (VCS) resource views for asingle cluster with two serversin
the cluster.
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Figure 11: Resource View: APP Group (Single Cluster, Dual Node)
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Dual Geographic Cluster (Single-Node) Configuration

Figure 12: Resource View: APP Group (Dual Cluster, Single Node) through Figure 13: Resource View:
APPrep Group (Dual Cluster, Single Node) show the Veritas Cluster Server (VCS) resource views for adual
cluster configuration with one server in the cluster.
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Figure 12: Resource View: APP Group (Dual Cluster, Single Node)
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Figure 13: Resource View: APPrep Group (Dual Cluster, Single Node)
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Figure 14: Resource View: ClusterService Group (Dual Cluster, Single Node)
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APPENDIX B

High Availability and Disaster Recovery
Certification Test Plan

The HA/DR certification test plan validates that the Security Manager applicationis highly available and can
survive various hardware and software failures. The test plan aso covers maintenance activities, such as
manually switching the application between servers.

Note  Security Manager client sessionsrequire active usersto log in again after an application failover. Thisbehavior
is equivalent to stopping and starting Security Manager services running on the server.

The following test case categories are contained in this appendix:

» Manual Switches, on page 79

« Ethernet/Network Failures, on page 81
* Server Failures, on page 88

» Application Failures, on page 94

Manual Switches

This section coverstwo different types of manual switches. In asingle cluster with two servers, you can switch
between the two serversin the cluster (intracluster switch); in adual cluster configuration with asingle server
in each cluster, you can switch between clusters (intercluster switch).

This section contains the following topics:

« IntraCluster Switch, on page 79
« InterCluster Switch, on page 80

IntraCluster Switch

Test Case Title: Manual application switch within a cluster.
Description: The application is manually switched to a different server in the same cluster using VCS.

Test Setup: A dual node cluster (Figure) in asingle cluster configuration.
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Step 1

Step 2

Step 3

Ensure that the APP service group is running on the primary server. Using the VCS Cluster Explorer, select the APP
service group. From the shortcut menu, select Switch To, and choose the secondary server. Alternatively, issue the
following command:

Example:

C:\> hagrp -switch APP -to secondary_server_nane

From the Resource view of the APP service group, observe that the resources in the service group go offline on the
primary server and then come online on the secondary server. Or issue the following command to observe the status of
the APP service group.

Example:

C:\> hagrp -state APP

From aclient machine, launch the Security Manager client, using the virtual hostname or IP address in the Server Name
field of the login dialog box. Verify that you can log in to the application successfully.

InterCluster Switch

Step 1

Step 2

Step 3

Step 4

Test Case Title: Manual application switch between clusters.
Description: The application is manually switched to a server in adifferent cluster using VCS.

Test Setup: A dual cluster configuration as shown in Figure with a single server in each cluster.

Using the VCS Cluster Explorer, select the APP service group. From the shortcut menu, select Switch To, then Remote
Switch(...), to open the Switch global dialog box. In the dialog box, specify the remote cluster and, if desired, a specific
server in the remote cluster. Alternatively, issue the following command:

Example:

C.\> hagrp -switch APP -any -clus secondary_cl uster_nane

From the Resource view of the APP service group, observethat the resourcesin the service group go offlinein the primary
cluster. Select the root cluster node in the tree and use the Remote Cluster Status view to see that the APP service group
goes online on the remote cluster. Or issue the following command to observe the status of the APP service group.

Example:

C.\> hagrp -state APP

#G oup Attribute System Val ue
APP State csmprimary: <Primary Server> | OFFLI NE|
APP State | ocal cl us: <Secondary Server> | O\NLI NE|

From aclient machine, launch the Security Manager client by entering the appropriate hostname or application | P address
used in the secondary cluster in the Server Name field of the Login dialog box. Verify that you can successfully login
to the application.

Log out of the Security Manager client, and then switch the APP service group to the primary cluster using either the

V CS Cluster Explorer or the following command:

. High Availability Installation Guide for Cisco Security Manager 4.24



| High Availability and Disaster Recovery Certification Test Plan
Ethernet/Network Failures .

Example:

C\> hagrp -switch APP -any -clus primary_cluster_nane

Ethernet/Network Failures

HA/DR configurations have two types of server Ethernet connections. Thefirst are the Ethernet connections
used for network communications (public interfaces); the second are Ethernet interfaces dedicated for
intracluster communications (private interfaces). This section coversfailuretest casesfor each type of Ethernet
interface.

» Network Communication Failures, on page 81

« Cluster Communication Failure, on page 86

Network Communication Failures

This section describes the tests used to verify that VCS can detect failure of the network Ethernet ports used
for network communications. This section contains the following topics:

» Network Ethernet Failure on Secondary Server, Single Cluster, on page 81
» Network Ethernet Failure on Primary Server, Single Cluster, on page 82

» Network Ethernet Failure on Secondary Server, Dual Cluster, on page 83
» Network Ethernet Failure on Primary Server, Dua Cluster, on page 85

Network Ethernet Failure on Secondary Server, Single Cluster

Test Case Title: A failure occursin the network Ethernet connection on the secondary server in asingle cluster
configuration.

Description: Thistest case verifiesthat VCS can detect afailure on the network Ethernet port on the secondary
server and then recover after the failure is repaired.

Test Setup: A dual node cluster (Figure) in asingle cluster configuration with a single network connection
per server.

Step 1 Verify that the application is running on the primary server.
Step 2 Log in to the application from a client machine.

Step 3 Remove the Ethernet cable from the network port on the secondary server to isolate the server from communicating with
the switch/router network. Wait for at least 60 secondsfor VCSto detect the network port failure. Verify that VCS detects
afailure of the NIC resource on the secondary server by running the following command:

Example:

C.\> hastatus -sum
-- SYSTEM STATE
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-- System State Frozen

A <PrimaryServer> RUNNI NG 0

A <SecondaryServer> RUNNI NG 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N ONLI NE

B APP <Secondar ySer ver > Y N OFFLI NE| FAULTED
-- RESOURCES FAI LED

-- Group Type Resour ce System

C APP NI C NI C <Secondar yServer >

Step 4 Restore the Ethernet cable to the network port on the secondary server. Verify that V CS detects that the failure was

cleared by running the following command:

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen

A <PrimaryServer> RUNNI NG 0

A <SecondaryServer> RUNNI NG 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N ONLI NE
B APP <Secondar ySer ver > Y N OFFLI NE

Network Ethernet Failure on Primary Server, Single Cluster

Step 1
Step 2

Test Case Title: A failure occurs in the network Ethernet connection on the primary server in asingle cluster
configuration.

Description: Thistest case verifiesthat VCS can detect afailure on the network Ethernet port of the primary
server and automatically switch the application to the secondary server. After the problem isfixed, you can
switch the application back to the primary server manually.

Test Setup: A dua node cluster (Figure 4: Ethernet and Storage Connections for a Dual-Node Site, on page
13) with a single network connection per server.

Verify that the application is running on the primary server.

Remove the Ethernet cable from the network port on the primary server to isolate the server from communicating with
the switch/router network. Verify that VCS detects a failure of the NIC resource and automatically switches the APP
service group to the secondary server:

Example:

C.\> hastatus -sum

' >

P mw !

SYSTEM STATE

System State Frozen

<Pri maryServer > RUNNI NG 0

<Secondar yServer > RUNNI NG 0

GROUP STATE

G oup System Pr obed Aut oDi sabl ed State

APP <Pri maryServer > Y N OFFLI NE| FAULTED
APP <Secondar yServer > Y N ONLI NE
RESOURCES FAI LED

G oup Type Resour ce System
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C APP NI C NI C <Pri maryServer >
C APP I P APP_| P <Pri maryServer >
Step 3 Verify that you can log in to the application whileit is running on the secondary server.
Step 4 Replace the Ethernet cable on the network port of the primary server and manually clear the faulted IP resource on the

primary server:

Example:

C.\> hares -clear APP_IP -sys prinmary_server_nane

Step 5 Manually switch the APP service group back to the primary server.

Example:

C.\> hagrp -switch APP -to prinmary_server_nane

Network Ethernet Failure on Secondary Server, Dual Cluster

Test Case Title: A failure occursin the network Ethernet connection on the secondary server in adual cluster
configuration.

Description: Thistest case verifiesthat VCS can detect afailure on the network Ethernet port and then recover
after the failureis repaired.

Test Setup: A dual cluster configuration (Figure) with asingle node in each cluster and a single Ethernet
network connection for each server.

Step 1 Verify that the APP service group is running on the primary cluster/server.
Step 2 Log in to the Security Manager from a client machine.
Step 3 Remove the Ethernet cable from the network port on the server in the secondary cluster. Thisisolates the server from

communi cating with the switch/router network and interrupts replication. From the primary server, verify that replication
was interrupted (disconnected) by running the following command:

Example:

C\> vxprint -Pl

Di skgroup = dat adg

R i nk © rlk_172_6037

info : timeout =500 packet _si ze=1400
| at ency_hi gh_nmar k=10000 | at ency_| ow_nar k=9950
bandwi dt h_l i m t =none

state : stat e=ACTI VE
synchronous=of f | atencyprot=off srl prot=off
assoc : rvg=CSM_RVG

renot e_host =172. 25. 84. 34

r enot e_dg=dat adg
remote_rlink=rlk_172_32481
| ocal _host=172. 25. 84. 33

pr ot ocol : UDP/IP
flags . wite attached consi stent di sconnected

Step 4 Run the following command from the primary server to verify that communication with the secondary cluster was lost:
Example:
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Step 5

Step 6

C.\> hastatus -sum
-- SYSTEM STATE

-- System State
<Pri maryServer > RUNNI NG 0
-- CGROUP STATE
-- Goup System Pr obed
B APP <Pri maryServer > Y
B APPrep <Pri maryServer > Y
B CusterService <PrinmaryServer> Y
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csm secondary ALl VE
-- REMOTE CLUSTER STATE
-- Cluster State
csm secondary LOST_CONN
-- REMOTE SYSTEM STATE
-- cluster:system State
csm secondary: <SecondaryServer> RUNNI NG
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed

O APP csm secondary: <SecondaryServer> Y

Frozen

High Availability and Disaster Recovery Certification Test Plan |

Aut oDi sabl ed State
N ONLI NE
N ONLI NE
N ONLI NE
Frozen
0
Aut oDi sabl ed State
N OFFLI NE

Resttach the network Ethernet cable to the secondary server and verify that replication resumed.

Example:

C\> vxprint -Pl
Di skgroup = dat adg

R i nk : rlk_172_6037
info : timeout =29 packet_si ze=1400
I at ency_hi gh_mar k=10000 | at ency_| ow_nar k=9950
bandwi dt h_I i m t =none
state st at e=ACTI VE
synchronous=of f | atencyprot=off srl prot=off
assoc rvg=CSM_RVG
renmot e_host =172. 25. 84. 34
r enot e_dg=dat adg
remote_rlink=rlk_172_32481
| ocal _host=172. 25. 84. 33
pr ot ocol ubpP/ | P
flags wite attached consi stent connected

Verify that communications to the secondary cluster has been restored.

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State

<Pri maryServer > RUNNI NG 0
-- CGROUP STATE
-- Goup System Pr obed
B APP <Pri maryServer > Y
B APPrep <Pri maryServer > Y
B CusterService <PrimaryServer> Y
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csm secondary ALl VE
-- REMOTE CLUSTER STATE
-- Cluster State

csm secondary RUNNI NG

REMOTE SYSTEM STATE

Frozen

Aut oDi sabl ed State

N ONLI NE
N ONLI NE
N ONLI NE
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-- cluster:system State Frozen
csm secondary: <SecondaryServer> RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csm secondary: <SecondaryServer> Y N OFFLI NE

Step 7
service group on the secondary as follows:

Example:

C.\> hares -clear APP_IP

If replication has not recovered you may need to manually clear the | P resource if it has faulted and then start the APPrep

C.\> hagrp -online APPrep -sys secondary_server_nane

Network Ethernet Failure on Primary Server, Dual Cluster

Test Case Title: A failure occurs in the network Ethernet connection on the primary server.

Description: Thistest case verifiesthat VCS can detect afailure on the primary server network Ethernet port
and can recover by starting the application on the secondary server. After the Ethernet connection isrestored,
you can manually fail over back to the original primary server, retaining any data changes that were made

while running on the secondary.

Test Setup: A dual cluster configuration (Figure) with a single node in each cluster.

Step 1
Step 2

Verify that the APP service group is running on the primary cluster.
Remove the network Ethernet cable from the port on the server in the primary cluster to isolate the server from

communicating with the switch/router network. VCS should detect this as afailure of the IP and NIC resources. Verify
that V CS detected the failure and brought down the APP service group.

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen
A <Pri maryServer > RUNNI NG 0
-- GROUP STATE
-- Goup System Pr obed Aut oDi sabl ed State
B APP <Pri maryServer > Y N OFFLI NE
B APPrep <Pri maryServer > Y N OFFLI NE| FAULTED
B CdusterService <PrinmaryServer> Y N ONLI NE
-- RESCQURCES FAI LED
-- Goup Type Resour ce System
C APPrep I P APP_I P <Pri maryServer >
C APPrep NI C NI C <Pri maryServer >
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csm secondary DOMN
-- REMOTE CLUSTER STATE
-- Custer State
csm secondary FAULTED
-- REMOTE SYSTEM STATE
-- cluster:system State Frozen
csm secondary: <Secondar yServer > FAULTED 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
APP csm secondary: <SecondaryServer> Y N OFFLI NE
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Step 3

Step 4

Step 5
Step 6

Step 7

Step 8

Step 9

Start the APP service group on the secondary cluster using the following command on the secondary server:

Example:

C:\> hagrp -online -force APP -sys secondary_server_nanme

From your client machine, log in to Security Manager to verify that it is operational. Change some data so that you can
verify that changes are retained when you switch back to the primary server.

Reconnect the network Ethernet cable to the primary cluster server.
Clear any faults on the IP resource and turn on the APPrep service from the primary server:

Example:

C.\> hares -clear APP_IP
C.\> hagrp -online APPrep -sys primary_server_nane

Convert the original primary RV G to secondary and synchronize the data volumes in the original primary RVG with the
data volumes on the new primary RV G using the fast failback feature. Using the Cluster Explorer for the secondary
cluster, right-click the RVGPrimary resource (APP_RVGPrimary), select actions, then select fbsync from the Actions
dialog box, and then click OK. Alternatively, you can issue the following command:

Example:

C.\> hares -action APP_RVGPrinmary fbsync O -sys secondary_server_nane

Using the VCS Cluster Explorer on the secondary cluster, select the APP service group. From the short-cut menu, select
Switch To, then Remote Switch(...), to open the Switch global dialog box. In the dialog box, specify the primary cluster
and the primary server. Alternatively, issue the following command:

Example:

C.\> hagrp -switch APP -any -clus prinarycluster

Log in to the application to verify that the changes you made on the secondary server were retained.

Cluster Communication Failure

Test Case Title: Failures occur in the Ethernet used for cluster communication.

Description: The dedicated Ethernet connections used between serversin the cluster for intracluster
communication fail. The test verifiesthat the cluster communi cations continue to function when up to two of
the three redundant communication paths are lost.

Test Setup: A dual-node cluster (Figure) in asingle cluster configuration, with two dedicated cluster
communication Ethernet connections and alow-priority cluster communication connection configured on the
network Ethernet connection.

Note In addition to the commands given in thistest case, you can monitor the status of the cluster communications
from the Cluster Explorer by selecting the root node in the tree and selecting the System Connectivity tab.
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Step 1

Step 2
Step 3

Step 4

Step 5

Step 6

High Availability and Disaster Recovery Certification Test Plan .

I ssue the following command to verify that all systems are communicating through GAB.

Note Group Membership Services/Atomic Broadcast (GAB) isaVCS protocol responsible for cluster membership
and cluster communications.

Example:

# gabconfig -a
GAB Port Menbershi ps

Port a gen e8cc02 nenbership 01
Port h gen e8cc01 nmenbership 01

Remove the Ethernet cable from the first dedicated Ethernet port used for cluster communication on the primary server.

Issue the following command to view the detailed status of the links used for cluster communication and verify that the
first dedicated cluster communication port is down.

Note The asterisk (*) in the output indicates the server on which the command isrun. The server where the command
isrun always showsitslinksup, evenif one or more of those ports are the onesthat are physically disconnected.

Example:

# |ltstat -nvv
LLT node i nfornation:
Node State Link Status Address
* 0 <PrimaryServer> OPEN
Adapt er 0 uP 00: 14: 5E: 28: 52: 9C
Adapterl uP 00: 14: 5E: 28: 52: 9D
Adapt er 2 uP 00: OE: OC: 9C: 20: FE
1 <SecondaryServer> OPEN
Adapt er 0 DOMN
Adapterl uP 00: 14: 5E: 28: 27: 17
Adapt er 2 uP 00: OE: 0OC: 9C: 21: C2

If you configured alow-priority heartbeat link on the network interface, remove the Ethernet cable from the second
dedicated Ethernet port used for cluster communication on the primary server.

I ssue the following command to verify that al systems are communicating through GAB. Also confirm that both servers
in the cluster are now in a Jeopardy state, since each server has only one heartbeat working.

Example:

# gabconfig -a
GAB Port Menbershi ps

Port a gen e8cc02 menbership 01
Port a gen e8cc02 jeopardy ;1
Port h gen e8cc01 menbership 01
Port h gen e8cc0l1 jeopardy ;1

Issue the following command to view the detailed status of the links used for cluster communication and verify that the
second dedicated Ethernet port for cluster communications on the primary server is down.

Example:

# lltstat -nvv
LLT node infornmation:
Node State Link Status Address
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* 0 <PrimaryServer> OPEN
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Adapter0  UP 00: 14: 5E: 28: 52: 9C
Adapterl UP 00: 14: 5E: 28: 52: 9D
Adapter2  UP 00: OE: 0C: 9C: 20: FE
1 <SecondaryServer> OPEN
Adapt er0 DOMN
Adapterl UP 00: 14: 5E: 28: 27: 17
Adapt er 2 DOMWN
Step 7 Replace the Ethernet cable on the second dedicated Ethernet port for cluster communications on the primary server.

Step 8 Verify that the Jeopardy condition was removed by issuing the following command:

Example:

# gabconfig -a
GAB Port Menber shi ps

Port a gen e8cc02 nenbership 01
Port h gen e8cc01 nenbership 01

Step 9 Replace the Ethernet cable on the first dedicated Ethernet port for cluster communications on the primary server.

Server Failures

This section covers causing server failures by removing the power from the server to cause afailure. Four

cases are covered:

« Standby Server Failure, Single Cluster, on page 88

 Primary Server Failure, Single Cluster, on page 89

« Standby Server Failure, Dual Cluster, on page 90

* Primary Server Failure, Dual Cluster, on page 92

Standby Server Failure, Single Cluster

Test Case Title: The standby server in asingle cluster configuration fails.

Description: Thistest case verifies that the application running in the primary server is unaffected and that
after the standby server isrepaired, the application can successfully rejoin the cluster configuration.

Test Setup: A dual node cluster (Figure 4: Ethernet and Storage Connections for a Dual-Node Site, on page
13) with two dedicated cluster communication Ethernet connections and alow-priority cluster communication

connection on the network Ethernet connection.

Step 1 Verify that the application is running on the primary server in the cluster.

Example:

C.\> hastatus -sum
-- SYSTEM STATE
-- System State

Frozen
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Step 2

Step 3

Primary Server Failure, Single Cluster .

A  <PrimaryServer> RUNNI NG 0

A <SecondaryServer> RUNNI NG 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N ONLI NE
B APP <Secondar yServer > Y N OFFLI NE

Remove the power for the secondary server and verify that VCS detected the failure and that the application continues
to operate on the primary server.

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen

A <PrimaryServer> RUNNI NG 0

A <SecondaryServer> FAULTED 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State
B APP <Pri maryServer > Y N ONLI NE

Reapply power and boot the secondary server. After the server recovers, verify that it rejoined the cluster in a healthy
state by running the following command. The output should be identical to the output in Step 1.

Example:

C.\> hastatus -sum

Primary Server Failure, Single Cluster

Step 1

Step 2

Test Case Title: The primary server in asingle cluster fails.

Description: Thistest case verifiesthat if aprimary server fails, the application starts running on the secondary
server and that after the primary server isrestored, the application can be reestablished on the primary server.

Test Setup: A dual node cluster (Figure).

Verify that the APP service group is running on the primary server in the cluster by examining the output of the following
command:

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen

A <PrimaryServer> RUNNI NG 0

A <SecondaryServer> RUNNI NG 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N ONLI NE
B APP <Secondar ySer ver > Y N OFFLI NE

Remove the power from the primary server and verify that VCS detected the failure and that the APP service group
automatically moved to the secondary server.

Example:
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Step 3
Step 4

Step 5

C.\> hastatus -sum
-- SYSTEM STATE

- System State
<Pri maryServer > FAULTED
<Secondar yServer > RUNNI NG
- GROUP STATE
-- Group

B APP

>> !

System

<Secondar yServer >
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Frozen

0

0
Pr obed Aut oDi sabl ed
Y N

State
ONLI NE

Verify that you can successfully log in to Security Manager from a client machine.

Restore the power to the primary server and verify that the server can rgjoin the cluster in a healthy condition. Run the
following command. The output should be identical to the output in Step 1.

Example:

C.\> hastatus -sum

Manually switch the APP service group back to the primary server.

Example:

C.\> hagrp -switch APP -to prinmary_server_nane

Standby Server Failure, Dual Cluster

Test Case Title: The standby server in adua cluster configuration fails.

Step 1

Description: Thistest case verifiesthat an application running in the primary cluster isunaffected by a standby
server failure and that after the standby server is repaired, the application can successfully rejoin the dual

cluster configuration.

Test Setup: A dual cluster configuration, with replication (Figure), with asingle node in each cluster.

Verify that the APP and ClusterService service groups are running in the primary cluster by running the following

command on the primary server:

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State

<Pri maryServer > RUNNI NG
-- GROUP STATE
-- Goup System
B APP <Pri maryServer >
B APPrep <Pri maryServer >
B CusterService <PrimaryServer>
-- WAN HEARTBEAT STATE
-- Heartbeat To
L lcnp csm secondary

- REMOTE CLUSTER STATE
-- Cluster State
csm secondary RUNNI NG
-- REMOTE SYSTEM STATE
-- cluster:system

Frozen
0
Pr obed Aut oDi sabl ed
Y N
Y N
Y N
State
ALI VE

Frozen
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N csm secondary: <Secondar yServer > RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csm secondary: <SecondaryServer> Y N OFFLI NE
Step 2 Remove the power from the secondary server and verify that the primary cluster detects aloss of communication to the

secondary cluster:

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen
<Pri maryServer > RUNNI NG 0
-- CGROUP STATE
-- Goup System Pr obed Aut oDi sabl ed State
B APP <Pri maryServer > Y ONLI NE
B APPrep <Pri maryServer > Y ONLI NE
B CusterService <PrimaryServer> Y ONLI NE
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csm secondary ALl VE
-- REMOTE CLUSTER STATE
-- Cluster State
csm secondary LOST_CONN
-- REMOTE SYSTEM STATE
-- cluster:system Frozen
csm secondary: <Secondar ySer ver > RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csm secondary: <SecondaryServer> Y N OFFLI NE

Step 3 Restore the power to the secondary server. After the server restarts, verify that the primary cluster reestablished
communications with the secondary cluster by running the following command. The output should be identical to the

output in Step 1.

Example:

C.\> hastatus -sum

Step 4 Verify that the replication is operational and consistent by running the following command:

Example:

C\> vxprint -Pl

Di skgroup = Basi cG oup
Di skgroup = dat adg
R i nk © rlk_172_6037
info : tineout=16 packet _size=1400
| at ency_hi gh_mar k=10000 | at ency_| ow_mar k=9950
bandwi dt h_I i m t =none
state : stat e=ACTI VE
synchronous=of f | atencyprot=off srl prot=off
assoc : rvg=CSM RVG
renot e_host =172. 25. 84. 34
renot e_dg=dat adg
remote_rlink=rlk_172_32481
| ocal _host=172. 25. 84. 33
pr ot ocol : UDP/IP
flags : wite attached consi stent connected
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Primary Server Failure, Dual Cluster

Test Case Title: The primary server in

Description: Thistest case verifiesthat
server and that after the primary server

Test Setup: A dual cluster configuratio
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adual cluster configuration fails.

if aprimary server fails, the application starts running on the secondary
isrestored, the application can be reestablished on the primary server.

n, with replication (Figure), with a single node in each cluster.

Step 1 Verify that the APP and ClusterService service groups are running in the primary cluster by running the following
command from the secondary server:
Example:
C:\> hastatus -sum
-- SYSTEM STATE
-- System State Frozen
<Secondar ySer ver > RUNNI NG 0
-- GROUP STATE
-- Goup System Pr obed Aut oDi sabl ed State
B APP <Secondar ySer ver > Y N OFFLI NE
B APPrep <Secondar ySer ver > Y N ONLI NE
B CdusterService <SecondaryServer> Y N ONLI NE
-- WAN HEARTBEAT STATE
-- Heart beat To State
L lcnp csm primary ALI VE
-- REMOTE CLUSTER STATE
-- Custer State
csmprimary RUNNI NG
-- REMOTE SYSTEM STATE
-- cluster:system State Frozen
csm primary: <Pri maryServer> RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csmprimary: <Pri maryServer> Y N ONLI NE
Step 2 Remove the power from the primary server to cause a server failure. Verify that the secondary cluster reported aloss

of connectivity to the primary cluster.

Example:

C.\> hastatus -sum
SYSTEM STATE

-- System State
<Secondar ySer ver > RUNNI NG
-- GROUP STATE
-- Goup System
B APP <Secondar ySer ver >
B APPrep <Secondar ySer ver >
B CdusterService <SecondaryServer>
-- WAN HEARTBEAT STATE
-- Heart beat To
L lcnp csmprimary
-- REMOTE CLUSTER STATE
-- Custer State
csmprimary LOST_CONN

REMOTE SYSTEM STATE

cluster:system State
csm primary: <Pri maryServer> RUNNI NG
REMOTE GROUP STATE

Frozen
0
Pr obed Aut oDi sabl ed State
Y N OFFLI NE
Y N ONLI NE
Y N ONLI NE
State
ALl VE
Frozen
0
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-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csmprimary: <PrimaryServer> Y N ONLI NE
Step 3 Confirm that the state of the replication is disconnected. You can see this state from the flags parameter in the output

of the following command:

Example:

C\> vxprint -Pl

Di skgroup = Basi cG oup
Di skgroup = dat adg
R i nk : rlk_172_32481
info : timeout =500 packet _si ze=1400
| at ency_hi gh_mar k=10000 | at ency_| ow_mar k=9950
bandwi dt h_Il i m t =none
state : stat e=ACTI VE
synchronous=of f | atencyprot=off srl prot=off
assoc : rvg=CSM _RVG
renot e_host =172. 25. 84. 33
renot e_dg=dat adg
renote_rlink=rlk_172_6037
| ocal _host=172. 25. 84. 34
pr ot ocol : UDP/I P
flags . wite attached consistent disconnected
Step 4 Start the application on the secondary server by using the following command.
Example:

C:\> hagrp -online -force APP -sys secondary_server_nane

Step 5 Log in to the application and change some data so that you can verify later that changes made while the application
operating on the secondary server can be retained when you revert to the primary server.

Step 6 Restore power to the primary server and allow the server to fully start up.

Step 7 Verify the status of the replication to show that the replication is connected; however, the two sides are not synchronized.
Example:

C\> vxprint -Pl

Di skgroup = Basi cG oup

Di skgroup = dat adg

Rl i nk :rlk_172_32481

info : timeout =500 packet _si ze=1400
| at ency_hi gh_mar k=10000 | at ency_| ow_nar k=9950
bandw dth_l i m t=none

state : stat e=ACTI VE
synchronous=off | atencyprot=off srl prot=off
assoc : rvg=CSM_RVG

renot e_host =172. 25. 84. 33
renot e_dg=dat adg
renote_rlink=rlk_172_6037
| ocal _host =172. 25. 84. 34

pr ot ocol : UDP/ I P
flags . wite attached consistent connected dcm | oggi ng fail back_| oggi ng
Step 8 Convert the original primary RV G to secondary and synchronize the data volumesin the original primary RVG with

the data volumes on the new primary RV G using the fast failback feature. Using the Cluster Explorer for the secondary
cluster, right-click the RvVGPrimary resource (APP_RVGPrimary), select actions, then select fbsync from the Actions
dialog box, and then click OK. Alternatively you can issue the following command:
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Step 9

Step 10

Step 11

Example:

C:\> hares -action APP_RVGPrimary fbsync O -sys secondary_server_nane

Verify that the current secondary (former primary) is synchronized with the current primary (former secondary) by
looking for the keyword consistent in the flags parameter of the output of the following command:

Example:

C\> vxprint -Pl
Di skgroup = Basi cG oup

Di skgroup dat adg
R i nk ©orlk_172_32481
info : timeout =29 packet_si ze=1400
| at ency_hi gh_mar k=10000 | at ency_| ow_nar k=9950
bandwi dt h_l i m t =none
state : stat e=ACTI VE
synchronous=of f | atencyprot=off srl prot=off
assoc : rvg=CSM_RVG
renmot e_host =172. 25. 84. 33
renmot e_dg=dat adg
remote_rlink=rlk_172_6037
| ocal _host=172. 25. 84. 34
pr ot ocol : UDP/ I P
flags . wite attached consistent connected

Using the VCS Cluster Explorer on the secondary cluster, select the APP service group. From the shortcut menu, select
Switch To, then Remote Switch(...) to open the Switch global dialog box. In the dialog box specify the primary cluster
and the primary server. Alternately issue the following command, where primarycluster is the name of the primary
cluster:

Example:

C:\> hagrp -switch APP -any -clus prinmarycluster

Log in to the application to verify that the changes you made on the secondary server were retained.

Application Failures

This section coverstest cases where the Security Manager application fails. Two cases are covered: asingle
cluster configuration and adual cluster configuration. This section contains the following topics:

« Application Failure, Single Cluster, on page 94
* Application Failure, Dual Cluster, on page 95

Application Failure, Single Cluster

Test Case Title: The application fails on the primary server in asingle cluster configuration.

Description: Thistest case verifiesthat VCS detects an application failure and that VCS automatically moves
the application to the secondary server.

Test Setup: A dual node cluster (Figure) using the default application failover behavior.

. High Availability Installation Guide for Cisco Security Manager 4.24



| High Availability and Disaster Recovery Certification Test Plan

Step 1

Step 2

Step 3

Step 4

Step 5

Application Failure, Dual Cluster .

Verify that the APP service group is running on the primary server in the cluster by running the following command:

Example:

C.\> hastatus -sum
-- SYSTEM STATE

-- System State Frozen

A <Pri maryServer > RUNNI NG 0

A <SecondaryServer > RUNNI NG 0

-- GROUP STATE

-- Group System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N ONLI NE
B APP <Secondar ySer ver > Y N OFFLI NE

On the server where Security Manager is running, stop the application by issuing the following command:

Example:

C\> net stop crmdngtd

Verify that VCS detects that Security Manager failed on the primary server and starts the application on the secondary
server.

Example:

# hastatus -sum
-- SYSTEM STATE

-- System State Frozen

A <PrimaryServer> RUNNI NG 0

A <SecondaryServer > RUNNI NG 0

-- GROUP STATE

-- Goup System Pr obed Aut oDi sabl ed State

B APP <Pri maryServer > Y N OFFLI NE| FAULTED
B APP <Secondar ySer ver > Y N ONLI NE

-- RESCQURCES FAI LED

-- Goup Type Resour ce System

C APP CSManager APP_CSManager <Pri maryServer >

Manually clear the fault on the APP service group.

Example:

C:\> hagrp -clear APP -sys primary_server_nanme

Manually switch the APP service group back to the primary server.

Example:

C\> hagrp -switch APP -to primary_server_nane

Application Failure, Dual Cluster

Test Case Title: The application fails on the primary server in adual cluster configuration.

Description: Thistest case verifies that VV CS detects an application failure.
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Test Setup: A dual cluster configuration, with replication (Figure), with asingle nodein each cluster. Likewise,
the assumption isthat the default application failover behavior has not been modified (that is, failover between
clusters requires manual intervention).

Step 1 Verify that the APP and ClusterService service groups are running in the primary cluster by running the following
command from the primary server:
Example:
C:\> hastatus -sum
-- SYSTEM STATE
-- System State Frozen
<Secondar ySer ver > RUNNI NG 0
-- GROUP STATE
-- Group System Pr obed Aut oDi sabl ed State
B APP <Secondar ySer ver > Y N OFFLI NE
B APPrep <Secondar ySer ver > Y N ONLI NE
B dusterService <SecondaryServer> Y N ONLI NE
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csmprimry ALI VE
-- REMOTE CLUSTER STATE
-- Custer State
csmprimry RUNNI NG
-- REMOTE SYSTEM STATE
-- cluster:system State Frozen
csm primary: <PrimaryServer> RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csmprimary: <PrimaryServer> Y N ONLI NE
Step 2 On the server where Security Manager is running, stop the application by issuing the following command:
Example:
C\> net stop crmdngtd
Step 3 Verify that VCS detects that the application failed and stops the APP service group. Issue the following command and
observe the output.
Example:

# hastatus -sum
-- SYSTEM STATE

-- System State Frozen
<Pri maryServer > RUNNI NG 0
-- GROUP STATE
-- Goup System Pr obed Aut oDi sabl ed State
B APP <Pri maryServer > Y N OFFLI NE| FAULTED
B APPrep <Pri maryServer > Y N ONLI NE
B CdusterService <PrinmaryServer> Y N ONLI NE
-- RESCQOURCES FAI LED
-- Goup Type Resour ce System
APP CSManager APP_CSManager <Pri maryServer >
-- WAN HEARTBEAT STATE
-- Heartbeat To State
L lcnp csm secondary ALl VE
-- REMOTE CLUSTER STATE
-- Custer State
M csm secondary RUNNI NG
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-- REMOTE SYSTEM STATE
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-- cluster:system Frozen
csm secondary: <Secondar ySer ver > RUNNI NG 0
-- REMOTE GROUP STATE
-- Goup cluster:system Pr obed Aut oDi sabl ed State
O APP csm secondary: <SecondaryServer> Y N OFFLI NE

Step 4 Manually clear the fault on the APP service group.

Example:

C.\> hagrp -clear APP

Step 5 Put the APP service group online on the primary server to restart the application.

Example:

C.\> hagrp -online APP -sys prinary_server_nane
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