Syslog Messages 101001 to 199027

This chapter contains the following sections:

* Messages 101001 to 109213, on page 1
* Messages 110002 to 113045, on page 45
» Messages 114001 to 199027, on page 61

Messages 101001 to 109213

101001

101002

This section includes messages from 101001 to 109213.

Error Message $asa-1-101001: (Primary) Failover cable OK.

Explanation The failover cable is present and functioning correctly. Primary can also be listed as Secondary
for the secondary unit.

Recommended Action None required.

Error Message ¢$ASa-1-101002: (Primary) Bad failover cable.

Explanation The failover cable is present, but not functioning correctly. Primary can also be listed as Secondary
for the secondary unit.

Recommended Action Replace the failover cable.

101003, 101004

Error Message $ASA-1-101003: (Primary) Failover cable not connected (this unit).
Error M%sage %$ASA-1-101004: (Primary) Failover cable not connected (other unit).

Explanation Failover mode is enabled, but the failover cable is not connected to one unit of the failover pair.
Primary can also be listed as Secondary for the secondary unit.

Recommended Action Connect the failover cable to both units of the failover pair.
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B 101005

101005

Error M €ssage $ASA-1-101005: (Primary) Error reading failover cable status.
Explanation The failover cable is connected, but the primary unit is unable to determine its status.

Recommended Action Replace the cable.

103001

Error Mmge%ASA—l—lowou (Primary) No response from other firewall (reason code = code).

Explanation The primary unit is unable to communicate with the secondary unit over the failover cable.
Primary can also be listed as Secondary for the secondary unit. The following table lists the reason codes and
the descriptions to determine why the failover occurred.

Reason Code Description

1 The local unit is not
receiving the hello
packet on the failover
LAN interface when
LAN failover occurs
or on the serial
failover cable when
serial failover occurs,
and declares that the
peer is down.

2 An interface did not
pass one of the four
failover tests, which
are as follows: 1) Link
Up, 2) Monitor for
Network Traffic, 3)
ARP, and 4) Broadcast
Ping.

3 No proper ACK for
15+ seconds after a
command was sent on
the serial cable.

4 The failover LAN
interface is down, and
other data interfaces
are not responding to
additional interface
testing. In addition,
the local unit is
declaring that the peer
is down.
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103002

103003

103004

103002 i

Reason Code Description

5 The standby peer went
down during the
configuration
synchronization
process.

6 Replication is not
complete; the failover
unit is not
synchronized.

Recommended Action Verify that the failover cable is connected correctly and both units have the same
hardware, software, and configuration. If the problem persists, contact the Cisco TAC.

Errorhﬂessage%ASA—1—103ooz: (Primary) Other firewall network interface interface number
OK.

Explanation The primary unit has detected that the network interface on the secondary unit is okay. Primary
can also be listed as Secondary for the secondary unit.

Recommended Action None required.

Errorhﬂessage $ASA-1-103003: (Primary) Other firewall network interface interface number
failed.

Explanation The primary unit has detected a bad network interface on the secondary unit. Primary can also
be listed as Secondary for the secondary unit.

Recommended Action Check the network connections on the secondary unit and the network hub connection.
If necessary, replace the failed network interface.

Error Message sAsa-1-103004: (Primary) Other firewall reports this firewall failed. Reason:

reason-string

Explanation The primary unit received a message from the secondary unit indicating that the primary unit
has failed. Primary can also be listed as Secondary for the secondary unit. The reason can be one of the
following:

* Missed poll packets on failover command interface exceeded threshold.

* LAN failover interface failed.

* Peer failed to enter Standby Ready state.

* Failed to complete configuration replication. This firewall's configuration may be out of sync.
* Failover message transmit failure and no ACK for busy condition received.

Recommended Action Verify the status of the primary unit.
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Errorhﬂessage%ASA—1—103005: (Primary) Other firewall reporting failure. Reason: SSM card

failure

Explanation The secondary unit has reported an SSM card failure to the primary unit. Primary can also be
listed as Secondary for the secondary unit.

Recommended Action Verify the status of the secondary unit.

Errorhﬂe§age%ASA—1—1o3ooe: (Primary|Secondary) Mate version ver num is not compatible with

ours ver num

Explanation The Secure Firewall ASA has detected a peer unit that is running a version that is different than
the local unit and is not compatible with the HA Hitless Upgrade feature.

* ver_num—Version number.

Recommended Action Install the same or a compatible version image on both units.

ErrorhAessage $ASA-1-103007: (Primary|Secondary) Mate version ver num is not identical with

ours ver num

Explanation The Secure Firewall ASA has detected that the peer unit is running a version that is not identical,
but supports Hitless Upgrade and is compatible with the local unit. The system performance may be degraded
because the image version is not identical, and the Secure Firewall ASA may develop a stability issue if the
nonidentical image runs for an extended period.

* ver_num—Version number

Recommended Action Install the same image version on both units as soon as possible.

Error Message $Asa-1-103008: Mate hwdib index is not compatible
Explanation The number of interfaces on the active and standby units is not the same.

Recommended Action Verify that the units have the same number of interfaces. You might need to install
additional interface modules, or use different devices. After the physical interfaces match, force a configuration
sync by entering the write standby command.

104001, 104002

Error Message %ASA-1-104001: (Primary) Switching to ACTIVE (cause: string ).

Error Message $asa-1-104002: (Primary) Switching to STANDBY (cause: string ).
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104003 i

Explanation You have forced the failover pair to switch roles, either by entering the failover active command
on the standby unit, or the no failover active command on the active unit. Primary can also be listed as
Secondary for the secondary unit. Possible values for the string variable are as follows:

* state check

* bad/incomplete config

« ifc [interface] check, mate is healthier

* the other side wants me to standby

« in failed state, cannot be active

* switch to failed state

* other unit set to active by CLI config command fail active

Recommended Action If the message occurs because of manual intervention, no action is required. Otherwise,
use the cause reported by the secondary unit to verify the status of both units of the pair.

Error Message $ASa-1-104003: (Primary) Switching to FATLED.
Explanation The primary unit has failed.

Recommended Action Check the messages for the primary unit for an indication of the nature of the problem
(see message 104001). Primary can also be listed as Secondary for the secondary unit.

Error Message sasa-1-104004: (Primary) Switching to OK.

Explanation A previously failed unit reports that it is operating again. Primary can also be listed as Secondary
for the secondary unit.

Recommended Action None required.

Error M €ssage $ASA-1-104500: (Primary|Secondary) Switching to ACTIVE (cause: reason)
Explanation
This HA unit is assuming the Active role for the Cloud HA pair. Possible values for the reason string are:

* no existing Active unit present

* unable to send message to Active unit

* no response to Hello message received from Active unit
» user initiated failover on this unit

* user initiated failover on peer unit

* invalid message received on failover connection

Recommended Action None required.
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Error Message%ASA—1—104501: (Primary|Secondary) Switching to BACKUP (cause: reason).

Explanation This HA unit is assuming the Backup role for the Cloud HA pair. Possible values for the reason
string are:

* existing Active unit present
* user initiated failover on this unit

» user initiated failover on peer unit

Recommended Action None required.

Error Message $ASA-1-104502: (Primaryl|Secondary) Becoming Backup unit failed.

Explanation This HA unit failed to assume the Backup role for the Cloud HA pair. The reason being the
same as that of 104500 and 104501.

Recommended Action None required.

Error Message %ASa-1-105001: (Primary) Disabling failover.

Explanation In version 7.x and later, this message may indicate the following: failover has been automatically
disabled because of a mode mismatch (single or multiple), a license mismatch (encryption or context), or a
hardware difference (one unit has an IPS SSM installed, and its peer has a CSC SSM installed). Primary can
also be listed as Secondary for the secondary unit.

Recommended Action None required.

Error Message%ASA—1—105002: (Primary) Enabling failover.

Explanation You have used the failover command with no arguments on the console, after having previously
disabled failover. Primary can also be listed as Secondary for the secondary unit.

Recommended Action None required.

Error Mge $ASA-1-105003: (Primary) Monitoring on interface interface name waiting

Explanation The Secure Firewall ASA is testing the specified network interface with the other unit of the
failover pair. Primary can also be listed as Secondary for the secondary unit.
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\)

Note

to the poll time and hold time that is configured for the interface monitoring.

There could be delay in the logging of syslog when compared to the actual status change. This delay is due

Recommended Action None required. The Secure Firewall ASA monitors its network interfaces frequently
during normal operation.

Error Message%ASA—1—105004: (Primary) Monitoring on interface interface name normal

Explanation The test of the specified network interface was successful. Primary can also be listed as Secondary
for the secondary unit.

\}

Note

to the poll time and hold time that is configured for the interface monitoring.

There could be delay in the logging of syslog when compared to the actual status change. This delay is due

Recommended Action None required.

Error MeSSB.QE%ASA—l—lOSOOS: (Primary) Lost Failover communications with mate on interface

interface name.

Explanation One unit of the failover pair can no longer communicate with the other unit of the pair. Primary
can also be listed as Secondary for the secondary unit.

Recommended Action Verify that the network connected to the specified interface is functioning correctly.

105006, 105007

105008

Error Message $ASA-1-105006: (Primary) Link status Up on interface interface name.
Error Message $asa-1-105007: (Primary) Link status Down on interface interface name.

Explanation The results of monitoring the link status of the specified interface have been reported. Primary
can also be listed as Secondary for the secondary unit.

Recommended Action If the link status is down, verify that the network connected to the specified interface
is operating correctly.

Error Message%ASA—l—lOSOOS: (Primary) Testing interface interface name.

Explanation Testing of a specified network interface has occurred. This testing is performed only if the Secure
Firewall ASA fails to receive a message from the standby unit on that interface after the expected interval.
Primary can also be listed as Secondary for the secondary unit.

Recommended Action None required.
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Error Meﬁsage%ASA—1—105oo9: (Primary) Testing on interface interface name {Passed|Failed}.

Explanation The result (either Passed or Failed) of a previous interface test has been reported. Primary can
also be listed as Secondary for the secondary unit.

Recommended Action None required if the result is Passed. If the result is Failed, you should check the
network cable connection to both failover units, that the network itself is functioning correctly, and verify the
status of the standby unit.

Error Mmge $ASA-3-105010: (Primary) Failover message block alloc failed.

Explanation Block memory was depleted. This is a transient message and the Secure Firewall ASA should
recover. Primary can also be listed as Secondary for the secondary unit.

Recommended Action Use the show blocks command to monitor the current block memory.

Error Mes&age $ASA-1-105011: (Primary) Failover cable communication failure

Explanation The failover cable is not permitting communication between the primary and secondary units.
Primary can also be listed as Secondary for the secondary unit.

Recommended Action Ensure that the cable is connected correctly.

Error Meﬁage $ASA-1-105020: (Primary) Incomplete/slow config replication

Explanation When a failover occurs, the active Secure Firewall ASA detects a partial configuration in memory.
Normally, this is caused by an interruption in the replication service. Primary can also be listed as Secondary
for the secondary unit.

Recommended Action After the Secure Firewall ASA detects the failover, the Secure Firewall ASA
automatically reboots and loads the configuration from flash memory and/or resynchronizes with another
Secure Firewall ASA. If failovers occurs continuously, check the failover configuration and make sure that
both Secure Firewall ASAs can communicate with each other.

Error Message $ASA-1-105021: (failover unit ) Standby unit failed to sync due to a locked

context name config. Lock held by lock owner name

Explanation During configuration synchronization, a standby unit will reload itself if some other process
locks the configuration for more than five minutes, which prevents the failover process from applying the
new configuration. This can occur when an administrator pages through a running configuration on the standby
unit while configuration synchronization is in process. See also the show running-config command in
privileged EXEC mode and the pager linesnum command in global configuration mode in the Command
Reference Guides.
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Recommended Action Avoid viewing or modifying the configuration on the standby unit when it first boots
up and is in the process of establishing a failover connection with the active unit.

Error Message $Asa-1-105022: (host) Config replication failed with reason = (reason)
Explanation When high availability replication fails, the message is generated. Where,

* host—Indicates the current failover unit, namely, primary or secondary.

» reason—The time out expiry reason for termination of the failover configuration replication:

* CFG_SYNC_TIMEOUT—Where, the 60-second timer for the configuration to be replicated from
active to standby lapses, and the device starts to reboot.

* CFG_PROGRESSION TIMEOUT—Where, the interval timer of 6 hours which governs the high
availability configuration replication lapses.

Recommended Action None.

Error Message ¢Asa-1-105031: Failover LAN interface is up
Explanation The LAN failover interface link is up.

Recommended Action None required.

Error Message sasa-1-105032: LAN Failover interface is down
Explanation The LAN failover interface link is down.

Recommended Action Check the connectivity of the LAN failover interface. Make sure that the speed or
duplex setting is correct.

Error Mge SASA-1-105033: LAN FO cmd Iface down and up again
Explanation LAN interface of failover gone down.

Recommended Action Verify the failover link, might be a communication problem.

Error Message %Asa-1-105034: Receive a LAN FAILOVER UP message from peer.
Explanation The peer has just booted and sent the initial contact message.

Recommended Action None required.
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Errorhﬂessage $ASA-1-105035: Receive a LAN failover interface down msg from peer.

Explanation The peer LAN failover interface link is down. The unit switches to active mode if it is in standby
mode.

Recommended Action Check the connectivity of the peer LAN failover interface.

Errorhﬂessage%ASA—1—105036: dropped a LAN Failover command message.

Explanation The Secure Firewall ASA dropped an unacknowledged LAN failover command message,
indicating a connectivity problem exists on the LAN failover interface.

Recommended Action Check that the LAN interface cable is connected.

Errorhﬂessage $ASA-1-105037: The primary and standby units are switching back and forth as

the active unit.

Explanation The primary and standby units are switching back and forth as the active unit, indicating a LAN
failover connectivity problem or software bug exists.

Recommended Action Make sure that the LAN interface cable is connected.

Errorhﬂessage%ASA—1—105o38: (Primary) Interface count mismatch

Explanation When a failover occurs, the active Secure Firewall ASA detects a partial configuration in memory.
Normally, this is caused by an interruption in the replication service. Primary can also be listed as Secondary
for the secondary unit.

Recommended Action Once the failover is detected by the Secure Firewall ASA, the Secure Firewall ASA
automatically reboots and loads the configuration from flash memory and/or resynchronizes with another
Secure Firewall ASA. If failovers occur continuously, check the failover configuration and make sure that
both Secure Firewall ASAs can communicate with each other.

ErrorhAessage%ASA—1—105o39: (Primary) Unable to verify the Interface count with mate.

Failover may be disabled in mate.

Explanation Failover initially verifies that the number of interfaces configured on the primary and secondary
Secure Firewall ASAs are the same. This message indicates that the primary Secure Firewall ASA is not able
to verify the number of interfaces configured on the secondary Secure Firewall ASA. This message indicates
that the primary Secure Firewall ASA is not able to communicate with the secondary Secure Firewall ASA
over the failover interface. Primary can also be listed as Secondary for the secondary unit.
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Recommended Action Verify the failover LAN, interface configuration, and status on the primary and
secondary Secure Firewall ASAs. Make sure that the secondary Secure Firewall ASA is running the Secure
Firewall ASA application and that failover is enabled.

Error Message $Asa-1-105040: (Primary) Mate failover version is not compatible.

Explanation The primary and secondary Secure Firewall ASAs should run the same failover software version
to act as a failover pair. This message indicates that the secondary Secure Firewall ASA failover software
version is not compatible with the primary Secure Firewall ASA. Failover is disabled on the primary Secure
Firewall ASA. Primary can also be listed as Secondary for the secondary Secure Firewall ASA.

Recommended Action Maintain consistent software versions between the primary and secondary Secure
Firewall ASAs to enable failover.

Error Message ¢Asa-1-105041: cmd failed during sync

Explanation Replication of the nameif command failed, because the number of interfaces on the active and
standby units is not the same.

Recommended Action Verify that the units have the same number of interfaces. You might need to install
additional interface modules, or use different devices. After the physical interfaces match, force a configuration
sync by entering the write standby command.

Error Message sasa-1-105042: (Primary) Failover interface OK

Explanation The interface that sends failover messages could go down when physical status of the failover
link is down or when L2 connectivity between the failover peers is lost resulting in dropping of ARP packets.
This message is generated after restoring the L2 ARP connectivity.

Recommended Action None required.

Error Message%ASA—1—105o43: (Primary) Failover interface failed

Explanation This syslog is generated when physical status of the failover link is down or when L2 connectivity
between the failover peers is lost. The disconnection results in loss of ARP packets flowing between the units.

Recommended Action

* Check the physical status of the failover link, ensure its physical and operational status is functional.

* Ensure ARP packets flow through the transit path of the failover links between the failover pairs.
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Errorhﬂessage%ASA—1—105o44: (Primary) Mate operational mode mode is not compatible with my

mode mode.

Explanation When the operational mode (single or multiple) does not match between failover peers, failover
will be disabled.

Recommended Action Configure the failover peers to have the same operational mode, and then reenable
failover.

105045

ErrorhAessage%ASA—1—105o45; (Primary) Mate license (number contexts) is not compatible with

my license (number contexts).
Explanation When the feature licenses do not match between failover peers, failover will be disabled.

Recommended Action Configure the failover peers to have the same feature license, and then reenable
failover.

105046

Errorhﬂessage $ASA-1-105046: (Primary]|Secondary) Mate has a different chassis

Explanation Two failover units have a different type of chassis. For example, one has a three-slot chassis;
the other has a six-slot chassis.

Recommended Action Make sure that the two failover units are the same.

105047

Error Message $asa-1-105047: Mate has a io card namel card in slot slot number which is

different from my io card name2
Explanation The two failover units have different types of cards in their respective slots.

Recommended Action Make sure that the card configurations for the failover units are the same.

105048

ErrorhAessage%ASA—1—105o48: (unit ) Mate’s service module (application ) is different from

mine (application )

Explanation The failover process detected that different applications are running on the service modules in
the active and standby units. The two failover units are incompatible if different service modules are used.

* unit—Primary or secondary
» application—The name of the application, such as InterScan Security Card

Recommended Action Make sure that both units have identical service modules before trying to reenable
failover.
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Error Message $Asa-3-105050: ASAv ethernet interface mismatch
Explanation Number of Ethernet interfaces on standby unit is less than that on active unit.

Recommended Action Secure Firewall ASA with same number of interfaces should be paired up with each
other. Verify that the units have the same number of interfaces. You might need to install additional interface
modules, or use different devices. After the physical interfaces match, force a configuration sync by entering
the write standby command.

Errorhﬂessage%ASA—3—105052 HA: cipher in use algorithm name strong encryption is AVAILABLE,

please reboot to use strong cipher and preferably change the key in use.

Explanation When the failover key is configured prior to a license update, the weaker cipher is not switched
to a stronger cipher automatically. This syslog is generated, every 30 seconds to alert that a weaker cipher is
still being used when a stronger cipher is available.

Example %ASA-3-105052 HA cipher in use DES strong encryption is AVAILABLE, please reboot to use
strong cipher and preferably change the key in use.

Recommended Action Remove the failover key configuration and reconfigure the key. Reload the standby,
and then reload the active device.

Errorhﬂessage%ASA—5—1o5500: (Primary|Secondary) Started HA.
Explanation Cloud HA has been enabled on this ASA virtual.

Recommended Action None required.

Errorhﬂessage%ASA—5—105501: (Primary|Secondary) Stopped HA.
Explanation Cloud HA has been disabled on this ASA virtual.

Recommended Action None required.

Error Message sasa-1-105502: (Primary|Secondary) Restarting Cloud HA on this unit, reason:

string.

Explanation An error occurred and caused this HA unit to restart Cloud HA. Possible values for the reason
string are:

« failed to become Backup unit

* unable to create failover connection
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Recommended Action None required.

Errorhﬂessage%ASA—5—1055o3: (Primary|Secondary) Internal state change from previous state

to new_state
Explanation There was a change to the internal HA state.

Recommended Action None required.

Errorhﬂessage%ASA—5—1o5504: (Primary|Secondary) Connected to peer peer-ip:port
Explanation This HA unit has established communication with its HA peer.

Recommended Action None required.

ErrorhAessage%ASA—4—1055o5: (Primary|Secondary) Failed to connect to peer unit peer-ip:port
Explanation This HA unit has failed to establish communication with its HA peer.
Recommended Action

This may occur if there is no HA peer present. If there is an HA peer present with failover enabled there could
be connectivity issue between peers. Verify using the show failover command that:

* The peer IP address configured on each unit is matches an interface IP address on the peer
* The peer port number on each unit matches the failover control (server) port on the peer
* The interfaces used for the peer connection are not shutdown

* Any IP routes required for IP connectivity are present

Errorhﬂessage%ASA—2—105506: (Primary|Secondary) Unable to create socket on port port for

(failover connection | load balancer probes), error: error string

Explanation An internal error occurred while attempting to create a socket needed for the failover connection
or resonding to Azure load balancer probes.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—2—1055o7: (Primary|Secondary) Unable to bind socket on port port for

(failover connection | load balancer probes), error: error string
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Explanation An internal error occurred while attempting to start a socket needed for the failover connection
or resonding to Azure load balancer probes.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

EFTOFhﬂessaQE%ASA—2—105508: (Primary|Secondary) Error creating failover connection socket

on port port

Explanation An internal error occurred while attempting to create a socket on the Active unit for exchanging
failover control messages with the Backup unit.

Recommended Action This message is preceeded by a 104509 or 104510 message. Follow the Recommended
Action for the message that precedes this one.

ErrorhAessage%ASA—3—1055o9: (Primary|Secondary) Error sending message name message to peer

unit peer-ip, error: error string
Explanation An error occurred while attempting to send a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—10551o: (Primary|Secondary) Error receiving message from peer unit

peer-ip, error: error string
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—1o5511: (Primary|Secondary) Incomplete read of message header of message
from peer unit peer-ip: bytes bytes read of expected header length header bytes.

Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105512: (Primary|Secondary) Error receiving message body of message

from peer unit peer-ip, error: error string

Explanation An error occurred while attempting to receive a failover control message to the peer unit.
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Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105513: (Primary|Secondary) Incomplete read of message body of message

from peer unit peer-ip: bytes bytes read of expected message length message body bytes
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—1o5514: (Primary|Secondary) Error occurred when responding to

message name message received from peer unit peer-ip, error: error string
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

ErrorhAessage%ASA—3—1o5515: (Primary|Secondary) Error receiving message name message from

peer unit peer-ip, error: error_ string
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

EFFOFhﬂ@gﬁﬁge%ASA—3—1055l6: (Primary|Secondary) Incomplete read of message header of
message name message from peer unit peer-ip: bytes bytes read of expected header length

header bytes
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—1o5517: (Primary|Secondary) Error receiving message body of message name

message from peer unit peer-ip, error: error string
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.
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Errorhﬂessage%ASA—3—105518: (Primary|Secondary) Incomplete read of message body of
message name message from peer unit peer-ip: bytes bytes read of expected message length

message body bytes
Explanation An error occurred while attempting to receive a failover control message to the peer unit.

Recommended Action If the error was not caused by the failure of the peer unit, copy the error message, the
configuration, and any details about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105519: (Primary|Secondary) Invalid response to message name message
received from peer unit peer-ip: type message type, version message version, length
message length

Explanation An unexpected message was received in response to a failover control message.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—5—105520: (Primary|Secondary) Responding to Azure Load Balancer probes
Explanation The Active unit has begun responding to Azure Load Balancer probes.

Recommended Action None required

ErrorhAessage%ASA—5—1o5521: (Primary|Secondary) No longer responding to Azure Load Balancer

probes
Explanation The Backup unit has stopped responding to Azure Load Balancer probes.

Recommended Action None required

ErrorhAessage%ASA—5—1o5522: (Primary|Secondary) Updating route route table name
Explanation The Active unit has started the process of updating an Azure route-table.

Recommended Action None required

EFFOFhﬂe&ﬁﬂge%ASA—5—105523: (Primary|Secondary) Updated route route table name
Explanation The Active unit has completed the process of updating an Azure route-table.

Recommended Action None required
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Errorhﬂessage%ASA—4—105524: (Primary|Secondary) Transitioning to Negotiating state due to

the presence of another Active HA unit.
Explanation Another Active HA unit was detected, transitioning unit to negotiating state.

Recommended Action None required

Errorhﬂessage%ASA—4—105524: (Primary|Secondary) Transitioning to Negotiating state due to

the presence of another Active HA unit.
Explanation Another Active HA unit was detected, transitioning unit to negotiating state.

Recommended Action None required

ErrorhAEESage%ASA—2—105525: (Primary|Secondary) Incomplete configuration to initiate access

token change request.

Explanation An attempt was made to acquire an access token but there was not enough configuration
information need to initiate the request.

Recommended Action Ensure that an Azure authentication client ID, tenant ID and secret key are all present
in the ASA configuration.

Errorhﬂessage%ASA—2—105526: (Primary|Secondary) Unexpected status in response to access

token request: status string.

Explanation A response to an Azure access token request was received but the HTTP status code in the
response was not 200 (OK).

Recommended Action Ensure that the Azure authentication client ID, tenant ID and secret key are all correct
in the ASA configuration.

ErrorhAessage%ASA—2—105527: (Primary|Secondary) Failure reading response to access token

request
Explanation An internal error occurred while receiving a response to an Azure access token request.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.
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Errorhﬁessage%ASA—2—105528: (Primary|Secondary) No access token in response to access token

request

Explanation A response to an Azure route change request was received but it did not contain an access_token
value.

Recommended Action Verify that the Azure authentication client ID, tenant ID and secret key are all correct
in the ASA configuration.

Errorhﬂessage%ASA—2—105529: (Primary|Secondary) Error creating authentication header from

access token

Explanation An internal error occurred while attempting to create an authentication header needed for changing
Azure routes.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—2—10553o: (Primary|Secondary) No response to access token request url
Explanation Azure route-table information was not able to be obtained for an Azure route-table change.

Recommended Action Verify route-table name is correct in ASA configuration and exists in Azure.

Errorhﬂessage%ASA—2—105531: (Primary|Secondary) Failed to obtain route-table information

needed for change request for route-table route table name
Explanation Azure route-table information was not able to be obtained for an Azure route-table change.

Recommended Action Verify route-table name is correct in ASA configuration and exists in Azure.

Errorhﬂessage%ASA—z—lo5532: (Primary|Secondary) Unexpected status in response to route-table

change request for route-table route table name: status string

Explanation A response to an Azure route-tablechange request was received but the HTTP status code in the
response was not 200 (OK).

Recommended Action Verify that the configured Azure subscription ID, route-table name and route-table
resource group are correct.
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Errorhﬂessage%ASA—2—105533: (Primary|Secondary) Failure reading response to route-table

change request for route-table route table name
Explanation An internal error occurred while receiving a response to an Azure route-table change request.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—2—105534: (Primary|Secondary) No provisioning state in response to
route-table change request route-table route table name

Explanation A response to an Azure route-table change request was received but it did not contain a
provisioningState value containing the route-table change status.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—2—105535: (Primary|Secondary) No response to route-table change request

for route-table route table name from url
Explanation No response was received to an Azure route-table change request.

Recommended Action Verify that management.azure.com is reachable from the ASA virtual.

ErrorhAessage%ASA—2—105536: (Primary|Secondary) Failed to obtain Azure authentication header

for route status request for route route name
Explanation An Azure access token was not able to be obtained for an Azure route status query.

Recommended Action See the Recommended Action of access token related message that preceeds this
message.

ErrorhAessage%ASA—2—105537: (Primary|Secondary) Unexpected status in response to route

state request for route route name: status_ string

Explanation A response to an Azure route state request was received but the HTTP status code in the response
was not 200 (OK).

Recommended Action Verity that the configured Azure subscription ID, route table name and route table
resource group are correct.
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Errorhﬂessage%ASA—2—105538: (Primary|Secondary) Failure reading response to route state

request for route route name
Explanation An internal error occurred while receiving a response to an Azure route state request.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—2—105539: (Primary|Secondary) No response to route state request for

route route name from url
Explanation No response was received to an Azure route state request.

Recommended Action Verify that management.azure.com is reachable from the ASA virtual.

Errorhﬂessage%ASA—2—10554o: (Primary|Secondary) No route-tables configured
Explanation No Azure route-tables were detected to change.

Recommended Action Confirm that route-tables are correctly configured in ASA configuration.

Error Meﬁage $ASA-2-105541: (Primary|Secondary) Failed to update route-table

route table name, provisioning state: state string

Explanation A response to an Azure route-table state request was received that contained a provisioningState
that indicated a failure to update the route-table.

Recommended Action The Active unit will make three attempts to update an Azure route-table. If all three
attempts fail, copy the error message, the configuration, and any details about the events leading up to the
error, and contact Cisco TAC.

ErrorhAessage%ASA—5—1o5542: (Primary|Secondary) Enabling load balancer probe responses
Explanation The Active unit is will now respond to probes from the Azure Load Balancer.

Recommended Action None required.

Error M €Ssage $$ASA-5-105543: (Primary|Secondary) Disabling load balancer probe responses
Explanation The Active unit is no longer responding to probes from the Azure Load Balancer.

Recommended Action None required.
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Errorhﬂessage%ASA—2—105544: (Primary|Secondary) Error creating load balancer probe socket

on port port

Explanation An internal error occurred while attempting to create a socket for responding to probes from an
Azure Load Balancer.

Recommended Action This message will be preceeded by a 104509 or 104510 message. Follow the
Recommended Action for the message that precedes this one.

Errorhﬂessage%ASA—3—105545: (Primary|Secondary) Error starting load balancer probe socket

on port port, error code: error code

Explanation An internal error occurred while attempting to start receiving probes from an Azure Load
Balancer. The Active unit will continue to attempt to enable the receiving of probes.

Recommended Action If this condition persists copy the error message, the configuration, and any details
about the events leading up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105546: (Primary|Secondary) Error starting load balancer probe handler

Explanation An internal error occurred while attempting to create a process for receiving probes from an
Azure Load Balancer.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—1o5547: (Primary|Secondary) Error generating encryption key for Azure

secret key

Explanation An internal error occurred while attempting to generate the encryption key used for encrypting
the Azure secret key in the configuration.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

ErrorhAessage%ASA—3—1o5548: (Primary|Secondary) Error storing encryption key for Azure

secret key

Explanation An internal error occurred while attempting to store the encryption key used for encrypting the
Azure secret key in the configuration.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.
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Errorhﬂessage%ASA—3—105549: (Primary|Secondary) Error retrieving encryption key for Azure

secret key

Explanation An internal error occurred while attempting to retrieve the encryption key used for encrypting
the Azure secret key in the configuration.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105550: (Primary|Secondary) Error encrypting Azure secret key
Explanation An internal error occurred while encrypting the Azure secret key in the configuration.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—3—105551: (Primary|Secondary) Error encrypting Azure secret key
Explanation An internal error occurred while decrypting the Azure secret key in the configuration.

Recommended Action Copy the error message, the configuration, and any details about the events leading
up to the error, and contact Cisco TAC.

Errorhﬂessage%ASA—5—1o5552: (Primary|Secondary) Stopped HA
Explanation Cloud HA has been disabled on this ASA virtual.

Recommended Action None required.

ErrorhAessage%ASA—4—1o5553: (Primary|Secondary) Detected another Active HA unit
Explanation Another Active HA unit was detected.

Recommended Action None required

Error Message $asa-2-106001: Inbound TCP connection denied from IP address/port to

IP address/port flags tcp flags on interface interface name

Explanation An attempt was made to connect to an inside address is denied by the security policy that is
defined for the specified traffic type. T