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Audience

Note

Preface

This preface describes who should read the Catalyst 6500 Series Switch Content Switching Module with
SSL Installation and Configuration Note, how it is organized, and its document conventions.

Except where specifically differentiated, the term Catalyst 6500 series switches includes both
Catalyst 6500 series and Catalyst 6000 series switches.

The term SSL daughter card is a Secure Socket Layer (SSL) termination daughter card for the CSM-S
that accelerates SSL transactions.

This publication does not contain the instructions to install the Catalyst 6500 series switch chassis. For
information on installing the switch chassis, refer to the Catalyst 6500 Series Switch Installation Guide.

For translations of the warnings in this publication, see the “Safety Overview” section on page xvi.

Only trained and qualified service personnel (as defined in IEC 60950 and AS/NZS3260) should install,
replace, or service the equipment described in this publication.
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Bl Organization

Organization

This publication is organized as follows:

Chapter Title

Description

Chapter 1 Product Overview

Presents an overview of the Catalyst 6500 Series Content
Switching Module with SSL (CSM-S).

Chapter 2 |Networking with the Content Switching Module
with SSL

Describes how the supported hardware and software for the
CSM-S operates on a network.

Chapter 3 |Getting Started

Provides quick start guide to content switching on the
supported hardware and software for the CSM-S.

Chapter 4  |Configuring VLANSs

Describes how to set up client and server VLANS for the
CSM-S.

Chapter 5  |Configuring Real Servers and Server Farms

Describes how to configure load balancing on the CSM-S.

Chapter 6  |Configuring Virtual Servers, Maps, and Policies

Describes how to configure health monitoring on the
CSM-S.

Chapter 7  |Configuring the CSM-S SSL Services

Describes how to set up the SSL services for the CSM-S.

Chapter 8  |Configuring SSL Services Secure Transactions

Describes how to configure services including keys on the
CSM-S.

Chapter 9 |Configuring Redundancy

Describes how to configure fault tolerance, HSRP,
connection redundancy, and hitless upgrades.

Chapter 10 |Configuring Additional Features and Options

Describes how to configure sticky groups and route health
injection (RHI), Global Server Load Balancing (GSLB),
and network management.

Chapter 11 |Configuring Health Monitoring

Describes how to configure and monitor the health of
servers and server farms.

Chapter 12 |Using TCL Scripts with the CSM-S

Describes how to use Toolkit Command Language (TCL)
scripts to configure the CSM-S.

Chapter 13 |Configuring Firewall Load Balancing

Describes firewalls in a load-balancing configuration with
the CSM-S.

Appendix A |[CSM-S Configuration Examples

Lists sample CSM-S configurations.

Appendix B [SSL Configuration Examples

Lists SSL configurations for the CSM-S.

Appendix C |Troubleshooting and System Messages

Provides troubleshooting information and lists system
messages.

Appendix D [CSM XML Document Type Definition

Lists CSM-S error messages with explanations about why
they occurred and actions required to correct the problem.
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| Preface

Conventions

This publication uses the following conventions:

Note

Convention

Description

boldface font

Commands, command options, and keywords are in
boldface.

italic font

Arguments for which you supply values are in italics.

[ ] Elements in square brackets are optional.

{xlylz} Alternative keywords are grouped in braces and
separated by vertical bars.

[xlylz] Optional alternative keywords are grouped in brackets
and separated by vertical bars.

string A nonquoted set of characters. Do not use quotation

marks around the string or the string will include the
quotation marks.

screen font

Terminal sessions and information the system displays
are in screen font.

boldface screen
font

Information you must enter is in boldface screen font.

italic screen font

Arguments for which you supply values are in italic
screen font.

The symbol ” represents the key labeled Control—for
example, the key combination ~D in a screen display
means hold down the Control key while you press the D
key.

Nonprinting characters, such as passwords are in angle
brackets.

Notes use the following conventions:

Conventions

Means reader take note. Notes contain helpful suggestions or references to material not covered in the

publication.

Tips use the following conventions:

Means the following information will help you solve a problem. The tips information might not be
troubleshooting or even an action, but it could be useful information, similar to a Timesaver.

Cautions use the following conventions:

Caution

Means reader be careful. In this situation, you might do something that could result in equipment

damage or loss of data.

[ oL-7030-01
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I Safety Overview

Safety Overview

>

Warning

Waarschuwing

Varoitus

Attention

Safety warnings appear throughout this publication in procedures that, if performed incorrectly, may
harm you. A warning symbol precedes each warning statement.

IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you
work on any equipment, be aware of the hazards involved with electrical circuitry and be familiar
with standard practices for preventing accidents. Use the statement number provided at the end of
each warning to locate its translation in the translated safety warnings that accompanied this
device. Statement 1071

SAVE THESE INSTRUCTIONS

BELANGRIJKE VEILIGHEIDSINSTRUCTIES

Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie die lichamelijk letsel kan
veroorzaken. Voordat u aan enige apparatuur gaat werken, dient u zich bewust te zijn van de bij
elektrische schakelingen betrokken risico's en dient u op de hoogte te zijn van de standaard
praktijken om ongelukken te voorkomen. Gebruik het nummer van de verklaring onderaan de
waarschuwing als u een vertaling van de waarschuwing die bij het apparaat wordt geleverd, wilt
raadplegen.

BEWAAR DEZE INSTRUCTIES

TARKEITA TURVALLISUUSOHJEITA

Tama varoitusmerkki merkitsee vaaraa. Tilanne voi aiheuttaa ruumiillisia vammoja. Ennen kuin
késittelet laitteistoa, huomioi sdhkdpiirien kisittelemiseen liittyvit riskit ja tutustu
onnettomuuksien yleisiin ehkéisytapoihin. Turvallisuusvaroitusten kdédnnokset loytyvit laitteen
mukana toimitettujen kdannettyjen turvallisuusvaroitusten joukosta varoitusten lopussa nikyvien
lausuntonumeroiden avulla.

SAILYTA NAMA OHJEET

IMPORTANTES INFORMATIONS DE SECURITE

Ce symbole d'avertissement indique un danger. Vous vous trouvez dans une situation pouvant
entrainer des blessures ou des dommages corporels. Avant de travailler sur un équipement, soyez
conscient des dangers liés aux circuits électriques et familiarisez-vous avec les procédures
couramment utilisées pour éviter les accidents. Pour prendre connaissance des traductions des
avertissements figurant dans les consignes de sécurité traduites qui accompagnent cet appareil,
référez-vous au numéro de l'instruction situé a la fin de chaque avertissement.

CONSERVEZ CES INFORMATIONS

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Safety Overview W

Warnung WICHTIGE SICHERHEITSHINWEISE

Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation, die zu Verletzungen fiihren
kann. Machen Sie sich vor der Arbeit mit Gerdten mit den Gefahren elektrischer Schaltungen und
den iiblichen Verfahren zur Vorbeugung vor Unféllen vertraut. Suchen Sie mit der am Ende jeder
Warnung angegebenen Anweisungsnummer nach der jeweiligen Ubersetzung in den iibersetzten
Sicherheitshinweisen, die zusammen mit diesem Gerit ausgeliefert wurden.

BEWAHREN SIE DIESE HINWEISE GUT AUF.

Avvertenza IMPORTANTI ISTRUZIONI SULLA SICUREZZA

Questo simbolo di avvertenza indica un pericolo. La situazione potrebbe causare infortuni alle
persone. Prima di intervenire su qualsiasi apparecchiatura, occorre essere al corrente dei pericoli
relativi ai circuiti elettrici e conoscere le procedure standard per la prevenzione di incidenti.
Utilizzare il numero di istruzione presente alla fine di ciascuna avvertenza per individuare le
traduzioni delle avvertenze riportate in questo documento.

CONSERVARE QUESTE ISTRUZIONI

Advarsel VIKTIGE SIKKERHETSINSTRUKSJONER

Dette advarselssymbolet betyr fare. Du er i en situasjon som kan fore til skade pa person. Far du
begynner & arbeide med noe av utstyret, ma du vaere oppmerksom pa farene forbundet med
elektriske kretser, og kjenne til standardprosedyrer for a forhindre ulykker. Bruk nummeret i slutten
av hver advarsel for a finne oversettelsen i de oversatte sikkerhetsadvarslene som fulgte med denne
enheten.

TA VARE PA DISSE INSTRUKSJONENE

Aviso INSTRUCOES IMPORTANTES DE SEGURANGA

Este simbolo de aviso significa perigo. Vocé esta em uma situacéo que podera ser causadora de
lesdes corporais. Antes de iniciar a utilizacao de qualquer equipamento, tenha conhecimento dos
perigos envolvidos no manuseio de circuitos elétricos e familiarize-se com as praticas habituais de
prevencio de acidentes. Utilize o niimero da instrugao fornecido ao final de cada aviso para
localizar sua traducao nos avisos de seguranca traduzidos que acompanham este dispositivo.

GUARDE ESTAS INSTRUCOES

jAdvertencia! INSTRUCCIONES IMPORTANTES DE SEGURIDAD

Este simbolo de aviso indica peligro. Existe riesgo para su integridad fisica. Antes de manipular
cualquier equipo, considere los riesgos de la corriente eléctrica y familiaricese con los
procedimientos estandar de prevencion de accidentes. Al final de cada advertencia encontrara el
nimero que le ayudara a encontrar el texto traducido en el apartado de traducciones que acompaiia
a este dispositivo.

GUARDE ESTAS INSTRUCCIONES
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Varning! VIKTIGA SAKERHETSANVISNINGAR

Denna varningssignal signalerar fara. Du befinner dig i en situation som kan leda till personskada.
Innan du utfor arbete pa nagon utrustning maste du vara medveten om farorna med elkretsar och
kanna till vanliga forfaranden for att forebygga olyckor. Anvdnd det nummer som finns i slutet av
varje varning for att hitta dess dversittning i de oversatta sdkerhetsvarningar som medfdljer denna
anordning.

SPARA DESSA ANVISNINGAR

Figyelem FONTOS BIZTONSAGI ELOIRASOK

Ez a figyelmezeto jel veszélyre utal. Sériilésveszélyt rejto helyzetben van. Mielott
barmely berendezésen munkat végezte, legyen figyelemmel az elektiromos aramkorék
okozta kockazatokra, és ismerkedjen meg a szokasos balesetvédelmi eljarasokkal.

A kiadvanyban szereplo figyelmeztetések forditasa a késziilékhez mellékelt biztonsagi
figyelmeztetések kozott talalhato; a forditas az egyes figyelmeztetések végén lathaté
szam alapjan keresheto meg.

ORIZZE MEG EZEKET AZ UTASITASOKAT!

Mpepynpexpexve BAXHbIE MHCTPYKLIUX MO COBNIOAEHNIO TEXHUKU BE3OMNACHOCTHU

3T1oT cMMBON NpeAynpexaeHUs o603HavYaeT onacHoCTb. To eCTb UMeeT MecTo CUTyauus, B
KOTOPOW criegyeT onacarbCs TenecHbIX noBpexaeHui. Mepea akcnnyaTtauveit o6opyaoBaHus
BbISICHUTE, KAKUM OMacHOCTSIM MOXET NoABepraTbCA Nosb3oBaTesib NPU UCMONb30BaHUM
3NeKTPUYECKUX Lenen, U 03HaKOMLTECH C NPaBUIIamMn TEXHUKKU Ge3onacHoCTU Ans
npenoTBpalleHUs BO3MOXHbIX HeCHACTHLIX crny4aeB. Bocnonb3yiTecb HOMepoM 3asiBrieHus,
npuBeAeHHbIM B KOHLIE KaXXAoro npeaynpexaeHust, YTo6bl HANTU ero NnepeBeAeHHbIN BapuaHT
B NepeBoAe npeaynpexaeHnin no 6esonacHocTu, NpuriaraemMom K 4aHHOMY YCTPOMWCTBY.

COXPAHUTE 3TU UHCTPYKLIUN
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Aviso INSTRUGOES IMPORTANTES DE SEGURANCA

Este simbolo de aviso significa perigo. Vocé se encontra em uma situacédo em que harisco de lesdes
corporais. Antes de trabalhar com qualquer equipamento, esteja ciente dos riscos que envolvem os
circuitos elétricos e familiarize-se com as praticas padrao de prevencao de acidentes. Use o
nimero da declaracéo fornecido ao final de cada aviso para localizar sua traducao nos avisos de
seguranca traduzidos que acompanham o dispositivo.

GUARDE ESTAS INSTRUCOES

Advarsel VIGTIGE SIKKERHEDSANVISNINGER

Dette advarselssymbol betyder fare. Du befinder dig i en situation med risiko for
legemesheskadigelse. For du begynder arbejde pa udstyr, skal du veere opmaerksom pa de
involverede risici, der er ved elektriske kredsleb, og du skal seette dig ind i standardprocedurer til
undgaelse af ulykker. Brug erkleeringsnummeret efter hver advarsel for at finde oversazettelsen i de
oversatte advarsler, der fulgte med denne enhed.

GEM DISSE ANVISNINGER
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Upozorenje VAZNE SIGURNOSNE NAPOMENE

Ovaj simbol upozorenja predstavlja opasnost. Nalazite se u situaciji koja moze prouzrogiti
tjelesne ozljede. Prije rada s bilo kojim uredajem, morate razumjeti opasnosti vezane uz
elektri¢ne sklopove, te biti upoznati sa standardnim nacinima izbjegavanja nesreé¢a. U
prevedenim sigurnosnim upozorenjima, prilozenima uz uredaj, mozete prema broju koji se
nalazi uz pojedino upozorenje pronaci i njegov prijevod.

SACUVAJTE OVE UPUTE
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Upozornéni DULEZITE BEZPECNOSTNI POKYNY

Tento upozornujici symbol oznaéuje nebezpedéi. Jste v situaci, ktera by mohla zpisobit
nebezpeci urazu. Pfed praci na jakémkoliv vybaveni si uvédomte nebezpeci souvisejici

s elektrickymi obvody a seznamte se se standardnimi opatfenimi pro pfedchazeni draziim.
Podle ¢isla na konci kazdého upozornéni vyhledejte jeho preklad v prelozenych

bezpeénostnich upozornénich, ktera jsou pfiloZzena k zafizeni.

USCHOVEJTE TYTO POKYNY

MNposcidotroinon 2HMANTIKEZ OAHIEZ AZPAAEIAZ

AuTté 10 TTpOEIdOTTOINTIKO OUMBOAO onuaivel Kivduvo. BpiokeaTe o€ KATAGTACN TTOU PTTOPE va
TPoKaAéo el TpaupaTiopd. MNpiv epyacTeite o€ OTTOIOOATTOTE ECOTTAIOUO, VO EXETE UTTOWN OAG TOUG
KIvdUvVoug TTou OXeTiCovTal e Ta NAEKTPIKA KUKAWUATA Kal va £XETE €E0IKEIWOEI Pe TIG oUVABEIG
TTPAKTIKEG YIO TNV ATTOQUYH aTUXNHATWY. XpNOIUOTTOIRCTE ToV apiBud dAwoNG TToU TTAPEXETAI OTO
TEAOG KABE TTpoEIdOTTOINCNG, VIO VA EVTOTTIOETE TN JETAPPAOCT TNG OTIG HETAPPATHUEVES
TTPOEIBOTTIOINCEIS AOPAAEIOG TTOU CUVOBEUOUV TN CUOKEUN).

OYNA=TE AYTEZ TIZ OAHIIEZ

NINTR NRIYN NIN'VA NIRIIN
T'Y DY TAYNY 197 .ny'97 DNa7 717N 2¥na X¥nl ANK D100 7n0n DT NINTX |N'0
D'72I7NN 07010 DX DAY DYMYN 0'7auna NIdNON NIR207 YT NI ' L Inw'D
DIANN DX MNK7 O NINTR 7D 7¢ 19102 791000 IXIINN 190N WNNWN .NNIXN Ny'an?

1NN NI9II¥NAY NINAINAN NIN'VAN NNNTRA
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Opomena NocToM Kaj enekTpuyHuTe Kona u Tpeba ga rv nosHaeaTte CTaH4apAHWTE NOCTanku 3a cnpedvyBake Ha
HecpekHu cnydaun. MickopucTeTe ro 6pojoT Ha nsjaBaTa LITO Ce Haora Ha KpajoT Ha cekoe
npegynpenysBake 3a a ro HajaeTe HEroBUOT Nepuog, Bo npeeeaeHute 6e3benHocHU
npegynpenysBaksa LUTO Ce UcrnopavaHu co ypeaor.

YYBAJTE ' OBVE HANATCTBUJA
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Ostrzezenie

Upozornenie

Related Documentation

WAZNE INSTRUKCJE DOTYCZACE BEZPIECZENSTWA

Ten symbol ostrzezenia oznacza niebezpieczenstwo. Zachodzi sytuacja, ktéra moze
powodowacé obrazenia ciata. Przed przystgpieniem do prac przy urzadzeniach nalezy
zapozna¢ si¢ z zagrozeniami zwigzanymi z uktadami elektrycznymi oraz ze standardowymi
$rodkami zapobiegania wypadkom. Na koricu kazdego ostrzezenia podano numer, na
podstawie ktérego mozna odszukaé ttumaczenie tego ostrzezenia w dotgczonym do
urzadzenia dokumencie z ttumaczeniami ostrzezen.

NINIEJSZE INSTRUKCJE NALEZY ZACHOWAC

DOLEZITE BEZPECNOSTNE POKYNY

Tento varovny symbol oznacuje nebezpecenstvo. Nachadzate sa v
situacii s nebezpecéenstvom urazu. Pred pracou na akomkolvek vybaveni
si uvedomte nebezpeéenstvo suvisiace s elektrickymi obvodmi a
oboznamte sa so Standardnymi opatreniami na predchadzanie urazom.
Podla ¢isla na konci kazdého upozornenia vyhladajte jeho preklad v
prelozenych bezpeénostnych upozorneniach, ktoré su prilozené k
zariadeniu.

USCHOVAJTE SITENTO NAVOD

Related Documentation

For more detailed installation and configuration information for the Content Switching Module with
SSL, refer to the following publications:

e Release Notes for the Catalyst 6500 Series Switch Content Switching Module with SSL
e Catalyst 6500 Series Switch Content Switching Module with SSL Installation Note

e Catalyst 6500 Series Switch Content Switching Module with SSL Command Reference
® Regulatory Compliance and Safety Information for the Catalyst 6500 Series Switches

For more detailed installation and configuration information for SSL services, refer to the following
publications:

e Release Notes for Catalyst 6500 Series SSL Services Module Software Release 2.x
e Catalyst 6500 Series Switch SSL Services Module Installation and Verification Note
e Catalyst 6500 Series Switch SSL Services Module Command Reference
e Catalyst 6500 Series Switch SSL Services Module System Messages
For more detailed installation and configuration information, refer to the following publications:
e Catalyst 6500 Series Switch Installation Guide
e Catalyst 6500 Series Switch Quick Software Configuration Guide
Catalyst 6500 Series Switch Module Installation Guide

Catalyst 6500 Series Switch Software Configuration Guide

Catalyst 6500 Series Switch Command Reference

0L-7030-01
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e Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide
e Catalyst 6500 Series Switch Cisco IOS Command Reference

e ATM Software Configuration and Command Reference—Catalyst 5000 Family and Catalyst 6500
Series Switches

o System Message Guide—Catalyst 6500 Series Switches
e For information about MIBs, refer to this URL:
http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml

e Release Notes for Catalyst 6500 Series Switches and Cisco 7600 Series Router for Cisco 10S
Release 12.1(8a)E3

Cisco IOS Configuration Guides and Command References—Use these publications to help you
configure the Cisco IOS software that runs on the MSFC and on the MSM and ATM modules.

Obtaining Documentation

Cisco.com

Cisco documentation and additional literature are available on Cisco.com. Cisco also provides several
ways to obtain technical assistance and other technical resources. These sections explain how to obtain
technical information from Cisco Systems.

You can access the most current Cisco documentation at this URL:
http://www.cisco.com/univercd/home/home.htm

You can access the Cisco website at this URL:
http://www.cisco.com

You can access international Cisco websites at this URL:

http://www.cisco.com/public/countries_languages.shtml

Documentation DVD

Cisco documentation and additional literature are available in a Documentation DVD package, which
may have shipped with your product. The Documentation DVD is updated regularly and may be more
current than printed documentation. The Documentation DVD package is available as a single unit.

Registered Cisco.com users (Cisco direct customers) can order a Cisco Documentation DVD (product
number DOC-DOCDVD-=) from the Ordering tool or Cisco Marketplace.

Cisco Ordering tool:
http://www.cisco.com/en/US/partner/ordering/
Cisco Marketplace:

http://www.cisco.com/go/marketplace/

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Documentation Feedback

Ordering Documentation

You can find instructions for ordering documentation at this URL:
http://www.cisco.com/univercd/cc/td/doc/es_inpck/pdi.htm
You can order Cisco documentation in these ways:

e Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from
the Ordering tool:

http://www.cisco.com/en/US/partner/ordering/

e Nonregistered Cisco.com users can order documentation through a local account representative by
calling Cisco Systems Corporate Headquarters (California, USA) at 408 526-7208 or, elsewhere in
North America, by calling 1 800 553-NETS (6387).

Documentation Feedback

You can send comments about technical documentation to bug-doc @cisco.com.

You can submit comments by using the response card (if present) behind the front cover of your
document or by writing to the following address:

Cisco Systems

Attn: Customer Document Ordering
170 West Tasman Drive

San Jose, CA 95134-9883

We appreciate your comments.

Cisco Product Security Overview

Cisco provides a free online Security Vulnerability Policy portal at this URL:
http://www.cisco.com/en/US/products/products_security_vulnerability_policy.html
From this site, you can perform these tasks:

e Report security vulnerabilities in Cisco products.

e Obtain assistance with security incidents that involve Cisco products.

e Register to receive security information from Cisco.
A current list of security advisories and notices for Cisco products is available at this URL:
http://www.cisco.com/go/psirt

If you prefer to see advisories and notices as they are updated in real time, you can access a Product
Security Incident Response Team Really Simple Syndication (PSIRT RSS) feed from this URL:

http://www.cisco.com/en/US/products/products_psirt_rss_feed.html
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Reporting Security Problems in Cisco Products

Cisco is committed to delivering secure products. We test our products internally before we release them,
and we strive to correct all vulnerabilities quickly. If you think that you might have identified a
vulnerability in a Cisco product, contact PSIRT:

¢ Emergencies—security-alert@cisco.com

e Nonemergencies—psirt@cisco.com

Tip We encourage you to use Pretty Good Privacy (PGP) or a compatible product to encrypt any sensitive
information that you send to Cisco. PSIRT can work from encrypted information that is compatible with
PGP versions 2.x through 8.x.

Never use a revoked or an expired encryption key. The correct public key to use in your correspondence
with PSIRT is the one that has the most recent creation date in this public key server list:

http://pgp.mit.edu:11371/pks/lookup?search=psirt%40cisco.com&op=index&exact=on

In an emergency, you can also reach PSIRT by telephone:
e 1877 228-7302
e 1408 525-6532

Obtaining Technical Assistance

For all customers, partners, resellers, and distributors who hold valid Cisco service contracts, Cisco
Technical Support provides 24-hour-a-day, award-winning technical assistance. The Cisco Technical
Support Website on Cisco.com features extensive online support resources. In addition, Cisco Technical
Assistance Center (TAC) engineers provide telephone support. If you do not hold a valid Cisco service
contract, contact your reseller.

Cisco Technical Support Website

The Cisco Technical Support Website provides online documents and tools for troubleshooting and
resolving technical issues with Cisco products and technologies. The website is available 24 hours a day,
365 days a year, at this URL:

http://www.cisco.com/techsupport

Access to all tools on the Cisco Technical Support Website requires a Cisco.com user ID and password.
If you have a valid service contract but do not have a user ID or password, you can register at this URL:

http://tools.cisco.com/RPF/register/register.do

Note  Use the Cisco Product Identification (CPI) tool to locate your product serial number before submitting
a web or phone request for service. You can access the CPI tool from the Cisco Technical Support
Website by clicking the Tools & Resources link under Documentation & Tools. Choose Cisco Product
Identification Tool from the Alphabetical Index drop-down list, or click the Cisco Product
Identification Tool link under Alerts & RMAs. The CPI tool offers three search options: by product ID

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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or model name; by tree view; or for certain products, by copying and pasting show command output.
Search results show an illustration of your product with the serial number label location highlighted.
Locate the serial number label on your product and record the information before placing a service call.

Submitting a Service Request

Using the online TAC Service Request Tool is the fastest way to open S3 and S4 service requests. (S3
and S4 service requests are those in which your network is minimally impaired or for which you require
product information.) After you describe your situation, the TAC Service Request Tool provides
recommended solutions. If your issue is not resolved using the recommended resources, your service
request is assigned to a Cisco TAC engineer. The TAC Service Request Tool is located at this URL:

http://www.cisco.com/techsupport/servicerequest

For S1 or S2 service requests or if you do not have Internet access, contact the Cisco TAC by telephone.
(ST or S2 service requests are those in which your production network is down or severely degraded.)
Cisco TAC engineers are assigned immediately to S1 and S2 service requests to help keep your business
operations running smoothly.

To open a service request by telephone, use one of the following numbers:

Asia-Pacific: +61 2 8446 7411 (Australia: 1 800 805 227)
EMEA: +32 2 704 55 55
USA: 1800 553-2447

For a complete list of Cisco TAC contacts, go to this URL:

http://www.cisco.com/techsupport/contacts

Definitions of Service Request Severity

To ensure that all service requests are reported in a standard format, Cisco has established severity
definitions.

Severity 1 (S1)—Your network is “down,” or there is a critical impact to your business operations. You
and Cisco will commit all necessary resources around the clock to resolve the situation.

Severity 2 (S2)—Operation of an existing network is severely degraded, or significant aspects of your
business operation are negatively affected by inadequate performance of Cisco products. You and Cisco
will commit full-time resources during normal business hours to resolve the situation.

Severity 3 (S3)—Operational performance of your network is impaired, but most business operations
remain functional. You and Cisco will commit resources during normal business hours to restore service
to satisfactory levels.

Severity 4 (S4)—You require information or assistance with Cisco product capabilities, installation, or
configuration. There is little or no effect on your business operations.
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Obtaining Additional Publications and Information

Information about Cisco products, technologies, and network solutions is available from various online
and printed sources.

e Cisco Marketplace provides a variety of Cisco books, reference guides, and logo merchandise. Visit
Cisco Marketplace, the company store, at this URL:

http://www.cisco.com/go/marketplace/

e (isco Press publishes a wide range of general networking, training and certification titles. Both new
and experienced users will benefit from these publications. For current Cisco Press titles and other
information, go to Cisco Press at this URL:

http://www.ciscopress.com

e Packet magazine is the Cisco Systems technical user magazine for maximizing Internet and
networking investments. Each quarter, Packet delivers coverage of the latest industry trends,
technology breakthroughs, and Cisco products and solutions, as well as network deployment and
troubleshooting tips, configuration examples, customer case studies, certification and training
information, and links to scores of in-depth online resources. You can access Packet magazine at
this URL:

http://www.cisco.com/packet

® iQ Magazine is the quarterly publication from Cisco Systems designed to help growing companies
learn how they can use technology to increase revenue, streamline their business, and expand
services. The publication identifies the challenges facing these companies and the technologies to
help solve them, using real-world case studies and business strategies to help readers make sound
technology investment decisions. You can access iQ Magazine at this URL:

http://www.cisco.com/go/igmagazine

e [Internet Protocol Journal is a quarterly journal published by Cisco Systems for engineering
professionals involved in designing, developing, and operating public and private internets and
intranets. You can access the Internet Protocol Journal at this URL:

http://www.cisco.com/ipj

e World-class networking training is available from Cisco. You can view current offerings at
this URL.:

http://www.cisco.com/en/US/learning/index.html

Licenses

This section contains information about software licenses.

Software License Agreement

THIS AGREEMENT IS AVAILABLE IN LANGUAGES OTHER THAN ENGLISH; PLEASE SEE YOUR CISCO SYSTEMS, INC. (“CISCO”) RESELLER
OR VISIT OUR WEBSITE AT WWW.CISCO.COM. PLEASE READ THIS SOFTWARE LICENSE AGREEMENT CAREFULLY BEFORE
DOWNLOADING, INSTALLING OR USING CISCO OR CISCO-SUPPLIED SOFTWARE. BY DOWNLOADING OR INSTALLING THE SOFTWARE, OR
USING THE EQUIPMENT THAT CONTAINS THIS SOFTWARE, YOU ARE CONSENTING TO BE BOUND BY THIS AGREEMENT. IF YOU DO NOT
AGREE TO ALL OF THE TERMS OF THIS AGREEMENT, THEN (A) DO NOT DOWNLOAD, INSTALL OR USE THE SOFTWARE, AND (B) YOU MAY
RETURN THE SOFTWARE FOR A FULL REFUND, OR, IF THE SOFTWARE IS SUPPLIED AS PART OF ANOTHER PRODUCT, YOU MAY RETURN
THE ENTIRE PRODUCT FOR A FULL REFUND. YOUR RIGHT TO RETURN AND REFUND EXPIRES 30 DAYS AFTER PURCHASE FROM CISCO OR
AN AUTHORIZED CISCO RESELLER, AND APPLIES ONLY IF YOU ARE THE ORIGINAL PURCHASER.

The following terms govern your use of the Software except to the extent a particular program (a) is the subject of a separate written agreement with Cisco or
(b) includes a separate “click-on” license agreement as part of the installation process.
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License. Subject to the terms and conditions of and except as otherwise provided in this Agreement, Cisco Systems, Inc. (“Cisco”) and its suppliers grant to
Customer (“Customer”) a nonexclusive and nontransferable license to use the specific Cisco program modules, feature set(s) or feature(s) for which Customer
has paid the required license fees (the “Software”), in object code form only. In addition, the foregoing license shall also be subject to each of the following
limitations:
®  Unless otherwise expressly provided in the documentation, Customer shall use the Software solely as embedded in, for execution on, or (where the
applicable documentation permits installation on non-Cisco equipment) for communication with Cisco equipment owned or leased by Customer;
®  Customer’s use of the Software shall be limited to use on a single hardware chassis, on a single central processing unit, as applicable, or use on such
greater number of chassis or central processing units as Customer may have paid Cisco the required license fee; and
®  Customer’s use of the Software shall also be limited as applicable to the number of issued and outstanding IP addresses, central processing unit
performance, number of ports, and any other restrictions set forth in Cisco’s product catalog for the Software.
NOTE: For evaluation or beta copies for which Cisco does not charge a license fee, the above requirement to pay a license fee does not apply.
General Limitations. Except as otherwise expressly provided under this Agreement, Customer shall have no right, and Customer specifically agrees not to: (i)
transfer, assign or sublicense its license rights to any other person, or use the Software on unauthorized or secondhand Cisco equipment, and any such attempted
transfer, assignment or sublicense shall be void; (ii) make error corrections to or otherwise modify or adapt the Software or create derivative works based upon
the Software, or to permit third parties to do the same; or (iii) decompile, decrypt, reverse engineer, disassemble or otherwise reduce the Software to
human-readable form to gain access to trade secrets or confidential information in the Software. To the extent required by law, at Customer’s request, Cisco shall
provide Customer with the interface information needed to achieve interoperability between the Software and another independently created program, on
payment of Cisco’s applicable fee. Customer shall observe strict obligations of confidentiality with respect to such information.
Upgrades and Additional Copies. For purposes of this Agreement, “Software” shall include (and the terms and conditions of this Agreement shall apply to)
any upgrades, updates, bug fixes or modified versions (collectively, “Upgrades”) or backup copies of the Software licensed or provided to Customer by Cisco or
an authorized distributor for which Customer has paid the applicable license fees. NOTWITHSTANDING ANY OTHER PROVISION OF THIS AGREEMENT:
(1) CUSTOMER HAS NO LICENSE OR RIGHT TO USE ANY SUCH ADDITIONAL COPIES OR UPGRADES UNLESS CUSTOMER, AT THE TIME OF
ACQUIRING SUCH COPY OR UPGRADE, ALREADY HOLDS A VALID LICENSE TO THE ORIGINAL SOFTWARE AND HAS PAID THE APPLICABLE
FEE FOR THE UPGRADE; (2) USE OF UPGRADES IS LIMITED TO CISCO EQUIPMENT FOR WHICH CUSTOMER IS THE ORIGINAL END USER
PURCHASER OR LESSEE OR WHO OTHERWISE HOLDS A VALID LICENSE TO USE THE SOFTWARE WHICH IS BEING UPGRADED; AND (3) USE
OF ADDITIONAL COPIES IS LIMITED TO BACKUP PURPOSES ONLY.
Proprietary Notices. Customer agrees to maintain and reproduce all copyright and other proprietary notices on all copies, in any form, of the Software in the
same form and manner that such copyright and other proprietary notices are included on the Software. Except as expressly authorized in this Agreement,
Customer shall not make any copies or duplicates or any Software without the prior written permission of Cisco. Customer may make such backup copies of the
Software as may be necessary for Customer’s lawful use, provided Customer affixes to such copies all copyright, confidentiality, and proprietary notices that
appear on the original.
Protection of Information. Customer agrees that aspects of the Software and associated documentation, including the specific design and structure of individual
programs, constitute trade secrets and/or copyrighted material of Cisco. Customer shall not disclose, provide, or otherwise make available such trade secrets or
copyrighted material in any form to any third party without the prior written consent of Cisco. Customer shall implement reasonable security measures to protect
such trade secrets and copyrighted material. Title to Software and documentation shall remain solely with Cisco.
Limited Warranty. If Customer obtained the Software directly from Cisco, then Cisco warrants that during the Warranty Period (as defined below): (i) the media
on which the Software is furnished will be free of defects in materials and workmanship under normal use; and (ii) the Software will substantially conform to
its published specifications. The “Warranty Period means a period beginning on the date of Customer’s receipt of the Software and ending on the later of (a)
ninety (90) days from the date of initial shipment of the Software by Cisco, or (b) the end of the minimum period required by the law of the applicable jurisdiction.
In addition, Cisco may provide an additional limited Year 2000 warranty for the Software; information regarding this warranty and its applicability to the
Software may be found at the web site address www.cisco.com/warp/public/779/smbiz/service/y2k/y2k_comp.htm. The limited warranties extend only to
Customer as the original licensee. Customer's sole and exclusive remedy and the entire liability of Cisco and its suppliers under these limited warranties will be,
at Cisco or its service center's option, repair, replacement, or refund of the Software if reported (or, upon request, returned) to Cisco or its designee. Except as
expressly granted in this Agreement, the Software is provided AS IS. Cisco does not warrant that the Software is error free or that Customer will be able to
operate the Software without problems or interruptions. In addition, due to the continual development of new techniques for intruding upon and attacking
networks, Cisco does not warrant that the Software or any equipment, system or network on which the Software is used will be free of vulnerability to intrusion
or attack. This warranty does not apply if the Software (a) is licensed for beta, evaluation, testing or demonstration purposes for which Cisco does not receive a
license fee, (b) has been altered, except by Cisco, (c) has not been installed, operated, repaired, or maintained in accordance with instructions supplied by Cisco,
(d) has been subjected to abnormal physical or electrical stress, misuse, negligence, or accident, or (e) is used in ultrahazardous activities. If Customer obtained
the Software from a Cisco reseller, the terms of any warranty shall be as provided by such distributor, and Cisco provides Customer no warranty with respect to
such Software.
Disclaimer of Warranties. EXCEPT AS SPECIFIED IN THIS WARRANTY, ALL EXPRESS OR IMPLIED CONDITIONS, REPRESENTATIONS, AND
WARRANTIES INCLUDING, WITHOUT LIMITATION, ANY IMPLIED WARRANTY OR CONDITION OF MERCHANTABILITY, FITNESS FOR A
PARTICULAR PURPOSE, NONINFRINGEMENT, SATISFACTORY QUALITY OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE
PRACTICE, ARE HEREBY EXCLUDED TO THE EXTENT ALLOWED BY APPLICABLE LAW. TO THE EXTENT AN IMPLIED WARRANTY CANNOT
BE EXCLUDED, SUCH WARRANTY IS LIMITED IN DURATION TO THE WARRANTY PERIOD. BECAUSE SOME STATES OR JURISDICTIONS DO
NOT ALLOW LIMITATIONS ON HOW LONG AN IMPLIED WARRANTY LASTS, THE ABOVE LIMITATION MAY NOT APPLY TO YOU. THIS
WARRANTY GIVES YOU SPECIFIC LEGAL RIGHTS, AND YOU MAY ALSO HAVE OTHER RIGHTS WHICH VARY FROM JURISDICTION TO
JURISDICTION. Disclaimer of Liabilities. IN NO EVENT WILL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY LOST REVENUE, PROFIT, OR DATA,
OR FOR SPECIAL, INDIRECT, CONSEQUENTIAL, INCIDENTAL, OR PUNITIVE DAMAGES HOWEVER CAUSED AND REGARDLESS OF THE
THEORY OF LIABILITY ARISING OUT OF THE USE OF OR INABILITY TO USE THE SOFTWARE EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN
ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. In no event shall Cisco's or its suppliers' liability to Customer, whether in contract, tort (including
negligence), or otherwise, exceed the price paid by Customer. The foregoing limitations shall apply even if the above-stated warranty fails of its essential purpose.
BECAUSE SOME STATES OR JURISDICTIONS DO NOT ALLOW LIMITATION OR EXCLUSION OF CONSEQUENTIAL OR INCIDENTAL DAMAGES,
THE ABOVE LIMITATION MAY NOT APPLY TO YOU.
Term and Termination. This Agreement is effective until terminated. Customer may terminate this Agreement at any time by destroying all copies of Software
including any documentation. Customer’s license rights under this Agreement will terminate immediately without notice from Cisco if Customer fails to comply
with any provision of this Agreement. Upon termination, Customer must destroy all copies of Software in its possession or control.
Customer Records. Customer grants to Cisco and its independent accountants the right to examine Customer’s books, records and accounts during Customer’s
normal business hours to verify compliance with this Agreement.In the event such audit discloses non-compliance with this Agreement, Customer shall promptly
pay to Cisco the appropriate licensee fees.
Export. Software, including technical data, may be subject to U.S. export control laws, including the U.S. Export Administration Act and its associated
regulations, and may be subject to export or import regulations in other countries. Customer agrees to comply strictly with all such regulations and acknowledges
that it has the responsibility to obtain licenses to export, re-export, or import Software.
Restricted Rights. Cisco’s commercial software and commercial computer software documentation is provided to United States Government agencies in
accordance with the terms of this Agreement, and per subparagraph “(c)” of the “Commercial Computer Software - Restricted Rights” clause at FAR 52.227-19
(June 1987). For DOD agencies, the restrictions set forth in the “Technical Data-Commercial Items” clause at DFARS 252.227-7015 (Nov 1995) shall also apply.
General. This Agreement shall be governed by and construed in accordance with the laws of the State of California, United States of America, as if performed
wholly within the state and without giving effect to the principles of conflict of law. If any portion hereof is found to be void or unenforceable, the remaining
provisions of this Agreement shall remain in full force and effect. Cisco hereby specifically disclaims the UN Convention on Contracts for the International Sale
of Goods. Except as expressly provided herein, this Agreement constitutes the entire agreement between the parties with respect to the license of the Software
and supercedes any conflicting or additional terms contained in the purchase order.
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CHAPTER 1

Product Overview

This documentation supports these modules:
Product Number: WS-X6066-SLB-S-K9

The Catalyst 6500 Series Content Switching Module with SSL (CSM-S) combines high-performance
server load balancing (SLB) with Secure Socket Layer (SSL) offload. The CSM-S can be used to
distribute client requests using Layer 3 to Layer 7 information among groups of servers firewalls, caches,
VPN termination devices, and other network devices. The CSM-S can also terminate and initiate
SSL-encrypted traffic which allows the CSM-S to perform intelligent load balancing while ensuring
secure end-to-end encryption.

Note  The term SSL daughter card refers to the SSL termination daughter card for the CSM-S that accelerates
SSL transactions.

Figure 1-1 shows an overview of how traffic flows through the CSM-S between the client and the server
farm. Server farms are groups of load-balanced devices. Server farms that are represented as virtual
servers can improve scalability and availability of services for your network. You can add new servers
and remove failed or existing servers at any time without affecting the virtual server’s availability.

Figure 1-1 CSM-S Traffic Flow Overview
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M Features

Clients connect to the CSM-S directing their requests to the virtual IP (VIP) address of the virtual server.
When a client initiates a connection to the virtual server, the CSM-S chooses a real server (a physical
device that is assigned to a server farm) for the connection based on configured load-balancing
algorithms and policies (access rules). Policies manage traffic by defining where to send client
connections.

When a request arrives encrypted by SSL, the CSM-S can be configured to perform decryption, and
eventually apply Layer 7 rules to the clear-text request to select the correct real server. Decryption only
occurs if Layer 7 information is required to make the real server selection. If end-to-end encryption is
required, the CSM-S re-encrypts the connection request after the real server selection has been made.
This process allows the request to continue to the real server in its encrypted form.

Sticky connections limit traffic to individual servers by allowing multiple connections from the same
client to stick (or attach) to the same real server using source IP addresses, source IP subnets, cookies,
and the Secure Socket Layer (SSL) or by redirecting these connections using Hypertext Transfer
Protocol (HTTP) redirect messages.

These sections describe the CSM-S:
e Features, page 1-2
e Front Panel Description, page 1-8
e (CSM-S and SSL Services Module Command Differences, page 1-10
e Software Version Information, page 1-10
e Configuration Restrictions, page 1-12
e (CSM-S Operation Overview, page 1-12
e (CSM-S Operation with SSL, page 1-14

Features

This software release contains feature sets supporting SSL (CSM-S) functionality from previous CSM
releases. The tables in this section list these feature sets.

Table 1-1 lists the new CSM features in this release.

Table -1 New CSM Feature Set Description

Features New in this Release Description

HTTP header sticky Allows you to configure the CSM to perform stickiness
based on the contents of the HTTP header (for example,
the mobile station ISDN number [MSISDN], service key,
session ID).

Configuration synchronization Supports the synchronization of the configuration
between the active and the standby CSM over the fault
tolerant VLAN.

Failover tracking for interfaces and critical |Allows you to track the state of HSRP groups, physical

devices interfaces, and gateways.

Private VLANSs Enables the use of private VLANs (PVLANSs) with the
CSM.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Table 1-1

Features

New CSM Feature Set Description (continued)

Features New in this Release

Description

Partial server farm failover

When you configure a backup server farm, you can
define threshold values so that the CSM fails over to the
backup server farm if the primary server farm partially
fails.

Server probe fail state improvements

Allows you to specify the number of successful retries
needed to put a failed server back into service.

Real name option

Allows you to specify details about an entity. This option
is applicable for probe, vserver, VLAN, and serverfarm
modes

NAT configuration enhancements

Provides source NAT (NAT client) configuration rules to
the policy level.

Infinite idle timeout

Allows you to keep a connection open for an indefinite
time period.

VIP dependencies

Provides the ability to link VIPs together, providing the
ability to automatically take a dependant VIP out of
service if the specified VIP goes out of service.

Ordering of policies

Provides the ability to assign a priority value to a
particular policy.

Maximum parse length reached behavior
change

CSM load balances maximum parse length connection
requests to the default policies.

Slow start improvements

Allows real servers to be in slow-start mode until the
slow-start timer value expires or the conn_count is equal
to that of the other real servers.

Non-secure router mode

Extends the environment variable to route a SYN packet,
in addition to a non-SYN packet, that does not hit a VIP.

Increase vserver limit

Increases the number of virtual servers configurable with
a particular VIP from 128 to 1000.

Table 1-2 lists the CSM features available in previous releases.

Table 1-2 CSM Feature Set Description

Features

Supported Hardware

Supervisor 2 with MSFC2

Supported Protocols

TCP load balancing

UDP generic IP protocol load balancing

Special application-layer support for FTP and the Real Time Streaming Protocol (RTSP)

Server Application State Protocol (SASP)

Layer 7 Functionality

Full regular expression matching

[ oL-7030-01
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Table 1-2 CSM Feature Set Description (continued)

Features

URL, cookie switching, generic HTTP header parsing, HTTP method parsing

Miscellaneous Functionality

VIP connection watermarks

Backup (sorry server) and server farm

Optional port for health probes

IP reassembly

TCL (Toolkit Command Language) scripting

XML configuration interface
SNMP
GSLB (Global Server Load Balancing)—Requires a license

Resource usage display

Configurable idle and pending connection timeout

Idle timeout for unidirectional flows

SSL Services Module (SSLM) integration for SSL load balancing
Real server names

TCP connection redundancy for all types of flows (TCP, UDP, and IP)
Fault-tolerant show command enhancements

I0S SLB FWLB interoperation (IP reverse-sticky)

Multiple CSMs in a chassis

CSM and IOS-SLB functioning simultaneously in a chassis

Configurable HTTP 1.1 persistence (either all GETs are made to the same server or are
balanced to multiple servers)

Fully configurable NAT

Server-initiated connections

Route health injection

Load-Balancing Algorithms

Round-robin
Weighted round-robin (WRR)

Least connections

Weighted least connections
URL hashing

Source IP hashing (configurable mask)

Destination IP hashing (configurable mask)

Source and destination IP hashing (configurable mask)

Load Balancing Supported

Server load balancing (TCP, UDP, or generic IP protocols)

Firewall load balancing

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Table 1-2 CSM Feature Set Description (continued)

Features

Features

DNS load balancing

Stealth firewall load balancing

Transparent cache redirection

Reverse proxy cache

SSL off-loading

VPN-IPSec load balancing

Generic IP devices and protocols

Stickiness

Cookie sticky with configurable offset and length

SSL ID

Source IP (configurable mask)

HTTP redirection

Redundancy

Sticky state

Full stateful failover (connection redundancy)

Health Checking

HTTP

ICMP

Telnet

TCP

FTP

SMTP

DNS

Return error-code checking

Inband health checking

User-defined TCL scripts

Management

SNMP traps

Full SNMP and MIB support

XML interface for remote CSM configuration

Back-end encryption support.

Workgroup Manager Support

Server Application State Protocol (SASP)

[ oL-7030-01
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Table 1-3 lists the CSM-S features in this release.

Table 1-3 CSM-S Feature Set Description

Features

Supported Hardware

Supervisor 2 with MSFC2

Supported Software

Cisco IOS software Release 12.2(18)SXD with the Supervisor Engine 2 and MSFC2

SSL Features

SSL initiation

SSL version 2.0 forwarding

URL rewrite

HTTP header insertion

Wildcard proxy

Handshake Protocol

SSL 3.0

SSL 3.1/TLS 1.0

SSL 2.0 (only ClientHello support)

Session reuse

Session renegotiation

Session timeout

Symmetric Algorithms

ARC4

DES

3DES

Asymmetric Algorithms

RSA

Hash Algorithms

MD5

SHAL1

Cipher Suites

SSL_RSA_WITH_RC4_128_MD5

SSL_RSA_WITH_RC4_128_SHA

SSL_RSA_WITH_DES_CSC_SHA

SSL_RSA_WITH_3DES_EDE_CBC_SHA

Public Key Infrastructure

RSA key pair generation for certificates up to 2048 bits

Secure key storage in CSM-S Flash memory device

Certificate enrollment for client and server-type proxy services

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Table 1-3 CSM-S Feature Set Description (continued)

Features

Importing and exporting of key and certificate (PKCS12 and PEM)

Duplicating keys and certificates on standby CSM-S using the key and certificate import and export
mechanism

Manual key archival, recovery, and backup

Key and certificate renewal using the CLI

Graceful rollover of expiring keys and certificates

Auto-enrollment and auto-renewal of certificates

Importing of certificate authority certificates by cut-and-paste or TFTP

Up to 8 levels of certificate authority in a certificate chain

Generating of self-signed certificate

Manual certificate enrollment using cut-and-paste or TFTP of PKCS10 CSR file

Peer (client and server) certificate authentication

Peer (client and server) certificates

Certificate security attribute-based access control lists

Certificate revocation lists (CRL)

Certificate expiration warning

TCP Termination

RFC 1323

Connection aging

Connection rate

NAT'/PAT?

Client and server

Redundancy

When the CSM-S module is in the standby state, you cannot access SSL services.

To have redundancy, you must use either two CSMs or two CSM-S. You cannot mix a CSM and a
CSM-S for a supported redundancy configuration.

High Availability

Failure detection (SLB health monitoring schemes)

Module-level redundancy (stateless)

Serviceability

Password recovery

Statistics and Accounting

Total SSL connection attempts per proxy service

Total SSL connections successfully established per proxy service

Total SSL connections failed per proxy service

Total SSL alert errors per proxy service

Total SSL resumed sessions per proxy service

[ oL-7030-01
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Table 1-3 CSM-S Feature Set Description (continued)

Features

Total encrypted/decrypted packets/bytes per proxy service

Statistics displayed at 1-second, 1-minute, and 5-minute traffic rates for CPU utilization and
SSL-specific counters

1. NAT = Network Address Translation
2. PAT = Port Address Translation

Front Panel Description

LEDs

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note

Note

Figure 1-2 shows the CSM-S front panel.

Figure 1-2  Content Switching Module Front Panel
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The RJ-45 connector is covered by a removable plate.

You are required to make initial SSL daughter card configurations through a direct connection to the
CSM-S Certificate Management port (Cert. Mgt). After the initial configurations, you can make an SSH
or Telnet connection to further configure the module. See the “Initial SSL Daughter Card Configuration”
section on page 5-2.

When the CSM-S powers up, it initializes various hardware components and communicates with the
supervisor engine. The Status LED indicates the supervisor engine operations and the initialization
results. During the normal initialization sequence, the status LED changes from off to red, to orange, to
green. The SSL daughter card Crypto LED is unused in this release.

For more information on the supervisor engine LEDs, refer to the Catalyst 6500 Series Switch Module
Installation Guide.
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Front Panel Description I

Table 1-4 describes the Status LED operation.

Table 1-4  Content Switching Module LEDs

LED Color Description

Status |Off e The module is waiting for the supervisor engine to provide power.

e The module is not online.

¢ The module is not receiving power, which could be caused by the following:
— Power is not available to the CSM-S.

- Module temperature is over the limit'.

Red e The module is released from reset by the supervisor engine and is booting.

e If the boot code fails to run, the LED stays red after power up.

Orange | ® The module is initializing hardware or communicating with the supervisor engine.
e A fault occurred during the initialization sequence.

e The module has failed to download its Field Programmable Gate Arrays (FPGAs) on power up but
continues with the remainder of the initialization sequence and provides the module online status from
the supervisor engine.

e The module has not received module online status from the supervisor engine. This problem could be
caused by the supervisor engine detecting a failure in an external loopback test that it issued to the

CSM-S.
Green ¢ The module is operational; the supervisor engine has provided module online status.
Green e The module is disabled through the supervisor engine CLI ? using the set module disable mod
to command.
orange
Crypto |None. e Not used. Reserved for future releases.

1. Enter the show environment temperature mod command to display the temperature of each of the four sensors on the CSM-S.

2. CLI = command-line interface.

RJ-45 Connector

The RJ-45 connector, which is covered by a removable plate, is used to connect a management station
device or a test device. This connector is used by field engineers to perform testing and to obtain dump
information.

SSL Connector

The Certificate Management (Cert. Mgt.) port connector is used for SSL certificate management and is
available to make the necessary connection to the SSL daughter card for initial configuration purposes.
After the initial configurations, you can make an SSH or Telnet connection to the SSL daughter card to
further configure the module. See Chapter 5 in the Catalyst 6500 Series Content Switching Module with
SSL Installation and Configuration Note.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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CSM-S and SSL Services Module Command Differences

This section describes the differences in command functionality between the SSL Services Module and
the CSM-S. The following commands or features in the SSL Services Module software are not available
in the CSM-S:

e The debug ssl-proxy pc command.
e The stateless redundancy feature using HSRP in standalone mode.

e The virtual ipaddr ... command under the ssl-proxy service configuration mode requires the
secondary keyword. The traffic flow will fail if this command is configured without the secondary
keyword.

For example,

'virtual ipaddr 90.1.1.1 protocol tcp port 443' 1is NOT supported.
'virtual ipaddr 90.1.1.1 protocol tcp port 443 secondary' 1is supported.

e The gateway forward feature from the SSL Services Module does not work with the CSM-S. This
feature is used on the SSL Services Module to enable more traffic to flow to the SSL Services
Module.

For example,

ssl-proxy vlan 2
ipaddr 190.1.1.142 255.255.255.0
gateway 190.1.1.100 forward

This feature does not work on the CSM-S because the SSL daughter card receives packets only for
the connections that are serviced by a VIP on the CSM. This feature is used on the SSL Services
Module to enable more traffic to flow to the SSL Services Module.

Software Version Information

Note

The CSM-S is a combination of the CSM and the SSL Services Module. The version number has these
three parts:

A CSM-S version number

A CSM version number

An SSL Services Module version number.

The version number is in the following format:

<CSM-S version> <CSM version> <SSL Services Module version>

For example, the first software release for the CSM-S may appear as follows:

1.1(1) 4.1(3) 2.1(2

In the following examples, the version numbers are highlighted in bold text. There are two show version
commands available. The show version command is available from the supervisor engine CLI and SSL
daughter card CLI.

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Note

Software Version Information

The tech-support processor 0 command displays the CSM software version number.

The show module command displays the CSM and SSL bundled software version number.

You can display the version number for the software as follows:

e This example shows how to display the technical support information from the supervisor engine to

display the CSM version:

Router# show module csm 4 tech-support processor 0
Software version: 4.1(3)

e Using the show module command from the supervisor engine, for example:

Router# show module

Mod Ports Card Type Model Serial No.
1 2 Catalyst 6000 supervisor 2 (Active) WS-X6K-SUP2-2GE SAD055104SU
2 2 Catalyst 6000 supervisor 2 (Hot) WS-X6K-SUP2-2GE SALO0702BJKF
3 3 MWAM Module WS-SVC-MWAM-1 SAD071602TZ
4 3 MWAM Module WS-SVC-MWAM-1 SAD071602UT
5 3 MWAM Module WS-SVC-MWAM-1 SAD07200176
7 0 Switching Fabric Module-136 (Active) WS-X6500-SFM2 SALO6355FRR
8 48 48 port 10/100 mb RJ-45 ethernet WS-X6248-RJ-45 SAD03080474
9 3 MWAM Module WS-SVC-MWAM-1 SAD0649019F

11 0 CSM with SSL WS-X6066-SLB-S-K9 SAD07380300
12 0 SLB Application Processor Complex WS-X6066-SLB-APC SAD061801NA
13 1 SSL daughter card WS-SVC-SSL-1 SAD070303G2

Mod MAC addresses Hw Fw Sw Status
1 0001.6415.ab56 to 0001.6415.ab57 3.2 7.1(1) 12.2 (TETONS_ Ok
2 0006.d65c.5c78 to 0006.d65c.5c79 4.1 7.1(1) 12 .2 (TETONS_ Ok
3 0003.feab.9738 to 0003.feab.973f 2.0 7.2(1) 2.1(0.3b) Ok
4 0002.fcbe.8500 to 0002.fcbe.8507 2.0 7.2(1) 2.1(0.3b) Ok
5 0003.feab.80c8 to 0003.feab.80cf 2.0 7.2(1) 2.1(0.1b) Ok
7 0001.0002.0003 to 0001.0002.0003 1.2 6.1(3) 8.3(0.63)TET Ok
8 0060.09ff.f5c0 to 0060.09ff.f5ef 0.701 4.2(0.24)VAI 8.3(0.63)TET Ok
9 0005.9a3b.9de8 to 0005.9a3b.9%def 0.304 7.2(1) 1.0(0.1) Ok

11 0003.feac.a958 to 0003.feac.a95f 1.7 1.1(1) ok
12 00d40.d32f.03f8 to 0040.d32f.03ff 1.5 3.1(6) Ok
13 0040.0bf0.1c04 to 0040.0bf0.1c0b 1.2 7.2(1) 2.1(0.59) Ok

e This example shows how to display the SSL proxy version from the SSL daughter card CLI:

ssl-proxy> show ssl-proxy version

Cisco Internetwork Operating System Software

IOS (tm) SVCSSL Software (SVCSSL-K9Y9-M), Version 12.2(14.6)SHK(0.28)
SOFTWARE

Copyright (c) 1986-2004 by cisco Systems, Inc.

Compiled Tue 04-May-04 11:05 by integ

Image text-base: 0x00400078, data-base: 0x00B04000

ROM: System Bootstrap, Version 12.2(15)YS1 RELEASE SOFTWARE

ssl-proxy uptime is 0 minutes

System returned to ROM by power-on

System image file is "tftp://255.255.255.255/unknown"
AP Version 1.1(1) 4.1(1) 2.1(1)

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Configuration Restrictions

Note

SSL flows that are processed by the SSL daughter card are flows that are processed only by the CSM.
The SSL daughter card cannot off-load flows that are not load balanced by the CSM.

All VLANS that are configured on the SSL daughter card must also be configured on the CSM. If the
CSM is not configured, then the traffic for that VLAN will never arrive at the SSL daughter card.

There is no configuration verification between the CSM and SSL daughter card. If only the CSM portion
of the configuration is completed, the local real servers will show as operational even before the SSL
daughter card is configured. The status will always be operational for local real servers. Because these
real servers are configured on the daughter card, they are always assumed to be available.

CSM-S Operation Overview

Clients and servers communicate through the CSM-S using Layer 2 and Layer 3 technology in a specific
VLAN configuration. (See Figure 1-3.) In a simple Server Load Balancing (SLB) deployment, clients
connect to the client-side VLAN and servers connect to the server-side VLAN. Servers and clients can
exist on different subnets. Servers can also be located one or more Layer 3 hops away and connect to the
CSM-S through routers.

A client sends a request to one of the module’s VIP addresses. The CSM-S forwards this request to a
server that can respond to the request. The server then forwards the response to the CSM-S, and the
CSM-S forwards the response to the client.

When the client-side and server-side VLANs are on the same subnets, you can configure the CSM-S in
single subnet (bridge) mode. For more information, see the “Configuring the Single Subnet (Bridge)
Mode” section on page 2-1.

When the client-side and server-side VLANSs are on different subnets, you can configure the CSM-S to
operate in a secure (router) mode. For more information, see the “Configuring the Secure (Router)
Mode” section on page 2-3.

You can set up a fault-tolerant configuration in either the secure (router) or single subnet (bridged) mode
using redundant CSM-S modules. For more information, see the “Configuring Fault Tolerance” section
on page 9-1.

Single subnet (bridge) mode and secure (router) mode can coexist in the same CSM-S with multiple
VLANS.
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Figure 1-3 Content Switching Module with SSL and Servers

Catalyst 6500 chassis

—

A
W
e.’H csmshtaalll < EIServer

Router

g
N

D
1 |«
I\ ¢

a—
= | B
- Server
—
Internet
a—
= | M
- Server
|

il‘ —
=‘ EI é
Clien{ . et

Server farm

113500

Figure 1-4 describes how the traffic flows between the client and server in a CSM-S environment.

Figure 1-4  Traffic Flow Between Client and Server
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Note  The numbers in Figure 1-4 correspond to the numbers in the following operation.
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When you enter a request for information by entering a URL, the traffic flows as follows:

1.

L

You enter a URL. (Figure 1-4 shows www.example.com as an example.)
The client contacts a DNS server to locate the IP address associated with the URL.
The DNS server sends the IP address of the virtual IP (VIP) to the client.

The client uses the IP address (CSM-S VIP) to send the HTTP request to the CSM-S.

The CSM receives the request with the URL, makes a load-balancing decision, and selects a server.

For example, in Figure 1-4, the CSM-S selects a server (X server) from the www.example.com
server pool, replacing its own VIP address with the address of the X server (directed mode), and

forwards the traffic to the X server. If the NAT server option is disabled, the VIP address remains

unchanged (dispatch mode).

The CSM-S performs Network Address Translation (NAT) and TCP sequence numbers translation.

CSM-S Operation with SSL

The CSM-S is a CSM with integrated SSL support on an internal daughter card so that communication

between the load balancing and SSL modules is local to the CSM-S. The CSM-S configuration is a
combination of a CSM and SSL Services Module configuration. See Figure 1-5.

Note  SSL services are available only when virtual servers are configured for SSL operation and VLANSs have

been configured on the module.

All packets to and from the daughter card are routed through the CSM.

The CSM hardware and the SSL daughter card are loosely coupled but the CSM treats the SSL daughter

card as a special real server that it knows is locally attached.

Figure 1-5 CSM-S Hardware Configuration
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of supported features for the CSM-S.
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The software runs independently on both the CSM and the SSL daughter card. The CSM-S software
allows for SSL configuration and flow processing to and from the daughter card. The Cisco IOS software
enables the Public Key Infrastructure (PKI) allowing the CSM-S to load and generate certificates and
keys for processing the SSL data flows and to configure the SSL software.

To configure the SSL feature, you must access the daughter card through the Certificate Management
(Cert. Mgt.) port. The CSM-S baseboard includes a BOOTP server which upon a daughter card boot
request supplies the boot information that includes the IP address and the SSL image to load.

When the CSM-S first starts up, the time starts at Jan 1, 1970. Once the CSM and SSL daughter card
(CSM-S system) is up, then the time is synchronized with the time on the switch supervisor engine.

You may see syslog messages on the SSL daughter card console referring to expired certificates due to
the time synchronization condition on first boot. Once the clock synchronization occurs from the
supervisor engine, which occurs within a few seconds after the syslog messages are generated, the
CSMS-S is ready to pass traffic.

To determine when the CSM-S is ready to pass traffic, you can use the Router# show module csm slot
# status command.

Two types of syslog messages are displayed when you enter the show module csm s/or # status
command:

1. When the module is ready to pass traffic, this message displays:

SLB Module is online in slot 4.
Configuration Download state: COMPLETE, SUCCESS

2. When the module is not ready to pass traffic, this message displays:

SLB Module is offline.
Requires CSM module version 3.1.

The runtime boot sequence for the CSM-S is as follows:
1. The CSM-S boots.
2. The CSM-S resets the daughter card. The daughter card runs a memory test.

3. When the memory test is complete, the daughter card ROMMON sends a BOOTP request to the
CSM-S.

4. The CSM-S sends a BOOTP response containing the MAC address, EOBC IP address, and the flash
location from where the daughter card runtime image loads.

5. The SSL console becomes active when the SSL Cisco IOS runtime starts.
6. The SSL software sends a time request to the CSM.

7. The CSM-S indicates to the switch supervisor engine that it is ready to go online.

Client-Side Configuration Traffic Flow

In Figure 1-6, the CSM requires a Layer 4 virtual server configured to accept client traffic on port 443.
The server farm associated with this virtual server is configured with the same VIP address as the virtual
server and must be marked as being local. Marking the virtual server as local tells the CSM that this
server is located on the SSL daughter card. The tables are updated to properly forward traffic to the
daughter card.
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Figure 1-6 = CSM-S Client-Side Configuration
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Note  The numbers in Figure 1-6 correspond to the numbers in the following operation.

The client-side configuration traffic flow is as follows:

1. When a client SYN-frame is received by the CSM and matches the SSL virtual server, the CSM
treats it in the same manner as any Layer 4 virtual server.

2. The destination decision sets up the internal CSM tables to direct all subsequent client traffic on this
connection to the SSL daughter card. The reverse tuple is also set up to direct traffic back to the
client from the daughter card. The SYN packet is passed to the SSL daughter card for processing.

3. The SSL daughter card processes the SYN-frame and sets up an internal table for connection. The
SSL daughter card then responds with a SYN/ACK to the client.

4. The SYN/ACK is received by the CSM and is processed with the reverse tuple. The SYN/ACK is
then transmitted to the client through the client VLAN.

This example shows the client-side configuration for the CSM:

vlan 420 client
ip address 192.168.15.109 255.255.255.0
|
serverfarm SSL
nat server
no nat client
real 192.168.15.100 local
inservice
|
vserver V-SSL
virtual 192.168.15.200 tcp https
serverfarm SSL
persistent rebalance
inservice
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This example shows the client-side configuration for the SSL daughter card:

ssl-proxy service server_proxy

virtual ipaddr 192.168.15.100 protocol tcp port 443 secondary
server ipaddr 192.168.15.200 protocol tcp port 80

certificate rsa general-purpose trustpoint tierl_tp

inservice

ssl-proxy vlan 420

ipaddr 192.168.15.108 255.255.255.0

Server-Side Configuration Traffic Flow

When the SSL daughter card terminates the SSL connection, it must establish a connection to a back-end
server that services the request. The server is either a real server in the network or a virtual server
configured on the CSM.

Note  No configuration checking is done between the CSM and the SSL daughter card. You must make sure
that the CSM and SSL daughter card configurations are set up correctly to allow the SSL daughter card
to use a virtual server on the CSM for Layer 7 load balancing.

Configuring the CSM as the Back-End Server

Figure 1-7 shows the configuration where the back-end server is a Layer 7 virtual server. The virtual
server, VS2, is configured to match the ssl-proxy server configuration of the SSL daughter card.

Figure 1-7 CSM-S Server-Side Configuration with CSM as the Back-End Server
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Note  The numbers in Figure 1-7 correspond to the numbers in the following operation.
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The server-side configuration traffic flow with the CSM as the back-end server is as follows:
1. The SSL daughter card transmits a TCP SYN frame to the target address of the ssl-proxy service.

2. The CSM responds to the SYN that is sent to VS-HTTP with a SYN/ACK to the client IP address,
and the SYN/ACK is sent to the SSL daughter card.

3. The SSL daughter card completes the TCP handshake by sending a TCP ACK to the CSM virtual
server V-HTTP.

4. The SSL daughter card sends the decrypted HTTP GET request to the CSM virtual server V-HTTP.
When the CSM receives this request, it uses the cookie value to determine the actual real server.

5. The CSM sends a TCP SYN to the real server as the client.
6. The real server responds with a TCP SYN/ACK.
1. The CSM continues to operate as it does for Layer 5 and Layer 7 flows for the system.

This example shows the server-side configuration for the CSM:

vlan 421 server

ip address 192.168.17.109 255.255.255.0
|

serverfarm SLB

nat server

no nat client

real 192.168.17.13

inservice
!
vserver VS-HTTP
virtual 192.168.15.200 tcp www
serverfarm SLB
persistent rebalance
inservice

This example shows the server-side configuration for the SSL daughter card:

ssl-proxy service server_proxy

virtual ipaddr 192.168.15.100 protocol tcp port 443 secondary
server ipaddr 192.168.15.200 protocol tcp port 80

certificate rsa general-purpose trustpoint tierl_tp

inservice

Configuring the Real Server as the Back-End Server

When you configure a real server as the back-end server, the SSL daughter card is configured with the
real server’s IP address as the SSL-proxy server address. Traffic is sourced by the real server, and the
CSM directs traffic from the SSL daughter card to and from the real server.

As shown in Figure 1-8, the CSM is configured with virtual server SSL-PRVS by using a server farm
with the predictor-forward option. To properly forward traffic to the real server IP address, the CSM
must perform Address Resolution Protocol (ARP) for all possible real servers. For ARP resolution to
perform correctly, the server farm SSL real servers must contain the IP address of all possible real
servers, but they must not be associated with any virtual server on the CSM. You can also associate health
probes with the real servers.
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Figure 1-8 CSM-S Server-Side Configuration with a Real Server as the Back-End Server
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Note  The numbers in Figure 1-8 correspond to the numbers in the following operation.

The server-side configuration traffic flow (with the real server as the back-end server) is as follows:

1. The SSL daughter card transmits the TCP SYN frame to the server address of the ssl-proxy service,
and that frame is received by the CSM to match the virtual server SSL-PRVS.

2. A load-balancing decision is made, and the frame is forwarded to the server based on the
predictor-forward server farm configuration. The reverse tuple is programmed to catch traffic from
the server destined to the SSL daughter card. The frame is transmitted on the server VLAN.

3. When the SYN/ACK frame is received on the server VLAN, it matches the reverse path tuple setup
and the frame is forwarded back to the client which is the SSL daughter card.

4. The SYN/ACK is sent to the SSL daughter card.

vlan 421 server
ip address 192.168.17.109 255.255.255.0
serverfarm SSLPF
nat server
no nat client
predictor forward
vserver SSL-PFVS
virtual 0.0.0.0 0.0.0.0 tcp 8888
vlan local
serverfarm SSLPF
persistent rebalance
inservice

This example shows the client-side and server-side configuration for the SSL daughter card:

ssl-proxy service server_proxy

virtual ipaddr 192.168.15.100 protocol tcp port 443 secondary
server ipaddr 192.168.17.13 protocol tcp port 8888
certificate rsa general-purpose trustpoint tierl_tp

inservice
ssl-proxy vlan 420

ipaddr 192.168.15.108 255.255.255.0
ssl-proxy vlan 421

ipaddr 192.168.17.108 255.255.255.0
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CHAPTER 2

Networking with the Content Switching Module
with SSL

This chapter describes networking the CSM-S and contains these sections:
e Configuring Modes for Networking, page 2-1
e (CSM-S Networking Topologies, page 2-4
e Routing with the CSM-S, page 2-7
e Protecting Against Denial-of-Service Attacks, page 2-7

Configuring Modes for Networking

You can configure the CSM-S in a single subnet or bridged mode and a secure or router mode. These
sections describe the modes:

¢ Configuring the Single Subnet (Bridge) Mode, page 2-1
e Configuring the Secure (Router) Mode, page 2-3

Configuring the Single Subnet (Bridge) Mode

In the single subnet (bridge) mode configuration, the client-side and server-side VLANS are on the same
subnets. Figure 2-1 shows how the single subnet (bridge) mode configuration is set up.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Step 1
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Step 6
Step 7

Step 8

Figure 2-1  Single Subnet (Bridge) Mode Configuration
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The addresses in Figure 2-1 refer to the steps in the following task table.

You configure single subnet (bridge) mode by assigning the same IP address to the CSM-S client and
server VLANS.

To configure content switching for the single subnet (bridge) mode, perform this task:

Command Purpose

Router (config-module-CSM) # vlan Enters the VLAN mode'.

database

Router (vlan)# vlan 2 Configures a client-side VLAN?.

Router (vlan)# vlan 3 Configures a server-side VLAN.

Router (vlan) # exit Exits the mode for the configuration to take effect.
Router (config-module-CSM) # vlan 2 Creates the client-side VLAN 2 and enters the SLB
client VLAN mode'.

Router (config-slb-vlan-client)# ip Assigns the CSM-S IP address on VLAN 2.

addr 192.158.38.10 255.255.255.0

Router (config-slb-vlan-client)# Defines the client-side VLAN gateway to Router A.
gateway 192.158.38.20

Router (config-slb-vlan-client)# Defines the client-side VLAN gateway to Router B.
gateway 192.158.38.21
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Command Purpose

Step9 Router (config-slb-vserver)# vlan 3 Creates the server-side VLAN 3 and enters the SLB
server VLAN mode.

Step10 Router (config-slb-vlan-client)# ip Assigns the CSM-S IP address on VLAN 3.

addr 192.158.38.10 255.255.255.0

Step 11

Router (config-slb-vlan-client)# exit

Exits the submode.

Step 12

Router (config-module-CSM) # vserver
VIP1l

Creates a virtual server and enters the SLB virtual server
mode.

Step 13

Router (config-slb-vserver)# virtual
192.158.38.30 tcp www

Creates a virtual IP address.

Step 14 Router (config-slb-vserver)# serverfarm |Associates the virtual server with the server farm?.
farml
Step 15 Router (config-module-CSM)# inservice Enables the server.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

This step assumes that the server farm has already been configured. (See the “Configuring Server Farms” section on

page 5-1.)

~

Note

Set the server default routes to Router A gateway (192.158.38.20) or Router B gateway (192.158.38.21).

Configuring the Secure (Router) Mode

In secure (router) mode, the client-side and server-side VLANSs are on different subnets.

To configure content switching in secure (rou

ter) mode, perform this task:

Command Purpose
Step1 Router (config-module-CSM)# vlan database |Enters the VLAN model,
Step2 Router(vlan)# vlan 2 Configures a client-side VLAN?.
Step3 Router(vlan)# vlan 3 Configures a server-side VLAN.
Step4 Router (vlan)# exit Exits the mode for the configuration to take effect.
Step5 Router(config-module-csm)# vlan 2 client |Creates the client-side VLAN 2 and enters the SLB
VLAN mode.
Step6 Router(config-slb-vlan-client)# ip addr |Assigns the CSM-S IP address on VLAN 2.
192.158.38.10 255.255.255.0
Step7 Router (config-slb-vlan-client)# gateway |Defines the client-side VLAN gateway to Router A.
192.158.38.20
Step8 Router(config-slb-vlan-client)# gateway |Defines the client-side VLAN gateway to Router B.
192.158.38.21
Step9 Router(config-module-csm)# vlan 3 server |Creates the server-side VLAN 3 and enters the SLB
VLAN mode.
Step 10 Router (config-slb-vlan-server)# ip addr |Assigns the CSM-S IP address on VLAN 3.
192.158.39.10 255.255.255.0
Step 11 Router (config-slb-vlan-server)# exit Exits the submode.
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Command Purpose

Step 12 Router (config-module-csm)# vserver VIP1 |Creates a virtual server and enters the SLB virtual
server mode.

Step 13 Router (config-slb-vserver)# virtual Creates a virtual IP address.
192.158.38.30 tcp www

Step 14 Router (config-slb-vserver)# serverfarm Associates the virtual server with the server farm>.
farml

Step 15 Router (config-module-csm)# inservice Enables the server.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.
The no form of this command restores the defaults.

This step assumes that the server farm has already been configured. (See the “Configuring Server Farms” section on
page 5-1.)

)

Note Set the server default routes to the CSM-S IP address (192.158.39.10).

CSM-S Networking Topologies

This section describes CSM-S networking topologies and contains these sections:
e (CSM-S Inline and MSFC Not Involved, page 2-4
e (CSM-S Inline and MSFC on Server Side, page 2-5
e (CSM-S Inline and MSFC on Client Side, page 2-5
e CSM-S in Aggregate Mode, page 2-6

e Direct Server Return, page 2-6

CSM-S Inline and MSFC Not Involved

Figure 2-2 shows the CSM-S in a Layer 3 configuration without interaction with the MSFC.

Figure 2-2 CSM-S Inline, MSFC Not Involved
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This configuration has these characteristics:
e The MSFC is not routing CSM-S VLAN:S.
e All server-to-server communications (direct Layer 3 or load balanced) are through the CSM-S.

e The CSM-S must use static routes to the upstream router (default gateway).
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CSM-S Inline and MSFC on Server Side

Figure 2-3 shows the CSM-S in a configuration where the MSFC is located on the server side.

Figure 2-3 CSM:-S Inline, MSFC Located on Server Side
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This configuration has these characteristics:
e Server-to-server direct communications bypass the CSM-S.
e Server-to-server load-balanced connections always require secure NAT (SNAT).
e The CSM-S must use static routes to the upstream router (default gateway).
¢ Routing protocols can be used in the back end.

e Layer-2 rewrite is not possible.

CSM-S Inline and MSFC on Client Side

Figure 2-4 shows the CSM-S in a configuration where the MSFC is located on the client side.

Figure 2-4 CSM-S Inline, MSFC Located on the Client Side
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This configuration has these characteristics:
e The configuration is easy to deploy.
e Server-to-server Layer-3 communications pass through the CSM-S.

e Routing protocols can be used between the MSFC and the upstream router.

All traffic to or from the servers passes through the CSM-S.
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CSM-S in Aggregate Mode

Figure 2-5 shows the CSM-S in an aggregate-mode configuration.

Figure 2-5 CSM-S Located in Aggregate Mode
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This configuration has these characteristics:

The CSM-S is not inline, and the module does not see unnecessary traffic.
Easy routing and CSM-S configuration.

Requires PBR or client SNAT because return traffic is required.
Server-to-server load-balanced connections always require SNAT.

Layer-2 rewrite is not possible.

Direct Server Return

Figure 2-6 shows the CSM-S in a direct server return configuration.

Figure 2-6 Direct Server Return
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This configuration has these characteristics:

High throughput or bandwidth is not required in the load balancer.
The load balancer does not recognize return traffic.

TCP flows always have to be timed out.

TCP termination is not possible (only Layer 4 load balancing).
Inband health monitoring is not possible.

Servers must be Layer-2 adjacent with a loopback address.
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Routing with the CSM-S

When forwarding and maintaining load-balancing connections, the CSM-S must make routing decisions.
However, the CSM-S does not run any routing protocols and does not have access to the MSFC routing
tables. The CSM-S builds its own routing table with three types of entries:

Directly attached IP subnets
These subnets are configured on the CSM-S client or the server VLANSs.
Default gateways

Default gateways are configured with the gateway keyword from within a client or server VLAN
configuration submode. See Chapter 4, “Configuring VLANSs.” In this release, you may have up to
511 default gateways. However, you cannot have more than seven default gateways for the same
VLAN.

Most configurations have (or can be simplified to have) a single default gateway. This gateway
points to the upstream router (or to an HSRP IP address that represents the upstream router pair) and
eventually to various static routes.

Static routes

Static routes are configured with the route keyword from within a client or server VLAN
configuration submode of configuration. See Chapter 4, “Configuring VLANSs.” Static routes are
very useful when some servers are not Layer 2 adjacent.

Multiple default gateways are supported, however, they create a situation where if the CSM-S needs to
make a routing decision to an unknown destination, the CSM-S will randomly select one of the gateways
without your intervention or control. To control this behavior, use the predictor-forward option.

There are three situations in which the CSM-S must make a routing decision:

Upon receiving a new connection.

At this time, the CSM-S decides where to send the return traffic for that connection. Unlike other
devices, the CSM-S does not perform a route lookup, but it memorizes the source MAC address from
where the first packet of the connection was received. Return traffic for that connection is sent back
to the source MAC address. This behavior also works with redundancy protocols between upstream
routers, such as HSRP.

The CSM-S is configured in router mode.

The servers are pointing to the CSM-S as their default gateway, and the servers are originating
connections.

A server farm is configured with the predictor-forward option. (See Chapter 5, “Configuring Real
Servers and Server Farms.”) This predictor instructs the CSM-S to route the connection instead of
load balancing it.

With multiple gateways, the first two situations can be simplified by using a server farm configured with
the gateway as a unique real server. (See the “Configuring the Source NAT for Server-Originated
Connections to the VIP” section on page A-7.)

Protecting Against Denial-of-Service Attacks

The CSM-S implements a variety of features to protect the devices that it is load balancing and to protect
itself from a DoS attack. You cannot configure many of these features because they are controlled by the
CSM-S and adjust to the amount of incoming traffic.

[ oL-7030-01
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I Protecting Against Denial-of-Service Attacks

The CSM-S provides these DoS-protection features:
e SYN cookies

N

Note Do not confuse a SYN cookie with synchronization of cookies because these are different
features. This discussion refers only to SYN cookies.

When the number of pending connections exceeds a configurable threshold, the CSM-S begins using
SYN cookies, encrypting all of the connection state information in the sequence numbers that it
generates. This action prevents the CSM-S from consuming any flow state for pending (not fully
established) TCP connections. This behavior is fully implemented in hardware and provides a good
protection against SYN attacks.

¢ Connection pending timeout

This feature is configurable on a per-virtual server basis and allows you to time out connections that
have not been properly established within the configured timeout value specified in seconds.

e Connection idle timeout

This feature is configurable on a per-virtual server basis and allows you to time out established
connections that have not been passing traffic for longer than an interval configured on a timer.

e Generic TCP termination

Some connections may not require TCP termination for Layer 7 load balancing. You can configure
any virtual server to terminate all incoming TCP connections before load balancing those
connections to the real servers. This configuration allows you to take advantage of all the CSM-S
DoS features located in Layer 4 load-balancing environments.
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CHAPTER

Getting Started

This chapter describes what is required before you begin configuring the CSM-S and contains these
sections:

Configuration Overview, page 3-1

Operating System Support, page 3-4

Preparing to Configure the CSM-S, page 3-4
Saving and Restoring Configurations, page 3-6
Configuring SLB Modes, page 3-6

Upgrading to a New Software Release, page 3-12

Recovering a Lost Password, page 3-14

Configuration Overview

The configuration process assumes that the switch is in the RP mode. Figure 3-1 shows an overview of
the required and optional operations in the basic CSM-S configuration process. Figure 3-2 shows an
overview of the SSL portion of the configuration process.

Note

Configuring policies is not necessary for Layer 4 load balancing.

These sections describe how to configure the required parameters:

CSM-S and SSL Services Module Command Differences, page 1-10
Software Version Information, page 1-10

Configuration Restrictions, page 1-12

Recovering a Lost Password, page 3-14

Configuring Client-Side VLANS, page 4-2

Configuring Server-Side VLANSs, page 4-3

Configuring Server Farms, page 5-1

Configuring Real Servers, page 5-3

Configuring Virtual Servers, page 6-1
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Figure 3-1 CSM-S Basic Configuration Overview
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After you configure the required load-balancing parameters on the CSM-S, you can configure the
optional parameters in the following sections:

¢ Configuring Redirect Virtual Servers, page 6-6
e Configuring Client NAT Pools, page 5-6
e Configuring Server-Initiated Connections, page 5-7

e Configuring TCP Parameters, page 6-4
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Figure 3-2 CSM-S SSL Configuration Overview
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To configure the SSL parameters, see the following sections:
e (CSM-S and SSL Services Module Command Differences, page 1-10
e Initial SSL Daughter Card Configuration, page 7-2
e Configuring SSL for Client-Side and Server-Side Operation, page 7-6
To work with advanced configurations, see the following sections in Chapter 2 through Chapter 11:
e Configuring the Single Subnet (Bridge) Mode, page 2-1
e Configuring the Secure (Router) Mode, page 2-3
¢ Configuring URL Hashing, page 5-7
e Configuring Generic Header Parsing, page 6-12
e Configuring SSL for Client-Side and Server-Side Operation, page 7-6
e Configuring Route Health Injection, page 10-5
¢ Configuring Fault Tolerance, page 9-1
e Configuring Persistent Connections, page 10-13
e Configuring HSRP, page 9-5
e Configuring Connection Redundancy, page 9-9
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e Configuring SNMP Traps for Real Servers, page 10-20

e Configuring Probes for Health Monitoring, page 11-1

¢ Understanding and Configuring Inband Health Monitoring, page 11-8

e Understanding and Configuring HTTP Return Code Checking, page 11-9
e Using TCL Scripts with the CSM-S, page 12-1

e Configuring Stealth Firewall Load Balancing, page 13-7

e Configuring Regular Firewall Load Balancing, page 13-16

¢ Configuring Reverse-Sticky for Firewalls, page 13-24

Operating System Support

The CSM-S is supported on switches running Cisco IOS software only. Because the CSM-S is
configured through the MSFC CLI, you must first session into the MSFC for access to the MSFC CLI.
All Layer 2 configurations (such as VLAN and port associations) are performed on the supervisor engine
when using a switch running the Cisco I0S software.

Note  When running the CSM-S on a switch, configured VLANSs are automatically added to the trunk or
channel that connects the CSM-S to the switch backplane. In a switch running both the Catalyst
operating system and Cisco IOS software, you will have to manually add the CSM-S VLAN:Ss to the trunk
or channel.

Preparing to Configure the CSM-S

Before you configure the CSM-S, you must take these actions:

e Be sure that the Cisco IOS versions for the switch and the module match. Refer to the Catalyst 6500
Series Switch Content Switching Module Installation Guide.

e Before you can configure server load balancing, you must obtain the following information:
— Network topology that you are using in your installation
— Real server IP addresses

— An entry for the CSM-S VIPs in the Domain Name Server (DNS) (if you want them to be
reached through names)

— Each virtual server’s IP address

e Configure VLANSs on the Catalyst 6500 series switch before you configure VLANS for the CSM-S.
VLAN IDs must be the same for the switch and the module. Refer to the Catalyst 6500 Series Switch
Software Configuration Guide for details.

This example shows how to configure VLANS:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# vlan 130

Router (config-vlan)# name CLIENT_ VLAN

Router (config-vlan)# exit

Router (config)# vlan 150

Router (config-vlan) # name SERVER_VLAN
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Router (config-vlan)# end

Place the physical interfaces that connect to the servers or to the clients in the corresponding VLAN.

This example shows how to configure a physical interface as a Layer 2 interface and assign it to a
VLAN:

Router>

Router> enable

Router# config

Router (config)# interface 3/1

Router (config-if)# switchport

Router (config-if)# switchport access vlan 150
Router (config-if)# no shutdown

Router (vlan) # exit

If the Multilayer Switch Function Card (MSFC) is used on the next-hop router on either the client
or the server-side VLAN, then you must configure the corresponding Layer 3 VLAN interface.

Caution

You cannot use the MSFC simultaneously as the router for both the client and the server side unless
policy-based routing or source NAT is used and the CSM-S is configured in router mode. This
situation occurs because the CSM-S must see both flow directions that load balances or forwards. If
you use the CSM-S in bridge (single subnet) mode, do not configure the Layer 3 VLAN interface
on the MSFC for both the client and the server side. If you use the CSM-S in router mode, do not
configure the Layer 3 VLAN interface on the MSFC for both the client and the server side unless
you properly configure policy-based routing or source NAT to direct return traffic back to the
CSM-S.

This example shows how to configure the Layer 3 VLAN interface:

Router>

Router> enable

Router# config

Router (config)# interface vlan 130

Router (config-if)# ip address 10.10.1.10 255.255.255.0
Router (config-if)# no shutdown

Router (vlan) # exit

Using the Command-Line Interface

The software interface for the CSM-S is the Cisco IOS command-line interface. To understand the
Cisco IOS command-line interface and Cisco IOS command modes, refer to Chapter 2 in the Catalyst
6500 Series Switch Cisco 10S Software Configuration Guide.

Note  Because each prompt has a character limit, some prompts may be truncated. For example
Router(config-slb-vlan-server)# may appear as Router(config-slb-vlan-serve)#.
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Accessing Online Help

In any command mode, you can get a list of available commands by entering a question mark (?) as
follows:

Router> ?

or

Router (config) # module CSM 5
Router (config-module-CSM) # ?

~

Note  Online help shows the default configuration values and ranges available to commands.

Saving and Restoring Configurations

For information about saving and restoring configurations, refer to the
Catalyst 6500 Series Switch Cisco I10S Software Configuration Guide.

Configuring SLB Modes

Server load balancing on the Catalyst 6500 series switch can be configured to operate in two modes: the
routed processor (RP) mode and the CSM mode. The switch configuration does not affect CSM-S
operation. By default, the CSM-S is configured in RP mode. The RP mode allows you to configure one
or multiple CSM-S modules in the same chassis and run Cisco IOS SLB on the same switch.

Note The RP mode is the default mode and is the recommended mode. The CSM mode is used for backward
compatibility only for releases with CSM software images previous to release 2.1. When installing a new
CSM or CSM-S image, use the RP mode.

The CSM mode allows you to configure a single CSM-S only. The CSM mode is supported for backward
compatibility with previous software releases. The single CSM-S configuration will not allow Cisco I0S
SLB to run on the same switch.

The following sections provide information about the modes:
e Mode Command Syntax, page 3-6
e Migrating Between Modes, page 3-7
e Differences Between the CSM and RP Modes, page 3-8
e Changing Modes, page 3-9

Mode Command Syntax

Before you can enter the CSM-S configuration commands on the switch, you must specify the CSM-S
that you want to configure. To specify a CSM-S for configuration, use the module csm slot-number
command. The slot-number value is the chassis slot where the CSM-S being configured is located.
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The module csm command places you in CSM-S configuration submode. All additional configuration
commands that you enter apply to the CSM-S that is installed in the slot you have specified.

Note

Unless otherwise specified, all the examples in this publication assume that you have already entered

this command and entered the configuration submode for the CSM-S that you are configuring.

The command syntax for the CSM-S mode and RP mode configuration is identical with these exceptions:

Step 1

Step 2

e  When configuring in the CSM mode, you must prefix each top-level command with ip slb.

e Prompts are different for the CSM mode and RP mode configurations.

To configure a virtual server for a CSM-S in slot 5, perform this task:

Command

Purpose

Router (config)# module csm 5

Specifies the location of the CSM-S that you are
configuring.

Router (config-module-csm) # vserver

Vsl

Configures the virtual server.

This example shows the complete list of CSM-S commands in the config-module-csm mode:

Router# configure terminal

Enter configuration commands,
Router (config) # module csm 5
Router (config-module-csm)# ?
SLB CSM module config

one per line.

End with CNTL/Z.

arp configure a static ARP entry

capp configure Content Application Peering Protocol
default Set a command to its defaults

dfp configure Dynamic Feedback Protocol manager
exit exit SLB CSM module submode

ft configure CSM fault tolerance (ft) feature
map configure an SLB map

natpool configure client nat pool

no Negate a command or set its defaults

owner configure server owner

policy configure an SLB policy

probe configure an SLB probe

real configure module real server

script configure script files and tasks

serverfarm configure a SLB server farm

standby

static configure static NAT for server initiated connections
sticky configure a sticky group

variable configure an environment variable

vlan configure a vlan

vserver configure an SLB virtual server

xml-config

settings for configuration via XML

Migrating Between Modes

Existing CSM-S configurations are migrated to the new configuration when the mode is changed from
CSM to RP using the ip slb mode command. If a CSM-S configuration exists, you are prompted for the

slot number.
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You can migrate from an RP mode configuration to CSM mode configuration on the Catalyst 6500 series
switch. You can migrate manually only from a Cisco IOS SLB configuration to a CSM-S configuration.

Differences Between the CSM and RP Modes

The CSM and RP modes only affect the way in which the CSM-S is configured from the CLI, not the
operation and functionalities of the CSM-S itself. The RP mode is required to configure multiple CSM-S
modules in one chassis as well as the Cisco IOS SLB in the same chassis with a CSM-S.

CSM Mode

You can use the ip slb mode csm command mode to configure a CSM-S in 1.x releases. This mode
allows the configuration of a single CSM-S in the chassis. (Other CSMs or Cisco IOS SLB cannot be
configured in the same chassis.)

In this mode, all the CSM-S configuration commands begin with ip slb.
The CSM-S show commands begin with show ip slb.

This mode is not recommended where it is provided as an option in the Cisco IOS CLI for backward
compatibility if you are using CSM software 2.1 or later releases.

The following is an example of a configuration for a single CSM-S in the chassis:

Cat6k# show running-config
Building configuration...
Current configuration : 5617 bytes

ip slb mode csm
ip slb vlan 110 server
ip address 10.10.110.1 255.255.255.0

ip slb vlan 111 client
ip address 10.10.111.2 255.255.255.0
gateway 10.10.111.1

ip slb probe HTTP_TEST http

request method get url /probe/http_probe.html
expect status 200

interval 5

failed 5

ip slb serverfarm WEBFARM
nat server

no nat client

real 10.10.110.10
inservice

real 10.10.110.20
inservice

probe HTTP_TEST

ip slb vserver HTTPVIP
virtual 10.10.111.100 tcp www
persistent rebalance
serverfarm WEBFARM

inservice
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RP Mode

You can use the ip slb mode rp command mode (the default) to configure multiple CSM-S modules in
a chassis with Cisco IOS SLB. You can only configure the CSM-S using this mode starting from release
2.1.

In this mode, the CSM-S is configured from this command submode:

mod csm X

The X is the slot number of the CSM-S that you want to configure.
CSM-S show commands start with show mod csm X.

Beginning with CSM software release 2.1, the RP mode is the recommended mode when configuring the
CSM-S. While in this mode, all the commands apply to Cisco IOS SLB and not to a CSM-S in the
chassis. These commands begin with ip slb.

The following is an example of a configuration for a single CSM-S in the chassis:

Cat6k# show running-config
Building configuration...

Current configuration : 5597 bytes

module ContentSwitchingModule 5
vlan 110 server
ip address 10.10.110.1 255.255.255.0

vlan 111 client
ip address 10.10.111.2 255.255.255.0
gateway 10.10.111.1

probe HTTP_TEST http

request method get url /probe/http_probe.html
expect status 200

interval 5

failed 5

serverfarm WEBFARM
nat server

no nat client

real 10.10.110.10
inservice

real 10.10.110.20
inservice

probe HTTP_TEST

vserver HTTPVIP

virtual 10.10.111.100 tcp www
persistent rebalance
serverfarm WEBFARM

inservice

Changing Modes

You can change the CSM operating mode from CSM mode to RP mode or RP mode to CSM mode. The
next sections provide examples of how to change the modes.
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CSM Mode to RP Mode

This example shows how to change from CSM mode to RP mode. This example is typical of a migration
from CSM 1.x to 2.1 or later releases and does not require a module reset.

Cat6k# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

Cat6k(config)# ip slb mode ?
csm SLB in Content Switching Module
rp SLB in IOS system

Cat6k(config)# ip slb mode rp
The current SLB mode is CSM-SLB.
You are selecting RP-SLB mode.

oe

o

% All configuration for CSM-SLB will be moved to module submode.

% Confirm switch to RP-SLB mode? [no]: yes

% Enter slot number for CSM module configuration, 0 for none [5]: 5
% Please save the configuration.

Catbk(config)# end

Cat6k# write

Building configuration...
[OK]
Cat6k#

RP Mode to CSM Mode

This example shows how to migrate from RP mode to CSM mode and requires a module reset:

Cat6k# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

Catb6k(config)# ip slb mode ?
csm SLB in Content Switching Module
rp SLB in IOS system

Cat6k (config)# ip slb mode csm

The current SLB mode is RP-SLB.

You are selecting CSM-SLB.

All SLB configurations for RP will be ERASED.
After execution of this command, you must

o° 0P oe

oe o

write the configuration to memory and reload.

CSM-SLB module configuration will be moved to ip slb submodes.
Confirm switch to CSM-SLB mode? [nol: yes

Enter slot number for CSM module configuration, 0 for none [5]: 5
Please save the configuration and reload.

o° 0P o°

oe

Cat6k(config)# end
Cat6k# write
Building configuration...
Cat6k# reload
Proceed with reload? [confirm] y
Verify Mode Operation
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Verifying the Configuration

To confirm that your configuration is working properly, use these commands in RP mode:

Caté6k# show ip slb mode
SLB configured mode = rp

Cat6k# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

Catk6-1(config)# ip slb ?

dfp configure Dynamic Feedback Protocol manager
entries initial and maximum SLB entries
firewallfarm configure an SLB firewall farm

mode configure SLB system mode

natpool define client nat pool

probe configure an SLB probe

serverfarm configure an SLB server farm

vserver configure an SLB virtual server

To confirm that your configuration is working properly, use these commands in Cisco IOS SLB mode:

Cat6k(config)# module csm 5
Cat6k (config-module-csm)# ?
SLB CSM module config

default Set a command to its defaults

dfp configure Dynamic Feedback Protocol manager
exit exit SLB CSM module submode

ft configure CSM fault tolerance (ft) feature
map configure an SLB map

natpool configure client nat pool

no Negate a command or set its defaults

policy configure an SLB policy

probe configure an SLB probe

serverfarm configure an SLB server farm

static configure static NAT for server initiated connections
sticky configure a sticky group

vlan configure a vlan

vserver configure an SLB virtual server

To confirm that a single CSM-S in the chassis configuration is working properly, use these commands
in CSM mode:

Cat6k# show ip slb mode
SLB configured mode = csm

Catk6-1# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

Cat6k(config)# ip slb ?

dfp configure Dynamic Feedback Protocol manager
ft configure CSM fault tolerance (ft) feature
map configure an SLB map

mode configure SLB system mode

natpool configure client nat pool

policy configure an SLB policy

probe configure an SLB probe

serverfarm configure an SLB server farm

static configure static NAT for server initiated connections
sticky configure a sticky group

vlan configure a vlan

vserver configure an SLB virtual server
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Upgrading to a New Software Release

Note

Note

A

This section describes three methods for upgrading the CSM-S:
e Upgrading from the Supervisor Engine Bootflash, page 3-12
e Upgrading from a PCMCIA Card, page 3-13
e Upgrading from an External TFTP Server, page 3-14

When upgrading to a new software release, you must upgrade the CSM-S image before upgrading the
Cisco IOS image. Failure to do so prohibits the supervisor engine from recognizing the CSM-S. In this
case, you would have to downgrade the Cisco IOS image, upgrade the CSM-S image, and then upgrade
the Cisco IOS image.

During the CSM-S upgrade, both the CSM and the SSL daughter card images are upgraded. You cannot
use a CSM image on the CSM-S, and you cannot use a CSM-S image on a CSM.

To upgrade the CSM-S, you need to session into the CSM-S module being upgraded. During the upgrade,
enter all commands on a console connected to the supervisor engine. Enter each configuration command
on a separate line. To complete the upgrade, enter the exit command to return to the supervisor engine
prompt. See the “Configuring SLB Modes” section on page 3-6.

Caution

You must enter the exit command to terminate sessions with the CSM-S that is being upgraded. If you
do not terminate the session and you remove the CSM-S from the Catalyst 6500 series chassis, you
cannot enter configuration commands to the CSM-S unless you press Ctrl + #, enter x, and enter the
disconnect command at the prompt.

Upgrading from the Supervisor Engine Bootflash

N

Note

Step 1

Step 2

Refer to the Catalyst 6500 Series Supervisor Engine Flash PC Card Installation Note for instructions
on loading images into bootflash.

To upgrade the CSM-S from the supervisor engine bootflash, perform these steps:

Enable the TFTP server to supply the image from bootflash as follows:

Router>

Router> enable

Router# configure terminal

Router (config) # tftp-server sup-bootflash:céslb-apc.revision-num.bin
Router (config)

Set up a session between the supervisor engine and the CSM-S:

Router# session slot csm-slot-number processor 0
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Step 5
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Load the image from the supervisor engine to the CSM-S:

CSM> upgrade 127.0.0.zz c6slb-apc.revision-num.bin

The zz is 12 if the supervisor engine is installed in chassis slot 1.
The zz is 22 if the supervisor engine is installed in chassis slot 2.

A

Note  The supervisor engine can be installed in chassis slot 1 or slot 2 only.

Close the session to the CSM-S, and return to the Cisco IOS prompt:
CSM> exit

Reboot the CSM-S by power cycling the CSM-S or by entering the following commands on the
supervisor engine console:

Router (config)# hw-module module csm-slot-number reset

Upgrading from a PCMCIA Card

S

Note

Step 1

Step 2

Step 3

Step 4

Step 5

Throughout this publication, the term Flash PC card is used in place of the term PCMCIA card.

To upgrade the CSM-S from a removable Flash PC card inserted in the supervisor engine, perform these
steps:

Enable the TFTP server to supply the image from the removable Flash PC card:

Router>

Router> enable

Router# configure terminal

Router (config)# tftp-server slotx:c6slb-apc.revision-num.bin

The x value is O if the Flash PC card is installed in supervisor engine PCMCIA slot 0.
Set up a session between the supervisor engine and the CSM-S:

Router# session slot csm-slot-number processor 0

Load the image from the supervisor engine to the CSM-S:

CSM> upgrade slot0: c6slb-apc.revision-num.bin

A

Note  The supervisor engine can only be installed in chassis slot 1 or slot 2.

Close the session to the CSM-S and return to the Cisco IOS prompt:
CSM> exit

Reboot the CSM-S by power cycling the CSM-S or by entering the following commands on the
supervisor engine console:

Router# hw-module module csm-slot-number reset
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Upgrading from an External TFTP Server

Step 1

Step 2
Step 3
Step 4

Step 5
Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

To upgrade the CSM-S from an external TFTP server, perform these steps:

Create a VLAN on the supervisor engine for the TFTP CSM-S run-time image download.

~

Note  You can use an existing VLAN; however, for a reliable download, you should create a VLAN
specifically for the TFTP connection.

Configure the interface that is connected to your TFTP server.

Add the interface to the VLAN.

Enter the CSM-S vlan command.

See Chapter 4, “Configuring VLANSs” for more information.

Add an IP address to the VLAN for the CSM-S.

Enter the show csm slof vlan detail command to verify your configuration.
See Chapter 4, “Configuring VLANSs” for more information.

Verify the CSM-S connectivity to the TFTP server:

Router# ping module csm csm-slot-number TFTP-server-IP-address

Set up a session between the supervisor engine and the CSM-S:

Router# session slot csm-slot-number processor 0

Upgrade the image:

CSM> upgrade TFTP-server-IP-address cé6slb-apc.rev-number.bin

Close the session to the CSM-S, and return to the Cisco IOS prompt:

CSM> exit

Reboot the CSM-S by power cycling the CSM-S or by entering the following commands on the
supervisor engine console:

Router# hw-module module csm-slot-number reset

Recovering a Lost Password

Recovering a password for SSL on the CSM-S does not require that you load a separate software image
on the system. To recover passwords, use the special commands from the Certificate Management (Cert.
Mgt.) port on the CSM-S front panel. Due to security concerns, you can recover the password through
this port only.

When recovering lost SSL passwords, the following conditions apply:
¢ You must have a console connection to both the CSM and the SSL daughter card.

e All traffic to and from the SSL daughter card is interrupted when the SSL daughter card is rebooted
during the password recovery process.
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Step 1
Step 2

Step 3
Step 4

Step 5
Step 6

Step 7

Step 8
Step 9

Step 10

A

Recovering a Lost Password

e Use the following prompts when recovering lost passwords:

— c¢sM> or vENus for the CSM console

— ssl-proxy# for the SSL daughter card.

To recover the SSL daughter card password, perform this task:

Command

Purpose

CSM> venus

Enables the Venus command line interfaces.

VENUS#
set_ssl_password_recovery 1

Causes the SSL daughter card to reboot into the password
recovery mode. In this mode, the SSL daughter card does not
require a password to enter the enable mode.

ssl-proxy# enable

Enters enable mode on the module.

ssl-proxy# copy
nvram:startup-config
running-config

Copies the startup configuration to the running configuration.

ssl-proxy# configure terminal

Enters the configuration mode.

ssl-proxy (config)# enable
password password

Enables the password.

Note The password is the new password that you want to have
as your enable password for the SSL daughter card. If you
do not want an enable password, you can enter the no

enable password command instead.

ssl-proxy (config)# line vty
start_line end_line

Sets the virtual terminal starting and stopping console line
numbers that you want to reset for the enable password.

ssl-proxy (config-line)# login

Login.

ssl-proxy (config-line) #
password password

Enter the new enable password that you want to set for the virtual
terminal.

ssl-proxy (config-line)# end

Ends the session.

Caution

Note

For security reasons, all private keys are unusable after password recovery.

This example shows how to recover a lost password on the SSL daughter card that is inserted in slot 4
from the SSL daughter card Certificate Management (Cert. Mgt.) console port:

CSM> venus

VENUS# set_ssl_password_recovery 4

ssl-proxy# enable

ssl-proxy# copy nvram:startup-config running-config

ssl-proxy# configure terminal

ssl-proxy (config)# enable password cisco

Enter the enable password cisco command to set the password to cisco.

ssl-proxy (config)# line

ssl-proxy (config-line)# login

ssl-proxy (config-line) #
(

ssl-proxy (config-line)# end

vty 0 4

password cisco
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M Recovering a Lost Password

From the SSL daughter card console port, import the keys from the backup image or regenerate the keys.

See the “Configuring the Keys and the Certificates” section on page 8-2 for information on generating
keys and importing keys.
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Configuring VLANs

This chapter describes how to configure VLANs on the CSM-S and contains these sections:
¢ Configuring Client-Side VLANSs, page 4-2
¢ Configuring Server-Side VLANS, page 4-3

To configure VLANS on the SSL daughter card, see the “Configuring VLANSs on the SSL Daughter
Card” section on page 7-2.

When you install the CSM-S in a Catalyst 6500 series switch, you need to configure the client-side and
server-side VLANS. (See Figure 4-1.)

Client-side or a server-side VLAN terminology logically distinguishes the VLANSs facing the client-side
and the VLANs connecting to the servers or destination devices. However, the CSM-S client and server
VLANS function very similarly. For example, new connections can be received on a server VLAN and
then be load-balanced to a client VLAN.

The differences between the client-side and server-side VLANSs are as follows:

¢ When configuring bridge mode, you cannot bridge two server VLANs or two client VLANs. You
can only bridge a client and a server VLAN.

e Denial of service (DoS) protection features are more aggressive on the client-side VLANSs,
especially when rate limiting control traffic is sent to the central processing unit.

Note  You must configure VLANSs on the Catalyst 6500 series switch before you configure VLANSs for the
CSM-S. The VLAN IDs must be the same for the switch and the module.

Note If you execute command show module csm x conn, the output shows an entry for VLAN 4095. You can
ignore this VLAN, which the system creates for communication between the CSM and the SSL daughter
card

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Figure 4-1 Configuring VLANs
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Note  The numbers in Figure 4-1 correspond to the numbers in the following operation.

1. The CSM-S does not perform a Layer 3 lookup to forward traffic; the CSM-S cannot respond to
ICMP redirects.

2. You can configure up to 7 gateways per VLAN for up to 511 client and server VLANSs and up to 224
gateways for the entire system. If an HSRP gateway is configured, the CSM-S uses 3 of the 224
gateway entries because traffic can come from the virtual and physical MAC addresses of the HSRP
group. (See the “Configuring HSRP” section on page 9-5.) The fault-tolerant VLAN does not use
an IP interface, so it does not apply toward the 512 VLAN limit.

Configuring Client-Side VLANs

To configure the client-side VLANS, perform this task:

A

Caution You cannot use VLAN 1 as a client-side or server-side VLAN for the CSM-S.
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Configuring Server-Side VLANs
Command Purpose
Step1 Router (config-module-csm)# vlan vlanid Configures the client-side VLANs and enters the
client client VLAN mode'.
Step2 Router(config-slb-vlan-client)# ip Configures an IP address to the active CSM-S used

Step 3

Step 4

active_ ip_addr [netmask] [alt

by probes and ARP requests on this particular
standby._ip_addr [netmask]]

VLAN. When using redundant CSM-S modules,
enter the alt keyword to specify an alternate IP
address that is sent to the standby CSM-S.?

Router (config-slb-vlan-client)# description |(Optional) Specifies a description for the VLAN.
description Limit the description to 80 characters.

Router (config-slb-vlan-client)# gateway Configures the gateway IP address.
ip-address

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s-top level.

2. The no form of this command restores the defaults.

This example shows how to configure the CSM-S for the client-side VLANs:

Router (config-module-csm)# vlan 130 client

Router (config-slb-vlan-client)# ip addr 123.44.50.6 255.255.255.0 alt 123.44.50.7
255.255.255.0

Router (config-slb-vlan-client)# gateway 123.44.50.1

Router (config-slb-vlan-client)# exit

Router# show module csm vlan 1

Configuring Server-Side VLANs

Step 1

Step 2

Step 3

Step 4

To configure the server-side VLANS, perform this task:

Command Purpose

Router (config-module-csm) # vlan vlanid server |Configures the server-side VLANs and enters
the server VLAN mode'.

Router (config-slb-vlan-server)# ip Configures an IP address for the server VLAN.
active_ip_addr [netmask] [alt standby ip_addr |When using redundant CSM-S modules, enter
(netmask]] the alt keyword to specify an alternate IP
address that is sent to the standby CSM-S?.

Router (config-slb-vlan-server)# description (Optional) Specifies a description for the

description VLAN. Limit the description to 80 characters.

Router (config-slb-vlan-server)# alias (Optional) Configures multiple IP addresses to

ip-address netmask the CSM-S as alternate gateways for the real
server®
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Command Purpose
Step5 Router (config-slb-vlan-server)# route Configures a static route to reach the real servers
ip-address netmask gateway gw-ip-address if they are more than one Layer 3 hop away from
the CSM-S.
Step6 Router # show module csm slot vlan [client | |Displays the client-side and server-side VLAN
server | ft] [id vlan-id] [detail] configurations

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s-top level.
2. The no form of this command restores the defaults.

3. The alias is required in the redundant configuration. See Chapter 9, “Configuring Redundancy.”

This example shows how to configure the CSM-S for the server-side VLAN:Ss:

Router (config-module-csm)# vlan 150 server

Router (config-slb-vlan-server)# ip addr 123.46.50.6 255.255.255.0

Router (config-slb-vlan-server)# alias 123.60.7.6 255.255.255.0

Router (config-slb-vlan-server)# route 123.50.0.0 255.255.0.0 gateway 123.44.50.1
Router (config-slb-vlan-server)# exit

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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CHAPTER

Configuring Real Servers and Server Farms

This chapter describes how to configure the servers and server farms and contains these sections:
e Configuring Server Farms, page 5-1
e Configuring Real Servers, page 5-3
e Configuring Dynamic Feedback Protocol, page 5-5
e Configuring Client NAT Pools, page 5-6
e Configuring Server-Initiated Connections, page 5-7

¢ Configuring URL Hashing, page 5-7

Configuring Server Farms

A server farm or server pool is a collection of servers that contain the same content. You specify the
server farm name when you configure the server farm and add servers to it, and when you bind the server
farm to a virtual server. When you configure server farms, do the following:

e Name the server farm.

¢ Configure a load-balancing algorithm (predictor) and other attributes of the farm.

e Set or specify a set of real servers. (See the “Configuring Real Servers” section on page 5-3.)
e Set or specify the attributes of the real servers.

You also can configure inband health monitoring for each server farm. (See the “Understanding and
Configuring Inband Health Monitoring” section on page 11-8.) You can assign a return code map to a
server farm to configure return code parsing. (See the “Understanding and Configuring HTTP Return
Code Checking” section on page 11-9.)
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W Configuring Server Farms

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

Step 12
Step 13

To configure server farms, perform this task:

Command

Purpose

Router (config-module-csm) # serverfarm
serverfarm-name

Creates and names a server farm and enters the
server farm configuration mode' 2.

Router (config-slb-sfarm)# predictor
[roundrobin | leastconns | hash url | hash
address [source | destination] [ip-netmask] |
forward] ]

Configures the load-balancing prediction
algorithm?. If not specified, the default is
roundrobin.

The slowstart timer command sets a timer for
when the slow-start mechanism expires; valid
values for timer are 1 to 65535 seconds. The
slowstart timer is disabled by default.

Router (config-slb-sfarm)# nat client

client-pool-name

(Optional) Enables the NAT mode client?. (See
the “Configuring Client NAT Pools” section on
page 5-6.)

Note If both the serverfarm and the policy are
configured with client NAT, the policy

takes precedence over the server farm.

Router (config-slb-sfarm)# no nat server

(Optional) Specifies that the destination IP
address is not changed when the load-balancing
decision is made.

Router (config-slb-sfarm)# probe probe-name

(Optional) Associates the server farm to a probe
that can be defined by the probe command>.

Router (config-slb-sfarm)# bindid bind-id

(Optional) Binds a single physical server to
multiple server farms and reports a different
weight for each one”. The bindid command is
used by DFP.

Router (config-slb-sfarm)# failaction {purge

reassign}

(Optional) Sets the behavior of connections to
real servers that have failed”.

Router (config-slb-sfarm) #
description

description

(Optional) Specifies a description for the server
farm. Limit the description to 80 characters.

Router (config-slb-sfarm)# health retries 20
failed 600

Configures inband health monitoring for all the
servers in the server farm.

Cat6k-2 (config-slb-sfarm)# retcode-map
NAME_OF_MAP

Configures HTTP return error code checking
(requires the configuration of a map of type
retcode).

Router (config-slb-sfarm)# real ip address

Defines a real server.

Router (config-slb-real)# inservice

Enables the real servers.

Router# show module csm slot serverfarm
serverfarm-name [detail]

Displays information about one or all server
farms.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.
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Configuring Real Servers W

When the least-connection predictor is configured, a slow-start mechanism is implemented to avoid
sending a high rate of new connections to the servers that have just been put in service. The real server
with the fewest number of active connections will get the next connection request for the server farm
with the least-connection predictor.

An environment variable, REAL_SLOW_START_ENABLE, controls the rate at which a real server
ramps up when it is put into service. The slow-start ramp up is only for a server farm configured with
the least-connections method.

The configurable range for this variable is 0 to 10. The setting of O disables the slow-start feature. The
value from 1 to 10 specifies how fast the newly activated server should ramp up. The value of 1 is the
slowest ramp-up rate. The value of 10 specifies that the CSM would assign more requests to the newly
activated server. The value of 3 is the default value.

If the configuration value is N, the CSM assigns 2 A N (2 raised to the N power) new requests to the
newly active server from the start (assuming no connections were terminated at that time). As this server
finishes or terminates more connections, a faster ramping occurs. The ramp up stops when the newly
activated server has the same number of open connections as the other servers in a server farm or when
the slowstart timer has expired.

This example shows how to configure a server farm, named p1_nat, using the least-connections
(leastconns) algorithm.

Router (config-module-csm) # serverfarm pl_nat
Router (config-slb-sfarm)# predictor leastconns
Router (config-slb-sfarm)# real 10.1.0.105
Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.1.0.106
Router (config-slb-real)# inservice

Configuring Real Servers

Real servers are physical devices assigned to a server farm. Real servers provide the services that are
load balanced. When the server receives a client request, it sends the reply to the CSM-S for forwarding
to the client.

You configure the real server in the real server configuration mode by specifying the server IP address
and port when you assign it to a server farm. You enter the real server configuration mode from the server
farm mode where you are adding the real server.

A real server can be configured as follows:

¢ no inservice—The CSM-S is out of service. There are no sticky and no new connections being
applied.

>
Note If you specify no inservice, the CSM-S does not remove open connections. If you want to

remove open connections, you must perform that task manually by using the clear module
csm slot connection command.

e inservice—The CSM-S is in service. Sticky is allowed, and new connections to the module can be
made.

¢ inservice standby—The CSM-S is in standby. Sticky is allowed. No new connections are allowed.
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To configure real servers, perform this task:

Command Purpose
Step1 Router (config-slb-sfarm)# real Identifies a real server as a member of the server farm
ip-address [port][local] and enters the real server configuration mode. An

optional translation port can also be configured! 2. An
optional local keyword indicates that this server resides
on the SSL daughter card.

Step2 Router (config-slb-real)# weight (Optional) Sets the weighting value for the virtual server

weighting-value predictor algorithm to assign the server’s workload
capacity relative to the other servers in the server farm if
the round-robin or least connection is selected”.

Note  The only time the sequence of servers starts over
at the beginning (with the first server) is when
there is a configuration or server state change
(either a probe or DFP agent).

When the least-connections predictor is configured, a
slow-start mechanism is implemented to avoid sending a
high rate of new connections to the servers that have just
been put in service.

Step3 Router(config-slb-real)# maxconns (Optional) Sets the maximum number of active

max-conns connections on the real server’. When the specified
maximum is reached, no new connections are sent to that
real server until the number of active connections drops
below the minimum threshold.

Step4 Router(config-slb-real)# minconns (Optional) Sets the minimum connection threshold?.
min-conns

Step5 Router(config-slb-real)# inservice Enables the real server for use by the CSM* 3,

Step6 Router# show module csm slot [sfarm (Optional) Displays information about configured real

serverfarm-name] [detail] servers. The sfarm option limits the display to real

servers associated with a particular virtual server. The
detail option displays detailed real server information.

Step7 Router# show module csm slot [vserver |Displays active connections to the CSM-S. The vserver
virtserver-name] [client ip-address] option limits the display to connections associated with
[detail] . . . . —

a particular virtual server. The client option limits the
display to connections for a particular client. The detail
option displays detailed connection information.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.
2. The no form of this command restores the defaults.

3. Repeat Steps 1 through 5 for each real server that you are configuring.

This example shows how to create real servers:

Router (config-module-csm)# serverfarm serverfarm
Router (config-slb-sfarm)# real 10.8.0.7

Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.8.0.8

Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.8.0.9

Router (config-slb-real) # inservice
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Note

Configuring Dynamic Feedback Protocol

Router (config-slb-sfarm)# real 10.8.0.10
Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.1.0.105
Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.1.0.106
Router (config-slb-sfarm)# inservice
Router (config-slb-real)# end

Router# show mod csm slot reals detail
Router# show mod csm slot conns detail

The CSM-S performs a graceful server shutdown when a real server is taken out of service using the no
inservice command. This command stops all new sessions from being load balanced to the real server
while allowing existing sessions to complete or time out. New sessions are load balanced to other servers
in the server farm for that virtual server.

If you specify no inservice, the CSM-S does not remove open connections. If you want to remove open
connections, you must perform that task manually using the clear module csm slof conn command.

The standby state allows the fail action reassignment to reassign connections when a firewall fails. To
configure the firewall connection reassignment, you have three options for graceful shutdown:

e Set up a fail action reassignment to a server farm.
e Assign a single real server as a backup for another real server in case of failure.

e The backup real server can be configured with inservice active or in the standby backup state. In
standby, this real server would get new connections only when the primary real server failed.

This example shows how to remove a real server from service:

Router (config-slb-real)# no inservice

For more information on configuring server farms, see the “Configuring Server Farms” section on
page 5-1.

The CSM-S also performs a graceful server shutdown when a real server fails a health probe and is taken
out of service. For more information on configuring CSM-S health probes, see the “Configuring Probes
for Health Monitoring” section on page 11-1.

If a client making a request is stuck to an out-of-service server (using a cookie, SSL ID, source IP, and
so on), this connection is balanced to an in-service server in the farm. If you want to be stuck to an
out-of-service server, enter the inservice standby command. When you enter the inservice standby
command, no connections are sent to the standby real server with the exception of those connections that
are stuck to that server and those servers with existing connections. After the specified standby time, you
can use the no inservice command to allow only existing sessions to be sent to that real server. Sticky
connections are then sent to an in-service real server in the server farm.

Configuring Dynamic Feedback Protocol

When you configure the Dynamic Feedback Protocol (DFP), the servers can provide feedback to the
CSM-S to enhance load balancing. DFP allows host agents (residing on the physical server) to dynamically
report the change in status of the host systems providing a virtual service.
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N

Note

Step 1

Step 2

Step 3

A DFP agent may be on any host machine. A DFP agent is independent of the IP addresses and port
numbers of the real servers that are managed by the agent. DFP manager is responsible for establishing
the connections with DFP agents and receiving load vectors from DFP agents.

To configure DFP, perform this task:

Command

Purpose

Router (config-module-csm) # dfp [password
password]

Configures DFP manager, supplies an optional
password, and enters the DFP agent submode 2.

Router (config-slb-dfp)# agent ip-address port
[activity-timeout [retry-count
[retry-intervall]]l

Configures the time intervals between keepalive
messages, the number of consecutive
connection attempts or invalid DFP reports, and
the interval between connection attempts>.

Router# show module csm slot dfp [agent
[detail | ip-address port] | manager
[ip_addr] | detail | weights]

Displays DFP manager and agent information.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

This example shows how to configure the dynamic feedback protocol:

Router (config-module-csm) # dfp password password
Router (config-slb-dfp)# agent 123.234.34.55 5 6 10 20

Router (config-slb-dfp) # exit

Configuring Client NAT Pools

When you configure client Network Address Translation (NAT) pools, NAT converts the source IP
address of the client requests into an IP address on the server-side VLAN. Use the NAT pool name in the
serverfarm submode of the nat command to specify which connections need to be configured for client

Note

Step 1

Step 2

NAT pools.

You can configure client NAT pools on the SSL daughter card. If you do so, there must be a matching
client NAT pool on the CSM. If the matching client NAT pool is not configured, the client NAT will not

work.

To configure client NAT pools, perform this task:

Command

Purpose

Router (config-module-csm) # natpool pool-name
start-ip end-ip netmask mask

Configures a content-switching NAT. You must
create at least one client address pool to use this
command’ 2,

Router (config-module-csm) # serverfarm
serverfarm-name

Enters the serverfarm submode to apply the
client NAT.
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Step 3

Step 4

Configuring Server-Initiated Connections 1l

Command Purpose

Router (config-slb-sfarm)# nat client Associates the configured NAT pool with the
clientpool-name server farm

Router# show module csm natpool [name Displays the NAT configuration.

pool-name] [detail]

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

This example shows how to configure client NAT pools:

Router (config) # natpool pooll 102.36.445.2 102.36.16.8 netmask 255.255.255.0
Router (config) # serverfarm farml
Router (config-slb-sfarm)# nat client pooll

Configuring Server-Initiated Connections

Step 1

Step 2

The NAT for the server allows you to support connections initiated by real servers and to provide a
default configuration used for servers initiating connections that do not have matching entries in the
server NAT configuration. By default, the CSM-S allows server-originated connections without NAT.

To configure NAT for the server, perform this task:

Command Purpose

Router (config)# static [drop | nat Configures the server-originated connections.
[ip-address | virtual]] Options include dropping the connections,
configuring them with NAT with a given IP
address, or configuring them with the virtual IP
address with which they are associated.' 2.

Router (config-slb-static)# real ip-address Configures the static NAT submode where the
[subnet-mask] servers will have this NAT option. You cannot
use the same real server with multiple NAT
configuration options.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

Configuring URL Hashing

When you choose a server farm for a connection, you can select a specific real server in that server farm.
You can choose least connections, round robin, or URL hashing to select a real server.

URL hashing is a load-balancing predictor for Layer 7 connections. You can configure URL hashing on
the CSM-S on a server farm-by-server farm basis. The CSM-S chooses the real server by using a hash
value based on a URL. This hash value may be computed on the entire URL or on a portion of it. To
select only a portion of the URL for hashing, you can specify the beginning and ending patterns in the
URL so that only the portion of the URL from the specified beginning pattern through the specified
ending pattern is hashed. The CSM-S supports URL hashing in software release 2.1(1).

Unless you specify a beginning and an ending pattern (see the “Configuring Beginning and Ending
Patterns” section on page 5-9), the entire URL is hashed and used to select a real server.

[ oL-7030-01
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Configuring a URL Hashing Predictor

You must configure URL hashing for all server farms that will be using the URL hashing predictor,
regardless of whether they are using the entire URL or a beginning and ending pattern.

To configure URL hashing as a load-balancing predictor for a server farm, perform this task:

Command Purpose

Router (config-slb-sfarm) # Configures the URL hashing and load-balancing predictor for a
predictor hash url server farm.

This example shows how to configure the URL hashing and load-balancing predictor for a server farm:

Router
Router

config)# mod csm 2
config-module-csm)# serverfarm farml
config-slb-sfarm)# predictor hash url
config-slb-sfarm)# real 10.1.0.105
config-slb-real)# inservice
config-slb-real)# exit

Router
Router
Router

Router

Cache servers perform better using URL hashing. However, the hash methods do not recognize the
weight for the real servers. The weight assigned to the real servers is used in the round-robin and
least-connection predictor methods.

Note  The only time the sequence of servers starts over at the beginning (with the first server) is when there is
a configuration or server state change (either a probe or DFP agent).

To create different weights for real servers, you can list multiple IP addresses of the cache server in the
server farm. You can also use the same IP address with a different port number.

Note  Server weights are not used for hash predictors.

To configure real servers with a weight when using the URL hash predictor, perform this task:

Command Purpose

Step1  Router(config-slb-sfarm)# Creates a server farm named MYFARM.
serverfarm MYFARM

Step2  Router (config-slb-sfarm)# Specifies the real server at port 80.
real 1.1.1.1 80

Step3  Router(config-slb-sfarm)# Enables the real server in service.
inservice

Step4  Router (config-slb-sfarm)# Specifies the real server at port 8080.
real 1.1.1.1 8080

Step5 Router(config-slb-sfarm)# Enables the real server in service.
inservice
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Configuring Beginning and Ending Patterns

Note

You configure a beginning and ending pattern at the virtual server level. The pattern that you define
applies to all server farms assigned to all policies in that virtual server that have URL hashing enabled.

The beginning and ending pattern delimits the portion of the URL that will be hashed and used as a
predictor to select a real server from a server farm that belongs to any policy assigned to that virtual
server.

To hash a substring of the URL instead of the entire URL, specify the beginning and ending patterns in
vserver vserver-name submode with the url-hash begin-pattern pattern-a command and url-hash
end-pattern pattern-b command. Hashing occurs at the start of the beginning pattern and goes to the
ending pattern.

For example, in the following URL, if the beginning pattern is c&k=, and the ending pattern is &, only
the substring c&k=c is hashed:

http://quote.yahoo.com/q?s=csco&d=c&k=cl&t=2y&a=v&p=s&l=on&z=m&q=I\

Beginning and ending patterns are restricted to fixed constant strings. General regular expressions
cannot be specified as patterns. If no beginning pattern is specified, hashing begins at the beginning of
the URL. If no ending pattern is specified, hashing ends at the end of the URL.

This example shows how to configure beginning and ending patterns for URL hashing:

Router (config-module-csm) #

Router (config-module-csm) # vserver vsl

Router (config-slb-vserver)# virtual 10.1.0.81 tcp 80

Router (config-slb-vserver)# url-hash begin-pattern c&k= end-pattern &
Router (config-slb-vserver)# serverfarm farml

Router (config-slb-vserver)# inservice

Router (config-slb-vserver) #

Router (config-slb-vserver)# exit

Router (config-module-csm) # exit
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CHAPTER

Configuring Virtual Servers, Maps, and Policies

This chapter describes how to configure content switching and contains these sections:
e Configuring Virtual Servers, page 6-1
e Configuring Maps, page 6-8
¢ Configuring Policies, page 6-10
¢ Configuring Generic Header Parsing, page 6-12

Configuring Virtual Servers

Note

This section describes how to configure virtual servers and contains these sections:
e Configuring TCP Parameters, page 6-4
e Configuring Partial Serverfarm Failover, page 6-5
e Configuring Virtual Server Dependency, page 6-6
e Configuring Redirect Virtual Servers, page 6-6

When a virtual server is configured with an IP address, it starts replying to ARP requests for that specific
IP, even if it is still out of service. This feature is important when migrating operational virtual servers
from existing devices over to the CSM-S. Make sure that a virtual server on the CSM-S is never
configured with the same IP of another device in the same network.

Virtual servers represent groups of real servers and are associated with real server farms through
policies. Configuring virtual servers requires that you set the attributes of the virtual server by specifying
the default server farm (default policy) and that you associate other server farms through a list of
policies. The default server farm (default policy) is used if a request does not match any SLB policy or
if there are no policies associated with the virtual server.

Before you can associate a server farm with the virtual server, you must configure the server farm. For
more information, see the “Configuring Server Farms” section on page 5-1. Policies are processed in the
order in which they are entered in the virtual server configuration. For more information, see the
“Configuring Policies” section on page 6-10.

You can configure each virtual server with a pending connection timeout to terminate connections
quickly if the switch becomes flooded with traffic. This connection applies to a transaction between the
client and server that has not completed the request and reply process.

[ oL-7030-01
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Note

Note

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

In a service provider environment in which different customers are assigned different virtual servers, you
may need to balance the connections to prevent an individual server from absorbing most or even all of
the connection resources on the CSM-S. You can limit the number of connections going through the
CSM-S to a particular virtual server by using the VIP connection watermarks feature. With this feature,
you may set limits on each virtual server, allowing a fair distribution of connection resources among all
virtual servers.

You can configure a single virtual server to operate at either Level 4 or Level 7. To configure a virtual
server to operate at Level 4, specify the server farm (default policy) as part of the virtual server
configuration. (See Step 3 in the following task table.) To configure a virtual server to operate at Level 7,
add SLB policies in the configuration of the virtual server. (See Step 7 in the following task table.)

The CSM-S can load balance traffic from any IP protocol. When you configure a virtual server in virtual
server submode, you must define the IP protocol that the virtual server will accept.

Although all IP protocols have a protocol number, the CSM-S allows you to specify TCP or UDP by
name instead of requiring you to enter their numbers.

Configure the virtual server in the virtual server configuration submode.

To configure virtual servers, perform this task:

Command Purpose
Router (config-module-csm) # owner Restricts access to virtual servers to a specific owner
owner-name address (ﬁﬁect

sStreet-address-information billing-info
billing-address-information
email-address email-information
maxconns 1:MAXULONG

Router (config-module-csm) # vserver Identifies the virtual server and enters the virtual
virtserver-name server configuration mode’* 2.

Router (config-slb-vserver)# vs-owner Sets the owner object name for this virtual server.
owner-name maxconns I1:MAXULONG

Router (config-slb-vserver)# virtual Sets the IP address for the virtual server optional port
ip-address [ip-mask] protocol number or name and the connection coupling and

port-number [service ftp] type?. The protocol value is tep, udp, Any (no port

number is required), or a number value (no port
number is required).

Router (config-slb-vserver)# serverfarm |Associates the default server farm with the virtual
serverfarm-name server” >, Only one server farm is allowed. If the server
farm is not specified, all the requests not matching any
other policies will be discarded.

Router (config-slb-vserver)# sticky (Optional) Configures connections from the client to

duration use the same real server” >. The default is sticky off.

Router (config-slb-vserver)# sticky (Optional) Ensures that the CSM-S changes

group-number reverse connections in the appropriate direction back to the
same source.

Router (config-slb-vserver)# client (Optional) Restricts which clients are allowed to use

ip-address network-mask [exclude] the vhtualserverlS
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Step 9

Step 10
Step 11

Configuring Virtual Servers

Command Purpose

Router (config-slb-vserver)# slb-policy
policy-name

(Optional) Associates one or more content switching

policies with a virtual server?.

Router (config-slb-vserver)# inservice Enables the virtual server for use by the CSMZ.

Router# show module csm slot vserver
[details]

Displays information for virtual servers that are
defined for content switching.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.
2. The no form of this command restores the defaults.

3. These parameters refer to the default policy.

This example shows how to configure a virtual server named barnett, associate it with the server farm
named bosco, and configure a sticky connection with a duration of 50 minutes to sticky group 12:

Router
Router

config)# mod csm 2

config-module-csm)# sticky 1 cookie foo timeout 100
config-module-csm) # exit

config-module-csm) #

config-module-csm)# serverfarm bosco
config-slb-sfarm)# real 10.1.0.105
config-slb-real)# inservice

config-slb-real) # exit

config-slb-sfarm) #

config-slb-sfarm)# vserver barnett
config-slb-vserver)# virtual 10.1.0.85 tcp 80
config-slb-vserver)# serverfarm bosco
config-slb-vserver)# sticky 50 group 12
config-slb-vserver)# inservice
config-slb-vserver) # exit

config-module-csm)# end

Router
Router
Router
Router
Router
Router
Router
Router
Router
Router
Router
Router
Router
Router

This example shows how to configure a virtual server, named vs1, with two policies and a default server
farm when client traffic matches a specific policy. The virtual server will be load balanced to the server
farm attached to that policy. When client traffic fails to match any policy, the virtual server will be load
balanced to the default server farm named bosco.

Router (config)# mod csm 2

Router (config-module-csm) # map map3 url
Router (config-slb-map-url) # match protocol http url *finance*
Router (config-slb-map-url) #

Router (config-slb-map-url) # map map4 url
Router (config-slb-map-url) # match protocol http url *mail*
Router (config-slb-map-url) #

Router (config-slb-map-url) # serverfarm barl
Router (config-slb-sfarm)# real 10.1.0.105
Router (config-slb-real)# inservice
Router (config-slb-real) #

Router (config-slb-real)# serverfarm bar2
Router (config-slb-sfarm)# real 10.1.0.106
Router (config-slb-real)# inservice

Router (config-slb-real) #

Router (config-slb-real)# serverfarm bosco
Router (config-slb-sfarm)# real 10.1.0.107
Router (config-slb-real)# inservice

Router (config-slb-real) #

Router (config-slb-real)# policy pcl

Router (config-slb-policy)# serverfarm barl
Router (config-slb-policy)# url-map map3
Router (config-slb-policy)# exit
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Router (config-module-csm) #

Router (config-module-csm) # policy pc2

Router (config-slb-policy)# serverfarm bar2
Router (config-slb-policy)# url-map map4
Router (config-slb-policy)# exit

Router (config-module-csm) #

Router (config-module-csm) # vserver barl
Router (config-slb-vserver)# virtual 10.1.0.86 tcp 80
Router (config-slb-vserver)# slb-policy pcl
Router (config-slb-vserver)# slb-policy pc2
Router (config-slb-vserver) # serverfarm bosco
Router (config-slb-vserver)# inservice

Router (config-slb-vserver) #

Configuring TCP Parameters

Step 1

Step 2

Transmission Control Protocol (TCP) is a connection-oriented protocol that uses known protocol
messages for activating and deactivating TCP sessions. In server load balancing, when adding or
removing a connection from the connection database, the Finite State Machine correlates TCP signals
such as SYN, SYN/ACK, FIN, and RST. When adding connections, these signals are used for detecting
server failure and recovery and for determining the number of connections per server.

The CSM-S also supports User Datagram Protocol (UDP). Because UDP is not connection-oriented,
protocol messages cannot be generically sniffed (without knowing details of the upper-layer protocol)
to detect the beginning or end of a UDP message exchange. Detection of UDP connection termination
is based on a configurable idle timer. Protocols requiring multiple simultaneous connections to the same
real server are supported (such as FTP). Internet Control Management Protocol (ICMP) messages
destined for the virtual IP address are also handled (such as ping).

To configure TCP parameters, perform this task:

Command Purpose
Router (config-module-csm) # vserver Identifies the virtual server and enters the virtual
virtserver-name server configuration mode'* 2.

Router (config-slb-vserver)# idle duration |Configures the amount of time (in seconds) that
connection information is maintained in the absence
of packet activity for a connection?. Valid values for
duration are 0 (connections remain open
indefinitely) through 65535 seconds; the default
value is 3600.

Note If you specify idle 0, connections are created
but are never automatically removed from
the connection table, which can potentially
consume all resources until you remove the
connections. Use the
INFINITE_IDLE_TIME_MAXCONNS
environmental variable to specify the
maximum number of connections.

1. Enter the exit command to leave a mode or submode. To return to the Router (config)> top level of the menu, enter the end
command

2. The no form of this command restores the defaults.
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This example shows how to configure TCP parameters for virtual servers:

Router (config-module-csm)# vserver barnett
Router (config-slb-vserver)# idle 10

The CSM-S provides support for fragmented TCP packets. The TCP fragment feature only works with
VIPs that have Level 4 policies defined and will not work for SYN packets or for Layer 7 policies. To
support fragmented TCP packets, the CSM-S matches the TCP fragments to existing data flows or by
matching the bridging VLAN ID. The CSM-S will not reassemble fragments for Layer 7 parsing.
Because the CSM-S has a finite number of buffers and fragment ID buckets, packet resending is required
when there are hash collisions.

When enabling TCP splicing, you must designate a virtual server as a Layer 7 device even when it does
not have a Layer 7 policy. This option is only valid for the TCP protocol.

To configure TCP splicing, perform this task:

Configuring Partial Serverfarm Failover

Step 1

Step 2

When you configure a backup server farm, you can define two threshold values that specify how many
active real servers are required for a server farm to remain healthy and how many active real servers are
required for the server farm to be reactivated.

If you do not specify these threshold values, a server farm will fail when all real servers in the server
farm fail. In this case, the primary server farm becomes operational again when one real server in the
server farm becomes healthy.

Command Purpose

Router (config-module-csm) # vserver Identifies the virtual server and enters the virtual server
virtserver-name configuration mode.

Router (config-slb-vserver) # Associates the default server farm with the virtual server
serverfarm primary serverfarm and defines the backup server farm.

[backup backup_ serverfarm [threshold

outservice real value inservice The outservice value specifies the minimum number of
real_value] [sticky]] active real servers required for the server farm to remain

healthy. The inservice value specifies the number of active
real servers required for the server farm to be reactivated.

The valid range for both values is 1 up to the maximum
number of real servers supported; the outservice value
must be lower than the inservice value.

The following example shows how to configure the backup server farm to become active when there are
less than three healthy real servers in the server farm, and it shows how the primary server farm becomes
active again when there are six healthy real servers in the server farm:

Router (config-slb-sfarm)# vserver barnett

Router (config-slb-vserver)# serverfarm bosco backup BACKUP threshold outservice 3
inservice 6
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Configuring Virtual Server Dependency

You can configure the CSM-S to track a virtual server. This feature provides the ability to automatically
take the dependent virtual server out of service if the tracked virtual server is taken out of service or fails.

To configure virtual server dependency, perform this task:

Command Purpose
Step1 Router (config-module-csm)# vserver |Identifies the dependant virtual server and enters the virtual
dependent_virtserver_name server configuration mode.
Step2 Router (config-slb-vserver)# Sets the IP address for the dependant virtual server optional
""rt“alllp'addresi [lp[‘maSk] . port number or name and the connection coupling and type®.
t - i t . .
protocol port-number |service {fep |pp, protocol value is tep, udp, any (no port number is
| rtsp | termination}] { . .
required), or a number value (no port number is required).
Step3 Router (config-slb-vserver)# Identifies the tracked virtual server. When this virtual server

status-tracking
tracked virtserver_name

is taken out of service or fails, the dependent virtual server
identified in Step 1 is automatically taken out of service.

This example shows how to configure virtual servers A and C to be automatically taken out of service
when virtual server B is taken out of service or fails:

Router (config-slb-sfarm)# vserver A

Router (config-slb-vserver)# wvirtual 10.1.0.85 tcp 80
Router (config-slb-vserver)# status-tracking B

config-slb-vserver) # exit

Router (config-slb-sfarm)# vserver C

Router (config-slb-vserver)# virtual 10.1.0.86 tcp 80
Router (config-slb-vserver)# status-tracking B

(
(
(
Router (
(
(
(

Configuring Redirect Virtual Servers

Command Purpose

Step1 Router (config-module-csm)# vserver Identifies the virtual server and enters the virtual
virtserver-name server configuration mode'* 2.

Step2 Router (config-slb-vserver)# vserver Designates the virtual server for TCP splicing®.
tcp-protect

Step3 Router (config-slb-vserver)# virtual Enables TCP splicing_

100.100.100.100 tcp any service
tcp-termination

1. Enter the exit command to leave a mode or submode. To return to the Router (config)> top level of the menu, enter the end

command
2.

The no form of this command restores the defaults.

The redirect-vserver command is a server farm submode command that allows you to configure virtual
servers dedicated to real servers. This mapping provides connection persistence, which maintains
connections from clients to real servers across TCP sessions.
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Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Configuring Virtual Servers

To configure redirect virtual servers, perform this task:

Command

Purpose

Router (config-slb-sfarm) #
redirect-vserver name

Configures virtual servers dedicated to real servers
and enters the redirect server submode' 2.

Router (config-slb-redirect-v)# webhost
relocation relocation string

Configures the destination URL host name when
redirecting HTTP requests that arrive at this server
farm. Only the beginning of the URL can be
specified in the relocation string. The remaining
portion is taken from the original HTTP request?.

Router (config-redirect-v) # webhost backup
backup string

Configures the relocation string that is sent in
response to HTTP requests in the event that the
redirect server is out of service. Only the beginning
of the relocation string can be specified. The
remaining portion is taken from the original HTTP
requestz.

Router (config-redirect-v)# wvirtual
v_ipaddress tecp port

Configures the redirect virtual server IP address and
2
port”.

Router (config-redirect-v)# idle duration

Sets the CSM-S connection idle timer for the

redirect virtual server?.

Router (config-redirect-v)# client
ip-address network-mask [excludel]

Configures the combination of the IP address and

network mask used to restrict those clients are

allowed to access the redirect virtual server?.

Router (config-redirect-v)# inservice

Enables the redirect virtual server and begins
advertisements>.

Router (config-redirect-v)# ssl port

(Optional) Enables SSL forwarding by the virtual
server.

Router# show module csm vserver redirect
[detail]

Shows all redirect servers configured.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

This example shows how to configure redirect virtual servers to specify virtual servers to real servers in

a server farm:

Router (config)# serverfarm FARM1

Router (config-slb-sfarm)# redirect-vserver REDIR_1

Router (config-slb-redirect-)# webhost relocation 127.1.2.30 301
Router (config-slb-redirect-)# wvirtual 172.1.2.30 tcp www
Router (config-slb-redirect-)# inservice

Router (config-slb-redirect-)# exit

(
(
(
(
(
(
Router (config-slb-sfarm)# redirect-vserver REDIR_2
(
(
(
(
(
(
(

Router (config-slb-redirect-)# webhost relocation 127.1.2.31 301
Router (config-slb-redirect-)# virtual 172.1.2.31 tcp www
Router (config-slb-redirect-)# inservice

Router (config-slb-redirect-)# exit

Router (config-slb-sfarm)# real 10.8.0.8

Router (config-slb-real)# redirect-vserver REDIR_1

Router (config-slb-real)# inservice
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Router (config-slb-sfarm)# real 10.8.0.9
(config-slb-real)# redirect-vserver REDIR_ 2
Router (config-slb-real)# inservice

Router (config-slb-real)# end

Router# show module csm serverfarm detail

Router

Configuring Maps

You configure maps to define multiple URLs, cookies, HTTP headers, and return codes into groups that
can be associated with a policy when you configure the policy. (See the “Configuring Policies” section
on page 6-10.) Regular expressions for URLs (for example, urll and url2) are based on UNIX filename
specifications. See Table 6-1 for more information.

To add a URL map, perform this task:

Command Purpose

Step1  Router (config-module-csm) # Creates a group to hold multiple URL match criteria'* 2.
map url-map-name url

Step2  Router(config-slb-map-url)# Specifies a string expression to match against the requested
match protocol http url [H{LZ.
url-path

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

Table 6-1 Special Characters for Matching String Expressions

Convention Description
* Zero or more characters.
? Exactly one character.

Note  You must precede the question mark with a Ctrl-V
command to prevent the CLI Parser from
interpreting it as a help request

\ Escaped character.

Bracketed range [0-9] Matching any single character from the range.

A leading ” in a range Do not match any in the range. All other characters
represent themselves.

Aa Alert (ASCII 7).

\b Backspace (ASCII 8).

AV Form-feed (ASCII 12).

AVl New line (ascii 10).

Ar Carriage return (ASCII 13).

At Tab (ASCII 9).

\v Vertical tab (ASCII 11).

O Null (ASCII 0).
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Table 6-1 Special Characters for Matching String Expressions (continued)

Convention Description

A Backslash.

Ax#i Any ASCII character as specified in two-digit hex notation.

To add a cookie map, perform this task:

Command Purpose

Step1 Router (config)# map cookie-map-name Configures multiple cookies into a cookie map'.
cookie

Step2 Router (config-slb-map-cookie)# match Configures multiple cookies'.

protocol http cookie cookie-name
cookie-value cookie-value-expression

1. The no form of this command restores the defaults.

This example shows how to configure maps and associate them with a policy:

Router (config-module-csm) # serverfarm pl_url url_1
Router (config-slb-sfarm)# real 10.8.0.26

Router (config-slb-real)# inservice

Router (config-slb-real) # exit

Router (config-slb-sfarm)# exit

Router (config-slb-policy)# serverfarm pl url_url_ 1
Router (config-slb-policy)# url-map url_1

Router (config-slb-policy)# exit

Router (config-module-csm) # serverfarm pl url url_ 2
Router (config-slb-sfarm)# real 10.8.0.27

Router (config-slb-real)# inservice

Router (config-slb-real)# exit

Router (config-slb-sfarm)# exit

Router (config-module-csm)# map url_1 wurl

Router (config-slb-map-url) # match protocol http url /urll

Router (config-module-csm) # map url_2 url

Router (config-slb-map-url) # match protocol http url /url/url/url
Router (config-slb-map-url) # match protocol http url /reg/*long.*
Router (config-slb-map-url) # exit

Router (config-module-csm) #
Router (config-module-csm) #
Router (config-slb-policy)#
Router (config-slb-policy)#
Router (config-slb-policy)#
Router (config-module-csm) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
Router (config-slb-map-url) # exit
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

policy policy url_1
policy policy url 2
serverfarm pl_url_ url 2
url-map url_2
exit
vserver vs_url_url
virtual 10.8.0.145 tcp 80
slb-policy policy url_1
slb-policy policy url_ 2
inservice
exit

Using the map command, you create a map group with the type HTTP header. When you enter the map
command, you are placed in a submode where you can specify the header fields and values for the

CSMS-S to search for in the request.
To create a map for the HTTP header, perform this task:
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Command Purpose
Router (config-module-csm)# map name Creates and names an HTTP header map group.
header

For more information about header maps, see the “Configuring Generic Header Parsing” section on
page 6-12.

To create a map for return code checking, perform this task:

Command Purpose
Router (config-module-csm)# map name Creates and names a return code map group.
retcode

To configure HTTP return error code checking, perform this task:

Command Purpose
Router (config-slb-sfarm)# retcode-map Configures HTTP return error code checking.
name_of_map

For more information about return code maps, see the “Understanding and Configuring HTTP Return
Code Checking” section on page 11-9.

Configuring Policies

Note

Policies are access rules that traffic must match when balancing to a server farm. Policies allow the
CSM-S to balance Layer 7 traffic. Multiple policies can be assigned to one virtual server, creating
multiple access rules for that virtual server. When configuring policies, you first configure the access
rules (maps, client-groups, and sticky groups) and then you combine these access rules under a particular
policy.

You must associate a server farm with a policy. A policy that does not have an associated server farm
cannot forward traffic. The server farm associated with a policy receives all the requests that match that
policy.

When the CSM-S is able to match policies, it selects the policy that appears first in the policy list.
Policies are located in the policy list in the sequence in which they were bound to the virtual server.

A policy can be matched even if all the servers in the associated server farm are down. The default
behavior of the policy in that case is not to accept those connections and send back a reset (RST) to the
clients. To change this behavior, add a backup server farm for that policy.

When you add the backup sorry-serverfarm [sticky] option to the backup server farm, this option
defines whether the sticky group applied to the primary server farm is also applied for the backup server
farm. If you do not specify stickiness for the primary server farm, then stickiness is not applied to the
backup server farm.
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Step 1

Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

Configuring Policies

For example, if you have a sticky group configured for a policy, the primary server farm in this policy
becomes sticky. The client will be stuck to the configured real server in the primary server farm. When
all of the real servers in the primary server farm fail, new requests from this client are sent to the backup
server farm. When the real server in the primary server farm comes back to the operational state, the
following actions result:

e The existing connections to the backup real server continue to be serviced by the backup real server.

e The new requests from the client are sent to the backup real server if the sticky option is enabled for
the backup server farm.

e The new requests go back to the primary real server if the sticky option is not used on the backup
server farm.

You can reorder the policies in the list by removing policies and reentering them in the correct order. To
remove and enter policies, enter the no slb-policy policy name command and the slb-policy policy name
command in the virtual server submode.

To configure load-balancing policies, perform this task:

Command Purpose

Router (config-module-csm) # policy policy-name |Creates the policy and enters the policy
submode to configure the policy attributes'.

Router (config-slb-policy)# url-map Associates a URL map to a policy®. You must
url-map-name have previously created and configured the URL
maps and cookie maps with the map command.
See the “Configuring Generic Header Parsing”
section on page 6-12.

Router (config-slb-policy)# cookie-map Associates a cookie map to a policy?.
cookie-map-name

Router (config-slb-policy)# header-map name Associates an HTTP header map to a policy.
Router (config-slb-policy)# sticky-group Associates this policy to a specific sticky
group-id groupz_

Router (config-slb-policy)# client-group value |Configures a client filter associated with a
| std-access-list-name policy. Only standard IP access lists are used to
define a client filter.

Router (config-slb-policy)# serverfarm Configures the server farm serving a particular

serverfarm-name load-balancing policy. Only one server farm can
be configured per policy?.

Router (config-slb-policy)# set ip dscp Marks traffic with a DSCP value if packets

dscp-value matched with the load-balancing policy?.

Router (config-slb-policy)# nat client (Optional) Enables the NAT mode client?.

{client-pool-name | static} )
Note If both the serverfarm and the policy are

configured with client NAT, the policy
takes precedence over the server farm.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

This example assumes that the URL map, mapl, has already been configured and shows how to
configure server load-balancing policies and associate them to virtual servers:

Router (config-slb-policy)# serverfarm pl sticky
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Router (config-slb-sfarm)# real 10.1.0.105

Router (config-slb-sfarm)# inservice

Router (config-slb-policy)# exit

Router (config-module-csm)# policy policy sticky ck
Router (config-slb-policy)# serverfarm pl sticky
Router (config-slb-policy)# url-map mapl

Router (config-slb-policy)# exit

Router (config-module-csm)# vserver vs_sticky ck
Router (config-slb-vserver)# virtual 10.1.0.80 tcp 80
Router (config-slb-vserver)# slb-policy policy sticky ck
Router (config-slb-sfarm)# inservice

Router (config-slb-policy)# exit

Configuring Generic Header Parsing

In software release 2.1(1), the CSM-S supports generic HTTP request header parsing. The HTTP request
header contains fields that describe how content should be formatted to meet the user’s requirements.

Understanding Generic Header Parsing

The CSM-S uses the information it learns by parsing and matching fields in the HTTP header along with
policy information to make load-balancing decisions. For example, by parsing the browser-type field in
the HTTP header, the CSM-S can determine if a user is accessing the content with a mobile browser and
can select a server that contains content formatted for a mobile browser.

An example of a HTTP Get request header record is as follows:

GET /?u HTTP/1.1<0D><0A>

Accept: image/gif, image/x-xbitmap, image/jpeg, image/pjpeg<0D><0A>
Referer: http://www.yahoo.com/<0D><0A>

Accept-Language: en-us<0D><0A>

Accept-Encoding: gzip, deflate<0D><0A>

User-Agent: Mozilla/4.0 (compatible; MSIE 5.0; Windows NT; DigExt)<O0D><0A>
Host: finance.yahoo.com<0D><0A>

Connection: Keep-Alive<0D><0A>

Cookie: B=5lg3cjstag3vm; Y=1<0D><0A>

<0D><0A>

Generic Header Parsing Configuration

You configure generic header parsing by entering commands that instruct the CSM-S to perform policy
matching on fields in the HTTP header. These sections describe how to configure generic header parsing
on the CSM-S:

e Creating a Map for the HTTP Header, page 6-13

e Specifying Header Fields and Match Values, page 6-13
e Assigning an HTTP Header Map to a Policy, page 6-13
e Assigning the Policy to a Virtual Server, page 6-14

e Generic Header Parsing Example, page 6-14
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Creating a Map for the HTTP Header

N

Note

Using the map command, you create a map group with the type HTTP header. When you enter the map
command, you are placed in a submode where you can specify the header fields and values for the
CSM-S to search for in the request.

To create a map for the HTTP header, perform this task:

Command Purpose

Router (config-module-csm)# map name header Creates and names a HTTP header map group.

Other map types include a URL and a cookie.

Specifying Header Fields and Match Values

Note

You can specify the name of the field and the corresponding value for the CSM-S to match when
receiving an HTTP request by using the match command.

To specify head fields and match values, perform this task:

Command Purpose

Router (config-slb-map-header) # match protocol |Specifies the name of the field and value. The
http header field header-value expression field can be any HTTP header except cookie.
You can configure a cookie map if you want to
configure a cookie header.

The CSM-S allows you to specify one or more fields in the HTTP header to be the criteria for policy
matching. When multiple fields are configured in a single HTTP header group, all of the expressions in
this group must match to satisfy this criteria.

Assigning an HTTP Header Map to a Policy

Step 1

Step 2

In policy submode, you specify the header map to include in that policy. The header map contains the
HTTP header criteria to be included in a policy.

To assign an HTTP header map to a policy, perform this task:

Command Purpose

Router (config-module-csm) # Creates a policy.
policy policy-name

Router (config-slb-policy) # Assigns an HTTP header map to a policy.
header-map name
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)
Note By default, a policy rule can be satisfied with any HTTP header information. The HTTP URL and HTTP
cookie are specific types of header information and are handled separately by the CSM-S.

Assigning the Policy to a Virtual Server

In virtual server submode, specify the name of the policy that has the header map assigned by using the
vserver virtserver-name command.

To specify a policy with a header map assigned, perform this task:

Command Purpose

Step1  Router (config-module-csm)# Configures a virtual server.
vserver virtserver-name

Step2  Router (config-slb-policy)# Assigns an HTTP header map to a policy.
header-map name

Generic Header Parsing Example

This example shows how to configure generic header parsing:

Router (config)# mod csm 2

Router (config-module-csm)# !!!configure generic header map

Router (config-module-csm)# map map2 header

Router (config-slb-map-heaer)# $col http header Host header-value *.yahoo.com

Router (config-slb-map-header)# !!! configure serverfarm
Router (config-slb-map-header) # serverfarm farm2

Router (config-slb-sfarm)# real 10.1.0.105

Router (config-slb-real)# inservice

Router (config-slb-real) # exit

Router (config-slb-sfarm)# exit

Router (config-module-csm)# !!! configurate policy
Router (config-module-csm) # policy pc2

Router (config-slb-policy)# serverfarm farm2
Router (config-slb-policy)# header-map map2

Router (config-slb-policy)# exit

Router (config-module-csm)# !!! config vserver

Router (config-module-csm) # vserver vs2

Router (config-slb-vserver)# virtual 10.1.0.82 tcp 80
Router (config-slb-vserver)# slb-policy pc2

Router (config-slb-vserver)# inservice

Router (config-slb-vserver)# end

Router (config)# show module csm 2 map det
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[ 6-14 | oL-7030-01 |



Configuring the CSM-S SSL Services

This chapter describes the Command Line Interface (CLI) commands to configure, monitor, and debug
the CSM-S software for SSL. These configuration commands are the same commands that are valid in
the SSL Services Module.

Note  Except where specifically differentiated, the term Content Switching Module and its acronym CSM refer
to both the Content Switching Module and the Content Switching Module with SSL. The term Content
Switching Module with SSL and its acronym CSM-S are used to refer to the CSM-S only.

This chapter describes configuration additions made to the CSM-S to support the SSL daughter card and
contains these sections:

e Initial SSL Daughter Card Configuration, page 7-2

e Configuring SSL for Client-Side and Server-Side Operation, page 7-6
e Configuring Policies, page 7-9

e Configuring the SSL Proxy Services, page 7-18

e Configuring NAT, page 7-22

e Configuring TACACS, TACACS+, and RADIUS, page 7-23

e Configuring SNMP Traps, page 7-24

¢ Enabling the Cryptographic Self-Test, page 7-25

¢ Collecting Crash Information, page 7-28

e Enabling VTS Debugging, page 7-30

S

Note  You must create a separate server farm for all back-end servers. Although the CSM-S is not associated
with a virtual server, the CSM-S performs address resolution on each real server. A sample configuration
is shown in the “Configuring the Real Server as the Back-End Server” section on page 1-18.
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Initial SSL Daughter Card Configuration

S

Note

This section describes how to make the initial configurations for the SSL daughter card.

You must make the following initial SSL daughter card configurations through a direct connection to
the CSM-S Certificate Management Port connector. (See Figure 1-2 on page 1-8.) After the initial
configurations, you can make an SSH or Telnet connection to the module in order to make further
configurations for the module.

The initial SSL daughter card configuration consists of these tasks:
e Configuring VLANS on the SSL Daughter Card, page 7-2
e Configuring Telnet Remote Access, page 7-3
¢ Configuring the Fully Qualified Domain Name, page 7-3
e Configuring SSH, page 7-4

Configuring VLANs on the SSL Daughter Card

Step 1
Step 2

When you configure VLANSs on the SSL daughter card, configure one of the VLANSs as an administrative
VLAN. The administrative VLAN is used for all management traffic, including SSH, public key
infrastructure (PKI), secure file transfer (SCP), and TFTP operations. The system adds the default route
through the gateway of the administrative VLAN.

Configure only one VLAN on the SSL daughter card as the administrative VLAN.

All VLANS configured on the SSL daughter card must also be configured on the CSM. All VLANSs must
match for the CSM virtual servers and the SSL real servers.

The VLAN IDs for the switch and the module must be identical. Refer to the “Configuring VLANSs”
chapter in the Catalyst 6500 Series Switch Software Configuration Guide for details.

The SSL software supports only the normal-range VLANSs (2 through 1005). You must limit the SSL
daughter card configuration to the normal-range VLANs. Note that VLAN 4095 is automatically created
for system communication between the CSM and the SSL daughter card. You can ignore this VLAN.

To configure VLANS on the SSL daughter card, perform this task:

Command Purpose

ssl-proxy(config)# ssl-proxy vlan vlan |Configures the VLANSs and enters VLAN mode.

ssl-proxy(config-vlan)# ipaddr ip addr |Configures an IP address for the VLAN.
netmask
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Command Purpose

Step3  ssl-proxy(config-vlan)# gateway Configures the client-side gateway IP address.

gateway._addr . .
Note  Configure the gateway IP address in the same

subnet as the VLAN IP address.

Step4  ssl-proxy(config-vlan)# route ip_addr |(Optional) Configures a static route for servers that are

netmask gateway ip_addr one or more Layer 3 hops away from the CSM-S.
Step5  ssl-proxy(config-vlan)# admin (Optional) Configures the VLAN as the administrative
VLAN'.

1. The administrative VLAN is for management traffic (PKI, SSH, SCP and TFTP). Specify only one VLAN as the
administrative VLAN.

This example shows how to configure the VLAN and specify the IP address, the subnet mask, and the
global gateway, and how to specify the VLAN as the administrative VLAN:

ssl-proxy(config)# ssl-proxy vlan 100

ssl-proxy (config-vlan)# ipaddr 10.1.0.20 255.255.255.0
ssl-proxy (config-vlan)# gateway 10.1.0.1

ssl-proxy (config-vlan)# admin

ssl-proxy (config-vlan)# 4z

ssl-proxy#

Configuring Telnet Remote Access

To configure the SSL daughter card for Telnet remote access, perform this task:

Command Purpose

Step 1 ssl-proxy (config)# enable password Specifies a local enable password.
password

Step2  ssl-proxy(config)# line vty Identifies a range of lines for configuration and
starting-line-number ending-1line-number enters line configuration mode

Step3  ssl-proxy(config-line)# login Enables password checking at login.

Step4  ssl-proxy(config-line)# password password |Specifies a password on the line.

This example shows how to configure the SSL daughter card for remote access:

ssl-proxy (config)# enable password cisco
ssl-proxy (config)# line vty 0 4
ssl-proxy (config-line) #login

ssl-proxy (config-line) #password cisco
ssl-proxy (config-line) #end

ssl-proxy#

Configuring the Fully Qualified Domain Name

If you are using the SSL daughter card to enroll for certificates from a certificate authority, you must
configure the Fully Qualified Domain Name (FQDN) on the module. The FQDN is the host name and
domain name of the module.
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To configure the FQDN, perform this task:

Command Purpose
Step1  ssl-proxy(config)# hostname name Configures the host name.
Step2  ssl-proxy(config)# ip domain-name name Configures the domain name.

This example shows how to configure the FQDN on the SSL daughter card:

ssl-proxy (config)# hostname ssl-proxy2
ssl-proxy2 (config)# ip domain-name example.com
ssl-proxy2 (config)# end

ssl-proxy2 (config) #

Configuring SSH

After you complete the initial configuration for the module, enable SSH on the module, and then
configure the username and password for the SSH connection using either a simple username and
password or using an authentication, authorization, and accounting (AAA) server.

These sections describe how to enable and configure SSH:
e Enabling SSH on the Module, page 7-4
e Configuring the Username and Password for SSH, page 7-5
e Configuring Authentication, Authorization, and Accounting for SSH, page 7-6

Enabling SSH on the Module

SSH uses the first key pair generated on the module. In the following task, you generate a key pair used
specifically for SSH.

N

Note  If you generate a general-purpose key pair (as described in the “Generating the RSA Key Pairs”
section on page 8-5) without specifying the SSH key pair first, SSH is enabled and uses the
general-purpose key pair. If this key pair is later removed, SSH is disabled. To reenable SSH,
generate a new SSH key pair.

To generate an SSH key pair and enable SSH, perform this task:

Command Purpose
Step 1 ssl-proxy# configure terminal Enters configuration mode, selecting the terminal
option.

Step2  ssl-proxy(config)# ip ssh rsa keypair-name |Assigns the key pair name to SSH.
ssh_key_name

Step3  ssl-proxy(config)# crypto key generate rsa |Generates the SSH key pair. SSH is now enabled.
general-keys label ssh_key_name

Step 4 ssl-proxy (config)# end Exits configuration mode.

Step5  ssl-proxy# show ip ssh Shows the current state of SSH.
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This example shows how to enable SSH on the module and how to verify that SSH is enabled:

ssl-proxy(config)# ip ssh rsa keypair-name ssh-key

Please create RSA keys to enable SSH.

ssl-proxy (config)# crypto key generate rsa general-keys label ssh-key
The name for the keys will be: ssh-key

Choose the size of the key modulus in the range of 360 to 2048 for your

General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.

How many bits in the modulus [512]: 1024

Generating 1024 bit RSA keys ...[OK]

ssl-proxy (config) #
*Aug 28 11:07:54.051: %$SSH-5-ENABLED: SSH 1.5 has been enabled
ssl-proxy (config)# end

ssl-proxy# show ip ssh

SSH Enabled - version 1.5

Authentication timeout: 120 secs; Authentication retries: 3
ssl-proxy#

Configuring the Username and Password for SSH

Step 1

Step 2

Step 3

Step 4

Step 5

To configure the username and password for the SSH connection, perform this task:

Command Purpose
ssl-proxy# configure terminal Enters configuration mode, selecting the terminal
option.

ssl-proxy(config)# enable password password |Specifies a local enable password, if not already

ending-1ine-number

specified.
ssl-proxy (config)# username username Specifies the username and password.
{password | secret} password
ssl-proxy (config)# line vty line-number Identifies a range of lines for configuration and

enters line configuration mode.

ssl-proxy (config-line)# login local Enables local username authentication.

ssl-proxy

This example shows how to configure the username and password for the SSH connection to the SSL
daughter card:

ssl-proxy# configure terminal

ssl-proxy(config)# enable password cisco

ssl-proxy (config)# username admin password admin-pass
ssl-proxy

config)# line vty 0 4

(
(
(config-line)# login local
(

ssl-proxy (config-line)# end

After you configure the username and password, see the “Recovering a Lost Password” section on
page 3-14 to configure the switch.
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Configuring Authentication, Authorization, and Accounting for SSH

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

To configure authentication, authorization, and accounting (AAA) for SSH, perform this task:

Command

Purpose

ssl-proxy# configure terminal

Enters configuration mode, selecting the terminal
option.

ssl-proxy (config)# username username secret
{0 | 5} password

Enables enhanced password security for the
specified, unretrievable username.

ssl-proxy (config)# enable password password

Specifies a local enable password, if not already
specified.

ssl-proxy (config)# aaa new-model

Enables authentication, authorization, and
accounting (AAA).

ssl-proxy (config)# aaa authentication login
default local

Specifies the module to use the local username
database for authentication.

ssl-proxy (config)# line vty Iline-number
ending-1ine-number

Identifies a range of lines for the configuration and
enters line configuration mode.

ssl-proxy(config-line)# transport input ssh

Configures SSH as the only protocol used on a
specific line (to prevent non-SSH connections).

This example shows how to configure AAA for the SSH connection to the SSL daughter card:

ssl-proxy# configure terminal
ssl-proxy (config) #
ssl-proxy (config) #
ssl-proxy(config)# aaa new-model
ssl-proxy (config)#
ssl-proxy (config)# line vty 0 4
ssl-proxy(config-line)# transport input ssh
ssl-proxy (config-line)# end
#

ssl-proxy

username admin secret admin-pass
enable password enable-pass

aaa authentication login default local

After you configure AAA, see the “Recovering a Lost Password” section on page 3-14 to configure the

switch.

Configuring SSL for Client-Side and Server-Side Operation

This section describes how to configure the CSM-S. These topics are discussed in this section:

e Configuring the Client Side, page 7-7
e Configuring the Server Side, page 7-8

When you configure the server farm, if the real server is the SSL daughter card, you must use the local

keyword when defining the real server.

This example shows how to configure the CSM to support SSL:

Cat6k-2 (config-module-csm) # serverfarm SSLfarm
Catb6k-2 (config-slb-sfarm)# real 10.1.0.21 local

Cat6k-2 (config-slb-real)# inservice

Catb6k-2 (config-module-csm)# vserver VS1

Cat6k-2 (config-slb-vserver)# virtual 10.1.0.21 tcp https
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Cat6k-2 (config-slb-vserver)# serverfarm SSLfarm
Cat6k-2 (config-slb-vserver)# inservice

The local keyword on the real server is the only CSM configuration change. Additional configuration is
required on the CSM-S for proper CSM-SSL daughter card communication.

Configuring the Client Side

This example shows how to configure the SSL proxy service on the SSL daughter card:

ssl-proxy(config)# ssl-proxy service S1

ssl-proxy (config-ssl-proxy)# virtual ipaddr 10.1.0.21 protocol tcp port 443 secondary
ssl-proxy (config-ssl-proxy)# server ipaddr 10.2.0.100 protocol TCP port 80
ssl-proxy(config-ssl-proxy)# inservice

This example shows how to configure the CSM virtual server:

Cat6k-2 (config-module-csm) # serverfarm SSLfarm
Cat6k-2 (config-slb-sfarm)# real 10.1.0.21 local
Cat6k-2 (config-slb-real)# inservice

Cat6k-2 (config-module-csm) # vserver VS1

Cat6k-2 (config-slb-vserver)# wvirtual 10.1.0.21 tcp https
Cat6k-2 (config-slb-vserver)# serverfarm SSLfarm

Cat6k-2 (config-slb-vserver)# inservice

You can perform SSL load balancing between the SSL daughter card and an SSL Services Module in
mixed mode.

The CSM uses SSL-ID sticky functionality to stick SSL connections to the same SSL Services Module.
The CSM must terminate the client-side TCP connection to inspect the SSL-ID. The CSM must then
initiate a TCP connection to either the SSL daughter card or the SSL Services Module when a
load-balancing decision has been made.

The traffic flow has the CSM passing all traffic received on a virtual server to the SSL daughter card with
TCP termination performed on the SSL daughter card itself. When you enable the SSL sticky function,
the connection between the CSM and SSL daughter card becomes a full TCP connection.

This example shows how to configure mixed-mode SSL load balancing:

Catb6k-2 (config-module-csm)# sticky 10 ssl timeout 60
Cat6k-2 (config-module-csm) # serverfarm SSLfarm
Cat6k-2 (config-slb-sfarm)# real 10.1.0.21 local
Cat6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-slb-sfarm)# real 10.2.0.21

Cat6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-module-csm) # vserver VS1

Cat6k-2 (config-slb-vserver)# wvirtual 10.1.0.21 tcp https
Cat6k-2 (config-slb-vserver)# sticky 60 group 10
Cat6k-2 (config-slb-vserver)# serverfarm SSLfarm
Cat6k-2 (config-slb-vserver)# persistent rebalance
Cat6k-2 (config-slb-vserver)# inservice

Additionally, you must make an internally generated configuration to direct traffic at the SSL daughter
card when the CSM must terminate the client-side TCP connection. You must create a virtual server with
the same IP address or port of each local real server in the server farm SSLfarm. Internally, this virtual
server is configured to direct all traffic that is intended for the virtual server to the SSL daughter card.
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You must make an internally generated configuration because the IP address of the local real server and
the SSL daughter card virtual server address must be the same. When the CSM initiates a connection to
this local real server, the SYN frame is both sent and received by the CSM. When the CSM receives the
SYN and the destination IP address or port is the same as the virtual server VS1, it matches VS1 unless
a more-specific virtual server is added.

Configuring the Server Side

A standard virtual server configuration is used for Layer 4 and Layer 7 load balancing when the SSL
daughter card uses the CSM as the back-end server.

To restrict this virtual server to receive traffic from the SSL daughter card only, use the VLAN local
virtual server submode command as follows:

Cat6k-2 (config-module-csm) # serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-module-csm) # vserver VS2
Cat6k-2 (config-slb-vserver)# virtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-vserver)# vlan local
Cat6k-2 (config-slb-vserver)# inservice

You can configure the real server as the back end as shown in this example:

Catb6k-2 (config-module-csm) # serverfarm SSLpredictorforward
Cat6k-2 (config-slb-sfarm)# predictor forward

Cat6k-2 (config-module-csm) # vserver VS3

Cat6k-2 (config-slb-vserver)# wvirtual 0.0.0.0 0.0.0.0 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SSLpredictorforward
Cat6k-2 (config-slb-vserver)# inservice

Configuring the CSM as the Back-End Server

The virtual server and server farm configurations permit the SSL daughter card to use real servers as the
back-end servers. Use the configuration that is described in the “Configuring the Client Side” section on
page 7-7, and then configure the SSL daughter card to use the CSM as the back-end server:

This example shows the CSM virtual server configuration for Layer 7 load balancing:

Cat6k-2 (config-module-csm) # serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-real)# inservice

Catb6k-2 (config-module-csm) # serverfarm SLBjpgfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.21

Cat6k-2 (config-module-csm) # map JPG url
Cat6k-2 (config-slb-map-cookie)# match protocol http url *jpg*

Cat6k-2 (config-module-csm) # policy SLBjpg
Cat6k-2 (config-slb-policy)# url-map JPG
Cat6k-2 (config-slb-policy) #serverfarm SLBjpgfarm

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
[ 78 | oL-7030-01 |



| Chapter7 Configuring the CSM-S SSL Services

Configuring Policies

Cat6k-2 (config-module-csm) # vserver VS2

Cat6k-2 (config-slb-vserver)# virtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-vserver)# slb-policy SLBjpg

Cat6k-2 (config-slb-vserver)# inservice

This example shows the CSM virtual server configuration for Layer 4 load balancing:

Cat6k-2 (config-module-csm) # serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-real)# inservice

Cat6k-2 (config-module-csm) # vserver VS2
Cat6k-2 (config-slb-vserver)# virtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-vserver)# vlan local
Cat6k-2 (config-slb-vserver)# inservice

Configuring the Real Server as the Back-End Server

The server side configuration traffic flow with the real server as the back end is similar to the client-side
configuration. Use the configuration that is described in the “Configuring the Client Side” section on
page 7-7, and then configure the SSL daughter card to use a real server as the back-end server:

No new configuration is required for the SSL daughter card proxy service configuration. This example
shows how the configuration is internally initiated and hidden from the user:

ssl-proxy(config)# ssl-proxy service S1

ssl-proxy (config-ssl-proxy)# virtual ipaddr 10.1.0.21 protocol tcp port 443 secondary
ssl-proxy (config-ssl-proxy)# server ipaddr 10.2.0.20 protocol TCP port 80

ssl-proxy (config-ssl-proxy)# inservice

This example shows how to configure the CSM virtual server:

Cat6k-2 (config-module-csm) # serverfarm SSLreals

Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-module-csm) # serverfarm SSLpredictorforward
Cat6k-2 (config-slb-sfarm)# predictor forward

Cat6k-2 (config-module-csm) # vserver VS3

Cat6k-2 (config-slb-vserver)# virtual 0.0.0.0 0.0.0.0 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SSLpredictorforward
Cat6k-2 (config-slb-vserver)# inservice

Configuring Policies

This section describes how to configure the SSL and TCP policies:
e Configuring SSL Policy, page 7-10
e Configuring TCP Policy, page 7-11
e HTTP Header Insertion, page 7-13
¢ Configuring URL Rewrite, page 7-16
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Configuring SSL Policy
N

Note  The SSL commands for the SSL daughter card apply either globally or to a particular proxy server.
See the “SSL Server Proxy Services” section on page 7-18 for procedures for applying policies to a
proxy service.

The SSL policy template allows you to define parameters that are associated with the SSL stack.

One parameter that you can configure is the SSL close-protocol behavior. The SSL close protocol
specifies that each of the SSL peers (client and server) should send a close-notify alert and receive a
close-notify alert before closing the connection properly. If the SSL connection is not closed properly,
the session is removed so that the peers cannot use the same SSL session ID in future SSL connections.

However, many SSL implementations do not follow the SSL close protocol strictly. (For example, an
SSL peer sends a close-notify alert but does not wait for the close-notify alert from the remote SSL peer
before closing the connection.)

When an SSL peer initiates the close-connection sequence, the SSL daughter card expects a close-notify
alert message. If an SSL peer does not send a close-notify alert, the SSL daughter card removes the
session from the session cache so that the same session ID cannot be used for future SSL connections.

When the SSL daughter card initiates the close-connection sequence, you can configure the following
close-protocol options:

e strict—The SSL daughter card sends a close-notify alert message to the SSL peer, and the SSL
daughter card expects a close-notify alert message from the SSL peer. If the SSL daughter card does
not receive a close-notify alert, SSL resumption is not allowed for that session.

e none—The SSL daughter card does not send a close-notify alert message to the SSL peer, and the
SSL daughter card does not expect a close-notify alert message from the SSL peer. If the SSL
daughter card receives a close-notify alert from the SSL peer, the SSL daughter card preserves the
session information so that SSL resumption can be used for future SSL connections. However, if the
SSL daughter card does not receive a close-notify alert from the SSL peer, SSL resumption is not
allowed for that session.

e disabled (default)—The SSL daughter card sends a close-notify alert to the SSL peer; however, the
SSL peer does not expect a close-notify alert before removing the session. Whether or not the SSL
peer sends a close-notify alert, the session information is preserved, allowing session resumption for
future SSL connections.

If you do not associate an SSL policy with a particular proxy server, the proxy server enables all
supported cipher suites and protocol versions by default.

To define an SSL policy template and associate an SSL policy with a particular proxy server, perform

this task:
Command Purpose
Step1  ssl-proxy (config)# ssl-proxy Defines SSL policy templates.

policy ssl ssl_policy_ name

Step2  ssl-proxy (config-ssl-policy)# Configures a list of cipher-suite names acceptable to the proxy
cipher (rsa-with-rc4-128-md5 | server. The cipher-suite names follow the same convention as

rsa-with-rc4-128-sha | .
rsa-with-des-cbc-sha | that of existing SSL stacks.

rsa-with-3des-ede-cbc-sha |
others...}
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Step 4

Step 5

Step 6

Step 7

Step 8

Configuring Policies

Command

Purpose

ssl-proxy (config-ssl-policy)#
protocol {ssl3 | tlsl | all}

Defines the various protocol versions supported by the proxy
server.

ssl-proxy (config-ssl-policy)#
timeout handshake time

Configures how long the module keeps the connection in the
handshake phase. The valid range is 0 to 65535 seconds.

ssl-proxy (config-ssl-policy)#
close-protocol {strict | none}

Configures the SSL close-protocol behavior. The
close-protocol behavior is disabled by default.

ssl-proxy (config-ssl-policy)#
session-cache

Enables the session-caching feature. Session caching is enabled
by default.

ssl-proxy (config-ssl-policy)#
timeout session timeout
[absolute!]

Configures the amount of time that an entry is kept in the
session cache. The valid range is 1 to 72000 seconds.

Note  You must use the absolute keyword to configure the
session-cache size. The absolute keyword specifies that
the session entry is kept in the session cache for the
specified timeout. When the absolute keyword is
specified, the new incoming connections are rejected,

and no free entries are available in the session cache.

ssl-proxy (config-ssl-policy)#
session-cache size size

(Optional) Specifies the size of the session cache!. The valid
range is from 1 to 262143 entries.

Note  Specify the session cache size when you enter the
absolute keyword with the timeout session command.
If you do not enter this command or specify a size, the

session cache size is the maximum size (262,144).

1. When the absolute keyword is configured, the session entry is not reused until the configured session timeout expires. When
absolute is configured, the number of session entries required is equal to (new_connection_rate * absolute_timeout).
Depending on the timeout configuration and the new connection rate, the number of session entries might be very large. You
can limit the number of session entries by configuring the session-cache size.

Configuring TCP Policy

~

Note

Step 1

Step 2

The TCP commands for the SSL daughter card apply either globally or to a particular proxy server.

The TCP policy template allows you to define parameters that are associated with the TCP stack.

To define an TCP policy template and associate a TCP policy with a particular proxy server, perform this

task:

Command

Purpose

ssl-proxy (config)# ssl-proxy
policy tcp tcp_policy. _name

Defines TCP policy templates. All defaults are assumed unless
otherwise specified.

ssl-proxy (config-tcp-policy)#
timeout syn time

Configures the connection establishment timeout. The default is
75 seconds. The valid range is from 5 to 75 seconds.
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Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

Step 12

Step 13

Command

Purpose

(config-tcp-policy) #
mss max_segment_size

ssl-proxy

Configures the maximum segment size (MSS) in bytes that the
connection will identify in the SYN packet that it generates.

Note  This command allows you to configure a different MSS
for the client side and server side of the proxy server. The
default is 1460 bytes. The valid range is from 256 to

2460 bytes'.

ssl-proxy (config-tcp-policy)#
timeout reassembly time

Configures the amount of time in seconds before the reassembly
queue is cleared. If the transaction is not complete within the
specified time, the reassembly queue is cleared and the
connection is dropped. The default is 60 seconds. The valid
range is from 0 to 960 seconds (0 = disabled).

ssl-proxy (config-tcp-policy)#
timeout inactivity time

Configures the amount of time in seconds that an established
connection can be inactive. The default is 600 seconds. The valid
range is 0 to 960 seconds (0 = disabled).

ssl-proxy (config-tcp-policy)#
timeout fin-wait time

Configures the FIN wait timeout in seconds. The default value is
600 seconds. The valid range is from 75 to 600 seconds.

ssl-proxy (config-tcp-policy)#
buffer-share rx buffer limit

Configures the maximum receive buffer share per connection in
bytes. The default value is 32768 bytes. The valid range is from
8192 to 262144 bytes.

ssl-proxy (config-tcp-policy)#
buffer-share tx buffer limit

Configures the maximum transmit buffer share per connection in
bytes. The default value is 32768 bytes. The valid range is from
8192 to 262144 bytes.

ssl-proxy (config-tcp-policy) #
delayed-ack-threshold delay

Configures the delayed ACK threshold. The default is 2. The
valid range is from 1 to 10.

ssl-proxy (config-tcp-policy)#
delayed-ack-timeout timer

Configures the delayed ACK timeout. The default is 200
seconds. The valid range is from 50 to 500 seconds.

ssl-proxy (config-tcp-policy)#
tos carryover

Forwards the type of service (ToS) value to all packets within a
flow.

Note If the policy is configured as a server TCP policy, the
ToS value is sent from the server to the client. If the
policy is configured as a virtual policy, the ToS value is
sent from the client to the server.

Note The ToS value needs to be learned before it can be

propagated. For example, when a ToS value is
configured to be propagated from the server to client
connection, the server connection must be established
before the value is learned and propagated. Therefore,
some of the initial packets will not carry the ToS value.

ssl-proxy (config-tcp-policy)#
[no] nagle

Enables or disables the Nagle algorithm.

ssl-proxy (config-tcp-policy)#
exit

Returns to configuration mode.

1. If fragmentation occurs, decrease the MSS value until there is no fragmentation.
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HTTP Header Insertion

Prefix

In an SSL offloading environment, an SSL offloader terminates the secure client HTTP (HTTPS)
connections, decrypts the SSL traffic into clear text, and forwards the clear text to a Web server through
an HTTP connection. The HTTPS connections are not secure HTTP connections at the back-end server
because the server does not know that the client connection came in as a secure connection.

You should configure the HTTP header insertion for the following reasons:

e HTTP header insertion allows the SSL daughter card to embed information into an HTTP header
during a client connection. When the back-end server recognizes this header, the server returns all
URLs as HTTPS.

¢ You can have a back-end application that logs information per connection by configuring an SSL
offloader to insert the client certificate information into the HTTP header received from the client.

e When you use the SSL daughter card in a site-to-site configuration to send traffic over a secured
channel, the server end of the connection may need to know the client IP address and port
information, which gets removed during NAT.

The HTTP header insertion is performed for the following methods: GET, HEAD, PUT, TRACE, POST,
and DELETE. HTTP header insertion is not performed for the CONNECT method.

The custom headers and client IP and port headers are inserted in every HTTP request packet. Full
session headers and decoded client certificate fields are inserted in the first HTTP request packets; only
the session ID is inserted in subsequent HTTP requests that use the same session ID. The servers are
expected to cache the session or client certificate headers based on the session ID and use the session ID
in subsequent requests to get the session and client certificate headers.

You can configure up to 100 HTTP header insertion policies, with each policy consisting of up to
32 prefixes or headers. The prefix and custom headers can include up to 240 characters.

These sections describe the information that can be inserted into the HTTP header:
e Prefix, page 7-13
e Client Certificate Headers, page 7-13
e Client IP and Port Address Headers, page 7-14
e Custom Headers, page 7-14
e SSL Session Headers, page 7-15

When you specify prefix prefix_string, the SSL daughter card adds the specified prefix to every inserted
HTTP header. Adding a prefix enables the server to identify connections as coming from the SSL
daughter card and not from other appliances. A prefix is not added to standard HTTP headers from the
client. The prefix_string can be up to 240 characters.

Client Certificate Headers

The client certificate header insertion allows the back-end server to see the attributes of the client
certificate that the SSL daughter card has authenticated and approved. The client certificate headers are
sent only once per session. The server is expected to cache these values using the session ID, which is
also inserted with the headers. In subsequent requests, the server uses the session ID to look up the
cached client certificate headers on the server itself.
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N

Note

If the client does not send a certificate, the SSL handshake fails. There is no data phase or header

insertion.

When you specify client-cert, the SSL daughter card passes the following headers to the back-end

S€rver.

Field To Insert

Description

ClientCert-Valid

Certificate validity state

ClientCert-Error

Error conditions

ClientCert-Fingerprint

Hash output

ClientCert-Subject-CN

X.509 subject's common name

ClientCert-Issuer-CN

X.509 certificate issuer's common name

ClientCert-Certificate-Version

X.509 certificate version

ClientCert-Serial-Number

Certificate serial number

ClientCert-Data-Signature-Algorithm

X.509 hashing and encryption method

ClientCert-Subject

X.509 subject's distinguished name

ClientCert-Issuer

X.509 certificate issuer's distinguished name

ClientCert-Not-Before

Certificate is not valid before this date

ClientCert-Not-After

Certificate is not valid after this date

ClientCert-Public-Key-Algorithm

Algorithm used for the public key

ClientCert-RSA-Public-Key-Size

Size of the RSA public key

ClientCert-RSA-Modulus-Size

Size of the RSA private key

ClientCert-RSA-Modulus

RSA modulus

ClientCert-RSA-Exponent

Public RSA exponent

ClientCert-X509v3-Authority-Key-Identifier

X.509 authority key identifier

ClientCert-X509v3-Basic-Constraints

X.509 basic constraints

ClientCert-Signature-Algorithm

Certificate signature algorithm

ClientCert-Signature

Certificate signature

Client IP and Port Address Headers

Custom Headers

Network address translation (NAT) changes the client IP address and destination TCP port number

information. When you specify client-ip-port, the SSL daughter card inserts the client [P address and
TCP destination port information in the HTTP header, allowing the server to see the client IP address

and destination port number.

When you specify custom custom_string, the SSL daughter card inserts the user-defined header

verbatim in the HTTP header. You can configure up to 16 custom headers per HTTP header policy. The

custom_string can include up to 240 characters.
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Note

Configuring Policies

The syntax for custom_string is in the form name:value. The custom_string must be enclosed in
quotation marks if it contains spaces as follows:

“SOFTWARE VERSION : 2.1(1)”

SSL Session Headers

The session headers, including the session ID, are used to cache client certificates based on the session
ID. The session headers are also cached based on the session ID if the server wants to track connections
based on a particular cipher suite. The SSL daughter card inserts the full session headers in the HTTP
request during the full SSL handshake but inserts only the session ID when the session resumes.

When you configure the SSL daughter card as a client, the SSL daughter card inserts the session ID of
the connection between the module and the back-end SSL server.

When you specify session, the SSL daughter card passes information specific to an SSL connection to
the back-end server in the form of the following session headers.

Field to insert Description

Session-Id SSL session ID
Session-Cipher-Name Symmetric cipher suite
Session-Cipher-Key-Size Symmetric cipher key size
Session-Cipher-Use-Size Symmetric cipher use

Configuring the HTTP Header Insertion

Step 1

Step 2

Step 3

Step 4

Step 5

To configure the HTTP header insertion, perform this task:

Command Purpose

ssl-proxy (config)# ssl-proxy policy Configures HTTP header insertion.
http-header policy name

ssl-proxy (config-http-header-policy) # Specifies the prefix or type of header.
{prefix prefix string | client-cert |
client-ip-port | custom custom string} |

session]

ssl-proxy (config-http-header-policy)# Returns to config mode.

exit

ssl-proxy(config)# ssl-proxy service Defines the name of the SSL proxy service.

service_name . . .
Note The service_name value is case sensitive.

ssl-proxy (config-ssl-proxy)# policy Applies the HTTP header policy to the proxy server,
http-header http header policy_ name forrequest

This example shows how to configure the SSL daughter card to insert a prefix and session headers:

ssl-proxy (config)# ssl-proxy policy http-header ssl-offload

ssl-proxy (config-http-header-policy)# prefix SSL-OFFLOAD

ssl-proxy (config-http-header-policy)# session
ssl-proxy(config-http-header-policy)# custom "SOFTWARE VERSION:2.1(1)"
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ssl-proxy (config-http-header-policy)# custom "module:SSL MODULE - CATALYST 6500"
ssl-proxy (config-http-header-policy)# custom type-of-proxy:server_ proxy 1024_bit_key size
ssl-proxy (config-http-header-policy) # exit

ssl-proxy (config)# ssl-proxy service ssl-offload

ssl-proxy (config-ssl-proxy)# policy http-header ssl-offload

In addition to the standard HTTP headers, the following header information is inserted:

SSL-OFFLOAD-SOFTWARE VERSION:2.1 (1)

SSL-OFFLOAD-module: SSL MODULE - CATALYST 6500

SSL-OFFLOAD-type-of-proxy:server_proxy_1024_bit_key size

SSL-OFFLOAD-Session-Id:33:FF:2C:2D:25:15:3C:50:56:AB:FA:5A:81:0A:EC:E9:00:00:0A:03:00:60:
2F:30:9C:2F:CD:56:2B:91:F2:FF

SSL-OFFLOAD-Session-Cipher-Name:RC4-SHA

SSL-OFFLOAD-Session-Cipher-Key-Size:128

SSL-OFFLOAD-Session-Cipher-Use-Size:128

Configuring URL Rewrite

Note

In a typical SSL offloading environment, an SSL offloader terminates secure client HTTP (HTTPS)
connections, decrypts the SSL traffic into clear text, and forwards the clear text to a Web server through
an HTTP connection. The HTTPS connections are not secure HTTP connections at the back-end server
because the server does not know that the client connection came in as a secure connection.

If the data returned to the client contains an HTTP redirection link, and the client follows this link, the
client leaves the secure domain and no longer has a secure connection. The redirected link may not be
available from the server by using a clear text connection.

You can avoid problems with HTTP that are not secure redirects from the back-end server by configuring
one or more URL rewrite rules. Each rewrite rule is associated with a service in the SSL proxy list. The
URL rewrite rules resolve the problem of a website redirecting you to an HTTP URL that is not secure
by rewriting the domain from http:// to https://. By configuring URL rewrite, all client connections to the
Web server are SSL connections, ensuring the secure delivery of HTTPS content back to the client.

URL rewrite supports the rewriting of redirection links. The system scans only the “Location:” HTTP
header field in the response from the server and rewrites the rules accordingly. URL rewrite does not
support embedded links.

URL rewrite rewrites the protocol and the nondefault port (default ports are port 80 for clear text and
port 443 for SSL).

You can configure up to 100 URL rewrite policies with each policy consisting of up to 32 rewrite rules
per SSL proxy service and up to 200 characters per rule.

The guidelines for URL rewrite are as follows:

¢ Anexact URL match takes precedence over a wildcard rule. A suffix wildcard rule takes precedence
over a prefix wildcard rule.

For example, www.cisco.com takes precedence, then www.cisco.*, and then *.cisco.com.

¢ Enter only one suffix or prefix wildcard rule at one time. For example, do not enter www.cisco.* and
www.cisco.c* in the same policy or *w.cisco.com and *.cisco.com in the same policy.

¢ Do not enter two exact URL match rules in the same policy. For example, do not enter
www.cisco.com clearport 80 sslport 443 and www.cisco.com clearport 81 sslport 444 in the same
policy. In this case, the second rule overwrites the first rule.
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Configuring Policies

e URL rewrite is performed for both offload and back-end servers (HTTP to HTTPS and HTTPS to
HTTP). This includes port rewrites.

To configure URL rewrite, perform this task:

Command

Purpose

ssl-proxy (config)# ssl-proxy
url-rewrite policy name

policy

Configures the URL rewrite policy.

ssl-proxy (config-url-rewrite-policy) # url

url [clearport port_number]'’
port_number]

2 [sslport

Note

Specifies the URL rewrite rules. You can configure
up to 32 rewrite rules per SSL proxy service and up
to 240 characters per rule.

You should enter only one suffix or prefix
wildcard character (*) once per rewrite rule.

ssl-proxy (config-url-rewrite-policy) #

Returns to config mode.

exit

ssl-proxy(config)# ssl-proxy service Defines the name of the SSL proxy service.

service_name . . .
Note The service_name value is case sensitive.

ssl-proxy (config-ssl-proxy)# policy Applies the URL rewrite policy.

url-rewrite policy name

1. The clearport port_number specifies the port portion of the URL to be rewritten. Specify the cleartext port_number if it is

not the default cleartext port 80.

2. The sslport port_number specifies the port portion of the URL that should be rewritten. Specify the ssltext port_number if

it is not the default SSL port 443.

This example shows how to configure URL rewrite policy and apply the policy to a proxy service:

ssl-proxy (config)# ssl-proxy
ssl-proxy (config-ssl-proxy) #
ssl-proxy (config-ssl-proxy) #
ssl-proxy (config-ssl-proxy) #
ssl-proxy (config-ssl-proxy) #
ssl-proxy (config-ssl-proxy) #
ssl-proxy (config)# ssl-proxy
ssl-proxy (config-ssl-proxy) #

policy url-rewrite cisco_url
url www.cisco.*

url www.cisco.com clearport 81 sslport 444
url wwwin.cisco.com clearport 81 sslport 440
url 10.1.1.10 clearport 81 sslport 444

exit
service cisco_service
policy url-rewrite cisco_url

See Table 7-1 for examples that show URL rewrite.

Table 7-1

Rules and Outcome for Server Proxy

URL Rewrite Rule

URLs that Match

URL Rewrite

url www.cisco.com

http://www.cisco.com/

https://www.cisco.com/

url www.cisco.com clearport 81

http://www.cisco.com:81/

https://www.cisco.com/

url www.cisco.com sslport 444

http://www.cisco.com/

https://www.cisco.com:444/

url www.cisco.com clearport 81
sslport 444

http://www.cisco.com:81/

https://www.cisco.com:444/
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Configuring the SSL Proxy Services

You define the SSL proxy services using the ssl-proxy service ss/_proxy_name command. You can
configure the virtual IP address and port that is associated with the proxy service and the associated
target IP address and port.

You define the TCP and SSL policies for both client (virtual) and server (server) sides of the proxy.
These sections describe how to configure the proxy services:

e SSL Server Proxy Services, page 7-18

e SSL Version 2.0 Forwarding, page 7-20

e SSL Client Proxy Services, page 7-20

SSL Server Proxy Services

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

To configure the SSL server proxy services, perform this task:

Command

Purpose

ssl-proxy (config)# ssl-proxy
service service_name

Defines the name of the SSL proxy service.

Note The service_name value is case sensitive.

ssl-proxy (config-ssl-proxy) #
virtual ipaddr ip addr
[mask_addr]*:? protocol tcp port
port {secondary}

Defines the virtual server IP address, transport protocol
(TCP), and port number for which the CSM-S is the proxy.

Note The secondary keyword is always required.

ssl-proxy (config-ssl-proxy)# server
ipaddr ip_addr protocol tcp port
port

Defines the IP address, port number, and transport protocol
of the target server for the proxy.

Note The target server IP address can be a virtual IP
address of an SLB device or a real IP address of a

web server.

ssl-proxy (config-ssl-proxy) #
virtual policy tcp tcp_policy name®

(Optional) Applies a TCP policy to the client side of the
proxy server. See the “Configuring TCP Policy” section on
page 7-11 for TCP policy parameters.

ssl-proxy (config-ssl-proxy) #
virtual policy ssl ssl_policy name’

(Optional) Applies an SSL policy to the client side of the
proxy server. See the “Configuring SSL Policy” section on
page 7-10 for SSL policy parameters.

ssl-proxy (config-ssl-proxy)# server
policy tcp tcp_policy. _name

(Optional) Applies a TCP policy to the server side of the
proxy server. See the “Configuring TCP Policy” section on
page 7-11.

ssl-proxy (config-ssl-proxy) # policy
http-header http header policy name

(Optional) Applies the HTTP header policy to the proxy
server. See the “HTTP Header Insertion” section on
page 7-13.

ssl-proxy (config-ssl-proxy)# policy
url-rewrite url_rewrite_policy_name

(Optional) Applies the URL rewrite policy. See the
“Configuring URL Rewrite” section on page 7-16.
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Step 9

Step 10

Step 11

Step 12

Step 13

Configuring the SSL Proxy Services W

Command

Purpose

ssl-proxy (config-ssl-proxy) #
trusted-ca ca_pool_name

(Optional) Associates the trusted certificate authority pool
with the proxy service. See the “Client Certificate
Authentication” section on page 8-41 for information on the
certificate authority pools.

ssl-proxy (config-ssl-proxy) #
authenticate verify
{signature-only* | all®}

(Optional) Enables the server certificate authentication and
specifies the form of verification. See the “Server
Certificate Authentication” section on page 8-43 for
information on the server certificate authentication.

ssl-proxy (config-ssl-proxy)# nat
{server | client natpool_name}

(Optional) Specifies the usage of either server NAT® or
client NAT for the server-side connection opened by the
CSM-S. See the “Configuring NAT” section on page 7-22
and “Configuring NAT” section on page 7-22.

ssl-proxy (config-ssl-proxy) #
certificate rsa general-purpose
trustpoint trustpoint_label

Applies a trustpoint configuration to the proxy server’.

Note The trustpoint defines the certificate authority
server, the key parameters and key-generation
methods, and the certificate enrollment methods for
the proxy server. See the “Declaring the Trustpoint”
section on page 8-7 for information on configuring

the trust point.

ssl-proxy (config-ssl-proxy) #
inservice

Sets the proxy server as administratively Up.

1. Configure the mask address to specify a wildcard proxy service. You must enter the secondary keyword to configure a

wildcard proxy service.

2. When you enter the secondary keyword, the SSL daughter card does not respond to the ARP requests of the virtual IP address.

If you create a policy without specifying any parameters, the policy is created using the default values.

When you verify signature-only, authentication stops at the level that corresponds to one of the trusted certificate authority
trustpoints in the trusted certificate authority pool.

5. When you verify all, the highest level issuer in the certificate chain must be configured as a trusted certificate authority

trustpoint. The SSL daughter card authenticates all the certificates in the peer certificate chain and stops only at the highest
level certificate authority. There must be a certificate authority trustpoint for the highest level certificate authority, and this
trustpoint should be authenticated.

NAT = network address translation

If the key (modulus) size is other than 512, 768, 1024, 1536, or 2048, you will receive an error and the trustpoint configuration
is not applied. Replace the key by generating a key (using the same key_label) and specifying a supported modulus size, and
then repeat Step 12.

This example shows how to configure SSL proxy services:

ssl-proxy(config)# ssl-proxy service proxyl
ssl-proxy(config-ssl-proxy)# wvirtual ipaddr 10.1.1.100 protocol tcp port 443

ssl-proxy (config-ssl-proxy) #

server ipaddr 10.1.1.1 protocol tcp port 80

ssl-proxy (config-ssl-proxy)# virtual policy tcp tcp2

server policy tcp tcp2

ssl-proxy (config-ssl-proxy)# virtual policy ssl ssll

ssl-proxy (config-ssl-proxy)# nat client t2
ssl-proxy(config-ssl-proxy)# certificate rsa general-purpose trustpoint tpl

(
(
(
(
ssl-proxy (config-ssl-proxy) #
(
(
(
ssl-proxy (config-ssl-proxy) #
(

inservice

ssl-proxy (config-ssl-proxy)# end

If you have many virtual and server IP addresses to manage and configure, you can configure a wildcard
proxy service.
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I Configuring the SSL Proxy Services

This example shows how to configure a wildcard SSL proxy service so that proxyl accepts virtual IP
addresses 10.0.0.1 through 10.25.255.254:

ssl-proxy(config)# ssl-proxy service proxyl

ssl-proxy (config-ssl-proxy)# virtual ipaddr 10.0.0.0 255.0.0.0 protocol tcp port 443
secondary

ssl-proxy (config-ssl-proxy)# server ipaddr 20.1.2.3 protocol tcp port 80

ssl-proxy (config-ssl-proxy)# virtual policy tcp tcp2

ssl-proxy (config-ssl-proxy)# server policy tcp tcp2

ssl-proxy (config-ssl-proxy)# virtual policy ssl ssll

ssl-proxy (config-ssl-proxy)# inservice

ssl-proxy (config-ssl-proxy) # end

SSL Version 2.0 Ferwarding

The SSL daughter card is not able to terminate SSL version 2.0 (SSLv2) connections. However, you can
configure the SSL daughter card to forward SSLv2 connections to another server by entering the sslv2
keyword at the server command. When you configure the SSLv2 server IP address, the SSL daughter
card transparently forwards all SSLv2 connections to that server. If you require SSLv2 forwarding, you
need to configure the SSLv2 server IP address in addition to the IP address of the server that is used for
offloading SSL version 3.0 or Transport Layer Security (TLS) version 1.0 connections.

To configure SSLv2 forwarding, perform this task:

Command Purpose

ssl-proxy (config-ssl-proxy)# |Defines the IP address, port number, and the transport protocol of

server lpaddr ip addr . |the target server for the proxy.
protocol tcp port port sslv2

Note  The target server IP address can be a virtual IP address of
an SLB device or a real IP address of a web server.

1. Enter the sslv2 keyword to forward SSL version 2.0 client connections to a SSL v2.0 server. When you enter sslv2, configure
another server IP address to offload SSL version 3.0 or Transport Layer Security (TLS) version 1.0 connections.

This example shows how to configure the SSL proxy services to forward SSL v2.0 connections:

ssl-proxy (config)# ssl-proxy service frontend

ssl-proxy (config-ssl-proxy)# virtual ipaddr 35.200.200.102 protocol tcp port 443
ssl-proxy (config-ssl-proxy)# server ipaddr 26.51.51.1 protocol tcp port 80
ssl-proxy (config-ssl-proxy)# server ipaddr 26.51.51.2 protocol tcp port 443 sslv2
ssl-proxy (config-ssl-proxy)# certificate rsa general-purpose trustpoint test-cert
ssl-proxy (config-ssl-proxy)# inservice
ssl-proxy (config-ssl-proxy) # end

SSL Client Proxy Services

You configure SSL client proxy services to specify that the proxy service accepts clear text traffic,
encrypts the traffic into SSL traffic, and forwards the traffic to the back-end SSL server.

While you are required to configure a certificate for the SSL server proxy, you are not required to
configure a certificate for the SSL client proxy. If you configure the certificate for the SSL client proxy,
that certificate is sent in response to the certificate request message that is sent by the server during the
client authentication phase of the handshake protocol.
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N

Note

The SSL policies are configured at the server subcommand for the SSL client proxy services; the SSL
policies are configured at the virtual subcommand for the SSL server proxy services.

To configure SSL client proxy services, perform this task:

Command Purpose

Step1  ssl-proxy(config)# ssl-proxy Defines the name of the SSL proxy service. The client

service proxy_name client keyword configures the SSL client proxy service.
Note  The proxy-name value is case sensitive.
Step2  ssl-proxy(config-ssl-proxy)# Defines the virtual server IP address, transport protocol
: . . 1 . .
virtual ipaddr ip addr [mask_addr]l” |(TCP), and port number for which the CSM-S is the proxy.
protocol tcp port port secondary
Note The secondary keyword is required.

Step3  ssl-proxy(config-ssl-proxy)# server |Defines the IP address, port number, and transport protocol
ipaddr ip_addr protocol tcp port of the target server for the proxy.
port

Note The target server IP address can be a virtual IP
address of an SLB device or a real IP address of a
web server.

Step4  ssl-proxy(config-ssl-proxy)# (Optional) Applies a TCP policy to the client side of the

s . . 2 . . . .
virtual policy tep tcp policy name™ [proxy server. See the “Configuring TCP Policy” section on
page 7-11 for the TCP policy parameters.

Step5  ssl-proxy(config-ssl-proxy)# server |(Optional) Applies an SSL policy to the server side of the

: . 2 N . . .
policy ssl ssl policy name proxy server. See the “Configuring SSL Policy” section on
page 7-10 for the SSL policy parameters.

Step6  ssl-proxy(config-ssl-proxy)# server |(Optional) Applies a TCP policy to the server side of the
policy tep tcp policy name proxy server. See the “Configuring TCP Policy” section on

page 7-11.

Step7  ssl-proxy(config-ssl-proxy)# policy |(Optional) Applies the HTTP header policy to the proxy

http-header http header policy name |server. See the “HTTP Header Insertion” section on
page 7-13.

Step8  ssl-proxy(config-ssl-proxy)# policy |(Optional) Applies the URL rewrite policy. See the
url-rewrite url rewrite_policy name “Configuring URL Rewrite” section on page 7-16.

Step9  ssl-proxy(config-ssl-proxy)# Associates the trusted certificate authority pool with the
trusted-ca ca_pool_name proxy service. See the “Client Certificate Authentication”

section on page 8-41 for information on the certificate
authority pools.

Step10 ssl-proxy(config-ssl-proxy)# Enables the client certificate authentication and specifies
authenticate verify the form of verification. See the “Client Certificate
{signature-only” | all’) Authentication” section on page 8-41 for information on the

client certificate authentication.

Step11 ssl-proxy(config-ssl-proxy)# nat (Optional) Specifies the usage of either server NAT? or
{server | client natpool name} client NAT for the server-side connection opened by the

SSL daughter card. See the “Configuring NAT” section on
page 7-22.
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M Configuring NAT

Step 12

Step 13

Command

Purpose

ssl-proxy (config-ssl-proxy) #
certificate rsa general-purpose
trustpoint trustpoint_label

(Optional) Applies a trustpoint configuration to the client

proxy.

Note  The trustpoint defines the certificate authority
server, the key parameters and key-generation
methods, and the certificate enrollment methods for
the proxy server. See the “Declaring the Trustpoint”
section on page 8-7 for information on configuring
the trust point.

ssl-proxy (config-ssl-proxy) #
inservice

Sets the proxy server as administratively Up.

1. Configure the mask address to specify a wildcard proxy service. You must enter the secondary keyword to configure a

wildcard proxy service.

2. If you create a policy without specifying any parameters, the policy is created using the default values.

When you verify signature-only, authentication stops at the level corresponding to one of the trusted certificate authority
trustpoints in the trusted certificate authority pool.

4. When you verify all, the highest level issuer in the certificate chain must be configured as a trusted certificate authority
trustpoint. The SSL daughter card authenticates all certificates in the peer certificate chain and stops only at the highest level
certificate authority. There must be a certificate authority trustpoint for the highest level certificate authority, and this

trustpoint should be authenticated.

5. NAT = network address translation

This example shows how to configure SSL client proxy services:

ssl-proxy (config)# ssl-proxy service proxyl client

ssl-proxy (config-ssl-proxy)# virtual ipaddr 10.1.1.100 protocol tcp port 80
ssl-proxy (config-ssl-proxy)# virtual policy tcp tcp2

ssl-proxy (config-ssl-proxy)# server ipaddr 10.1.1.1 protocol tcp port 443

ssl-proxy(config-ssl-proxy)# server policy ssl ssll
ssl-proxy (config-ssl-proxy)# inservice

(
(
(
(
ssl-proxy (config-ssl-proxy)# server policy tcp tcp2
(
(
(

ssl-proxy (config-ssl-proxy)# end

Configuring NAT

The client connections originate from the client and are terminated on the SSL daughter card. The server
connections originate from the SSL daughter card.

Note

Server NAT

You can configure client NAT, server NAT, or both, on the server connection.

If Client NAT is configured on the SSL daughter card, then you must also configure it on the CSM side

for it to work.

The server IP address that is configured with the ssl-proxy service command specifies the IP address
and port for the destination device, and either the SSL daughter card or the real server for which the SSL
daughter card will act as a proxy. If you configure server NAT, the server IP address is used as the
destination IP address for the server connection. If the server NAT is not configured, the destination IP
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Step 1

Step 2

Client NAT

Step 1

Step 2

Step 3

Configuring TACACS, TACACS+, and RADIUS

address for the server connection is the same as the virtual ipaddress for which the SSL daughter card
is a proxy. The SSL daughter card always performs the port translation by using the port number entered
in the server ipaddress subcommand.

To configure server NAT, perform this task:

Command Purpose

ssl-proxy (config)# ssl-proxy |Defines the SSL proxy service.
service ssl_proxy name

ssl-proxy (config-ssl-proxy)# |Enables a NAT server address for the server connection of the
nat server specified service SSL offload.

If you configure client NAT, the server connection source IP address and port are derived from a NAT
pool. If client NAT is not configured, the server connection source IP address and port are derived from
the source IP address and source port of the client connection.

Allocate enough IP addresses to satisfy the total number of connections supported by the SSL daughter
card (256,000 connections). Assuming that you have 32,000 ports per IP address, configure 8 IP
addresses in the NAT pool. If you try to configure fewer IP addresses than required by the total
connections supported by the SSL daughter card, the command is rejected.

To configure a NAT pool and assign the NAT pool to the proxy service, perform this task:

Command Purpose

ssl-proxy (config)# ssl-proxy |Defines apool of IP addresses that the SSL daughter card uses for
natpool natpool_name implementing the client NAT.

start_ip_addr end ip_addr

netmask

ssl-proxy (config-ssl-proxy)# |Defines the SSL proxy service.
ssl-proxy service
ssl_proxy._name

ssl-proxy (config-ssl-proxy)# |Configures a NAT pool for the client address used in the server
nat client natpool name connection of the specified service SSL offload.

Configuring TACACS, TACACS+, and RADIUS

For information on configuring TACACS, TACACS+, and RADIUS, refer to these URLSs:
e “Configuring RADIUS” chapter in the Cisco I0S Security Configuration Guide, Release 12.2:
http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122cgcr/fsecur_c/fsecsp/scfrad.htm
e “Configuring TACACS+” chapter in the Cisco 10S Security Configuration Guide, Release 12.2:

http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122cgcr/fsecur_c/fsecsp/scftplus.htm
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M Configuring SNMP Traps

Configuring SNMP Traps

S

Note

Step 1

Step 2

Step 3

Step 4

Step 5

For a list of supported MIBs, refer to this URL:

http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml

The Cisco product MIB ID for the CSM-S is ciscoproducts.610. This ID is different than the SSLM,
which is ciscoproducts.554.

To enable SNMP traps, perform this task:

Command Purpose

ssl-proxy(config)# snmp-server host addr |Specifies the IP address of an external network
traps version version ssl-proxy management device to which traps are sent.
ssl-proxy (config)# snmp-server enable (Optional) Enables the SSL proxy certificate
traps ssl-proxy cert-expiring expiration notification trap.

Note If you set the certificate check-expiring
interval to 0, expiration notification traps are
not sent. See the “Configuring the Certificate
Expiration Warning” section on page 8-38
for information on enabling certificate
expiration warnings.

Note  Expiration notification traps are sent only for
proxy service certificates that are currently

configured.
ssl-proxy(config)# snmp-server enable (Optional) Enables the SSL proxy operation status
traps ssl-proxy oper-status nOtificatiOIl trap'
ssl-proxy(config)# snmp-server (Optional) Specifies the number of trap events that
queue-length length are held before the queue must be emptied. The

default length is 10; valid values are 1 through 1000.

ssl-proxy# show snmp Displays the SNMP information.

This example shows how to enable SNMP traps:

ssl-proxy# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

ssl-proxy(config)# snmp-server host 10.1.1.1 traps version 2c ssl-proxy

ssl-proxy (config)# snmp-server enable traps ssl-proxy cert-expiring

*Nov 27 03:47:10.739:%STE-6-PROXY_CERT_EXPIRING_TRAP_ENABLED:SNMP trap for proxy service
certificate expiration warning has been enabled.

ssl-proxy (config)# snmp-server enable traps ssl-proxy oper-status

*Nov 27 03:46:59.607:%STE-6-PROXY_OPER_STATUS_TRAP_ENABLED:SNMP trap for proxy service
operational status change has been enabled.

ssl-proxy (config)# snmp-server queue-length 256

ssl-proxy (config)# end

ssl-proxy# show snmp
0 SNMP packets input
0 Bad SNMP version errors
0 Unknown community name
0 Illegal operation for community name supplied
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Encoding errors

Number of requested variables

Number of altered variables

Get-request PDUs

Get-next PDUs

Set-request PDUs

8 SNMP packets output

Too big errors (Maximum packet size 1500)
No such name errors

o O O o o o

Bad values errors
General errors
Response PDUs
Trap PDUs

0 O O O O O

SNMP logging:enabled
Logging to 10.1.1.1.162, 0/256, 0 sent, 0 dropped.
ssl-proxy#

Enabling the Cryptographic Self-Test

Note  The power-on crypto chip self-test and key test are run only once at startup.

Note  Use the self-test for troubleshooting only. Running this test will impact run-time performance.

To run the self-test, perform this task:

Command Purpose
ssl-proxy (config)# ssl-proxy crypto Enables the cryptographic self-test. The default value for
self-test time-interval time time is 3 seconds; valid values are 1 though 8.

This example shows how to enable the cryptographic self-test and display cryptographic information:

ssl-proxy(config)# ssl-proxy crypto self-test time-interval 1
ssl-proxy(config)# end

Displaying Statistics Information

To display statistics information, perform this task:

Command Purpose

ssl-proxy (config)# show ssl-proxy stats Displays specified statistics information.
{crypto | hdr | ipc | pki [auth | cache |
cert-header | database | expiring |
history | ipc | memory] | service | ssl
tep | url}

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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This example shows how to display header insertion information:

ssl-proxy# show ssl-proxy stats hdr
Header Insert Statistics:
Session Headers Inserted

Session Id's Inserted

No End of Hdr Detected

Desc

Alloc Failed

1
2
Client IP/Port Inserted :0
0
0
0

Client Cert Errors

Custom Headers Inserted
Client Cert. Inserted

Payload no HTTP header
Buffer Alloc Failed
No Service

This example shows how to display crypto information:

ssl-proxy# show ssl-proxy stats crypto

Crypto Statistics from SSL Module:1
Self-test is running
Current device index is 1
Time interval between tests is 1 seconds

Device

0 statistics:

Total Number of runs:50

Runs

all passed:50

Number of timer error:0

0 J o U WN R O

e}

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Device

Power-on Crypto chip sel
Power-on Crypto chip key
Hash Test Case 1
Hash Test Case 2
Hash Test Case 3
Hash Test Case 4
SSL3 MAC Test Case
SSL3 MAC Test Case
TLS1 MAC Test Case
TLS1 MAC Test Case
DES Server Test
DES Encrypt Test
DES Decrypt Test
DES Encrypt Test
DES Decrypt Test
ARC4 Test Case 1
ARC4 Test Case 2
ARC4 Test Case 3
ARC4 State Test Case
ARC4 State Test Case
ARC4 State Test Case
ARC4 State Test Case
HMAC Test Case 1
HMAC Test Case 2
Random Bytes Generation
RSA Encrypt/Decrypt Test
Master Secret Generation
Key Material Generation
SSL3 Handshake Hash Test
TLS1 Handshake Hash Test

N RN

NN

B W N

1 statistics:

Total Number of runs:49

Runs

all passed:49

Number of timer error:0

1 0 0
1 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0
50 0 0

Power-on Crypto chip sel
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25 RSA Encrypt/Decrypt Test 49
26 Master Secret Generation 49
27 Key Material Generation 49
28 SSL3 Handshake Hash Test 49
29 TLS1 Handshake Hash Test 49

1 Power-on Crypto chip key 1 0 0
2 Hash Test Case 1 50 0 0
3 Hash Test Case 2 50 0 0
4 Hash Test Case 3 50 0 0
5 Hash Test Case 4 50 0 0
6 SSL3 MAC Test Case 1 50 0 0
7 SSL3 MAC Test Case 2 50 0 0
8 TLS1 MAC Test Case 1 50 0 0
9 TLS1 MAC Test Case 2 50 0 0
10 DES Server Test 50 0 0
11 DES Encrypt Test 1 50 0 0
12 DES Decrypt Test 1 50 0 0
13 DES Encrypt Test 2 50 0 0
14 DES Decrypt Test 2 50 0 0
15 ARC4 Test Case 1 50 0 0
16 ARC4 Test Case 2 50 0 0
17 ARC4 Test Case 3 50 0 0
18 ARC4 State Test Case 1 49 0 0
19 ARC4 State Test Case 2 49 0 0
20 ARC4 State Test Case 3 49 0 0
21 ARC4 State Test Case 4 49 0 0
22 HMAC Test Case 1 49 0 0
23 HMAC Test Case 2 49 0 0
24 Random Bytes Generation 49 0 0
0 0

0 0

0 0

0 0

0 0

This example shows how to display PKI certificate authentication and authorization statistics:

ssl-proxy# show ssl-proxy stats pki auth
Authentication request timeout:240 seconds
Max in process:100 (requests)
Max queued before dropping:0 (requests)
Certificate Authentication & Authorization Statistics:
Requests started:2
Requests finished:2
Requests pending to be processed:0
Requests waiting for CRL:O0
Signature only requests:0
Valid signature:0
Invalid signature:0
Total number of invalid certificates:0
Approved with warning (no crl check) :2
Number of times polling CRL:O0
No certificates present:0
Failed to get CRL:0
Not authorized (e.g. denied by ACL) :0
Root certificates not self-signed:0
Verify requests failed (e.g. expired or CRL operation failed):0
Unknown failure:0
Empty certificate chain:0
No memory to process requests:0
DER encoded certificates missing:0
Bad DER certificate length:0
Failed to get key from certificate:0
Issuer CA not in trusted CA pool:0
Issuer CA certificates not valid yet:0
Expired issuer CA certificates:0
Peer certificates not valid yet:0
Expired peer certificates:0
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This example shows how to display PKI peer certificate cache statistics:

ssl-proxy# show ssl-proxy stats pki cache
Peer certificate cache size:0 (entries), aging timeout:30 (minutes)
Peer certificate cache statistics:

In use:0 (entries)

Cache hit:0

Cache miss:0

Cache allocated:0

Cache freed:O0

Cache entries expired:0

Cache error:0

Cache full (wrapped around) :0

No memory for caching:0

This example shows how to display the forwarding data unit statistics:

ssl-proxy# show ssl-prox stats fdu

FDU Statistics:
IP Frag Drops 0 IP Version Drops 0
IP Addr Discards 0 Serv_Id Drops : 0
Conn Id Drops : 0 Bound Conn Drops : 0
Vlan Id Drops 0 TCP Checksum Drops 0
Hash Full Drops : 0 Hash Alloc Fails : 0
Flow Creates : 536701 Flow Deletes : 536701

Conn Id allocs : 268354 Conn Id deallocs : 268354
Tagged Pkts Drops : 0 Non-Tagg Pkts Drops : O
Add ipcs : 3 Delete ipcs : 0
Disable ipcs : 1 Enable ipcs : 0
Unsolicited ipcs : 1345 Duplicate Add ipcs : O
IOS Broadcast Pkts : 43432 IOS Unicast Pkts : 12899
IOS Multicast Pkts : O IOS Total Pkts : 56331
I0S Congest Drops : 0 SYN Discards : 0

FDU Debug Counters:
Inv. Conn Drops
Inv. TCP opcodes :
Inv. Fmt Pkt Drops :
Inv. Bad Ctl Command:
Inv. Bad Buffer Fmt
ssl-proxy#

Inv. Conn Pkt Drops : O

Inv. Bad Vlan ID : 0
Inv. TCP Congest
Inv. Buf Undersized : 0

o O O O O
o

Collecting Crash Information

The crash-info feature collects information for developers to fix software-forced resets. Enter the show
ssl-proxy crash-info command to collect software-forced reset information. You can retrieve only the
latest crash-info in case of multiple software-forced resets. After you enter the show ssl-proxy
crash-info command it takes from one to six minutes to complete the information collection process.

Note  The show stack command is not a supported command to collect software-forced reset information
on the SSL daughter card.

This example shows how to collect software-forced reset information:

ssl-proxy# show ssl-proxy crash-info
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Collecting Crash Information

————————————— COMPLEX 0 [FDU_IOS] ==--===-=====—————om—

NVRAM CHKSUM:(0xEB28
NVRAM MAGIC:0xC8A514F0
NVRAM VERSION:1

++++++++++ CORE 0 (FDU) ++++++++++++++++++++++

CID: 0

APPLICATION VERSION:2003.04.15 14:50:20 built for cantuc
APPROXIMATE TIME WHEN CRASH HAPPENED:14:06:04 UTC Apr 16 2003
THIS CORE DIDN'T CRASH

TRACEBACK:222D48 216894

CPU CONTEXT —=----—-——————————————————————

$0 :00000000, AT :00240008, vO :5A27E637, vl :000F2BB1
a0 :00000001, al :0000003C, a2 :002331BO, a3 :00000000
t0 :00247834, tl :02BFAAAQ, t2 :02BF8BBO, t3 :02BF8BAO
t4 :02BF8BBO, t5 :00247834, t6 :00000000, t7 :00000001
s0 :00000000, s1 :0024783C, s2 :00000000, s3 :00000000
s4 :00000001, s5 :0000003C, s6 :00000019, s7 :0000000F
t8 :00000001, t9 :00000001, kO :00400001, k1 :00000000
gp :0023AE80, sp :031FFF58, s8 :00000019, ra :00216894
LO :00000000, HI :0000000A, BADVADDR :828D641C

EPC :00222D48, ErrorEPC :BFC02308, SREG :34007E03
Cause 0000C000 (Code 0x0):Interrupt exception

CACHE ERROR registers ------------------—-

CacheErrI: 00000000, CacheErrD:00000000
ErrCt1:00000000, CacheErrDPA:0000000000000000

PROCESS STACK -———-——-———————————mmmmmmm oo
stack top:0x3200000

Process stack in use:
sp is close to stack top;
printing 1024 bytes from stack top:

031FFC00:06405DEO0 002706E0 0000002D 00000001 .@] .'. ...-....
031FFC10:06405DE0 002706E0 00000001 0020B800 .@] .'. ..... 8.
031FFC20:031FFC30 8FBF005C 14620010 24020004 ..|0.?.\.b..$...

FFFFFFD0:00000000 00000000 00000000 00000000 ................
FFFFFFE0:00627E34 00000000 00000000 00000000 .b~4............
FFFFFFF0:00000000 00000000 00000000 00000006 ................
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Enabling VTS Debugging

N

Note

A virtual terminal server (VTS) is built into the SSL daughter card for debugging different processors
(FDU, TCP, SSL) on the module.

Use the TCP debug commands only to troubleshoot basic connectivity issues under little or no load
conditions (for instance, when no connection is being established to the virtual server or real server).

If you use TCP debug commands, the TCP module displays large amounts of debug information on the
console, which can significantly slow down module performance. Slow module performance can lead to
delayed processing of TCP connection timers, packets, and state transitions.

From a workstation or PC, make a Telnet connection to one of the VLAN IP addresses on the module to
port 2001 to view debug information.

To display debugging information, perform this task:

Command Purpose
ssl-proxy# [no] debug ssl-proxy {fdu | Turns on or off the debug flags for the specified
ssl | tep} [type] system component.

After you make the Telnet connection, enter the debug ssl-proxy {tcp | fdu | ssl} command from the
SSL Certificate Management console. One connection is sent from a client and displays the logs found
in TCP console.

This example shows how to display the log for TCP states for a connection and verify the debugging
state:

ssl-proxy# debug ssl-proxy tcp state
ssl-proxy# show debugging
STE Mgr:

STE TCP states debugging is on

This example shows the output from the workstation or PC:

Conn 65066 state CLOSED --> state SYN_RECEIVED

Conn 65066 state SYN_RECEIVED --> state ESTABLISHED
Conn 14711 state CLOSED --> state SYN_SENT

Conn 14711 state SYN_SENT --> state ESTABLISHED
Conn 14711 state ESTABLISHED --> state CLOSE_WAIT
Conn 65066 state ESTABLISHED --> state FIN_WAIT 1
Conn 65066 state FIN_WAIT 1 --> state FIN_WAIT_ 2
Conn 65066 state FIN_WAIT_2 --> state TIME_WAIT
Conn 14711 state CLOSE_WAIT --> state LAST_ACK

Conn 14711 state LAST _ACK --> state CLOSED
H###H#H#######Conn 65066 state TIME_WAIT --> state CLOSED
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Configuring SSL Services Secure Transactions

This chapter describes how to configure the CSM-S from the command line interface (CLI) of the
module and contains these sections:

e Configuring the Public Key Infrastructure, page 8-1
e Configuring the Certificate Authentication, page 8-40

Configuring the Public Key Infrastructure

The SSL daughter card on the CSM-S uses the SSL protocol to enable secure transactions of data through
privacy, authentication, and data integrity; the protocol relies upon certificates, public keys, and private
keys.

The certificates, which are similar to digital ID cards, verify the identity of the server to the clients and
the clients to the server. The certificates, which are issued by certificate authorities, include the name of
the entity to which the certificate was issued, the entity’s public key, and the time stamps that indicate
the certificate’s expiration date.

The public and private keys are the ciphers that are used to encrypt and decrypt information. The public
key is shared without any restrictions, but the private key is never shared. Each public-private key pair
works together; data that is encrypted with the public key can only be decrypted with the corresponding
private key.

Each SSL daughter card acts as an SSL proxy for up to 256 SSL clients and servers. You must configure
a pair of keys for each client or server to apply for a certificate for authentication.

We recommend that the certificates be stored in NVRAM so that the module does not need to query the
certificate authority at startup to obtain the certificates or to automatically enroll. See the “Configuring
a Root CA (Trusted Root)” section on page 8-28 for more information.

The SSL daughter card authenticates certificates that it receives from external devices when you
configure the SSL daughter card as an SSL server and you configure the server proxy to authenticate the
client certificate, or when you configure the SSL daughter card as an SSL client. The SSL daughter card
validates the start time, end time, and the signature on the certificate received.

A valid certificate may have been revoked if the key pair has been compromised. If a revocation check
is necessary, the SSL daughter card downloads the certificate revocation list (CRL) from the certificate
authority and looks up the serial number of the certificate received. See the “Certificate Revocation List”
section on page 8-47 for information on CRLs.
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Note

The certificate can also be filtered by matching certain certificate attribute values with access control list
(ACL) maps. Only authenticated certificates that are issued by trusted certificate authorities are
accepted. See the “Certificate Security Attribute-Based Access Control” section on page 8-52 for
information on ACLs.

Only the certificate is authenticated, not the sender of the certificate. As part of the SSL handshake, the
certificate sender is challenged for ownership of the private key that corresponds to the public key
published in the certificate. If the challenge fails, the SSL handshake is aborted by the SSL daughter
card.

The SSL daughter card cannot verify that the sender of the certificate is the expected end user or host of
the communication session. To authenticate the end user or host, additional validation is necessary
during the data phase, using a username and password, bank account number, credit card number, or
mother’s maiden name.

If the certificate sender is an SSL client, the SSL daughter card can extract attributes from the client
certificate and insert these attributes into the HTTP header during the data phase. The server system that
receives these headers can further examine the subject name of the certificate and other attributes and
then determine the authenticity of the end user or host. See the “HTTP Header Insertion” section on
page 7-13 for information on configuring HTTP header insertion. See the “Client Certificate
Authentication” section on page 8-41 for information on configuring client certificate authentication.

These sections describe how to configure the public key infrastructure (PKI):
¢ Configuring the Keys and the Certificates, page §-2
e Verifying the Certificates and the Trustpoints, page 8-27
e Configuring a Root CA (Trusted Root), page 8-28
e Saving Your Configuration, page 8-29
e Backing Up the Keys and the Certificates, page 8-30
¢ Monitoring and Maintaining the Keys and Certificates, page 8-31
e Assigning a Certificate to a Proxy Service, page 8-32
e Renewing a Certificate, page 8-33
e Configuring the Automatic Certificate Renewal and Enrollment, page 8-36
¢ Enabling the Key and Certificate History, page 8-36
e (Caching the Peer Certificates, page 8-37
e Configuring the Certificate Expiration Warning, page 8-38

Configuring the Keys and the Certificates

You can configure keys and certificates using one of the following methods:

e If you are using the Simple Certificate Enrollment Protocol (SCEP), configure the keys and
certificates by doing the following:

— Generate a key pair.

Declare the trustpoint.

Get the certificate authority certificate.

Send an enrollment request to a certificate authority on behalf of the SSL server.
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Configuring the Public Key Infrastructure

See the “Configuring the Trustpoint Using SCEP” section on page 8-5 for details.

e If you are not using SCEP, configure the keys and certificates using the manual certificate
enrollment (TFTP and cut-and-paste) feature by doing the following:

Generate or import a key pair.
Declare the trustpoint.

Get the certificate authority certificate, and enroll the trustpoint by using TFTP or cut-and-paste
to create a PKCS10 file.

Request the SSL server certificate offline by using the PKCS10 package.
Import the SSL server certificate by using TFTP or cut-and-paste.

See the “Manual Certificate Enrollment” section on page 8-11 for details.

e If you are using an external PKI system, do the following:

Generate PKCS12 or PEM files.
Import this file to the module.

See the “Importing and Exporting the Key Pairs and Certificates” section on page 8-19 for details.

An external PKI system is a server or a PKI administration system that generates key pairs and enrolls
for certificates from a certificate authority or a key and certificate archival system. The Public-Key
Cryptography Standards (PKCS) specifies the transfer syntax for personal identity information,
including the private keys and certificates. This information is packaged into an encrypted file. To open
the encrypted file, you must know a pass phrase. The encryption key is derived from the pass phrase.

You do not need to configure a trustpoint before importing the PKCS12 or PEM files. If you import keys
and certificates from PKCS12 or PEM files, the trustpoin is created automatically if it does not already

exist.

See Figure 8-1 for an overview on configuring keys and certificates.
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Figure 8-1 Key and Certificate Configuration Overview
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Configuring the Trustpoint Using SCEP

To configure a trustpoint using SCEP, complete the following tasks:
e Generating the RSA Key Pairs, page 8-5
e Declaring the Trustpoint, page 8-7
e Obtaining the Certificate Authority Certificate, page 8-8
e Requesting a Certificate, page 8-8

Generating the RSA Key Pairs

S

Note

Note

The first key pair that is generated enables SSH on the module. If you are using SSH, configure a key
pair for SSH. See the “Configuring SSH” section on page 7-4.

RSA is the public key cryptographic system developed by Ron Rivest, Adi Shamir, and Leonard
Aldeman. The RSA algorithm is widely used by the certificate authorities and the SSL servers to
generate key pairs. Each certificate authority and each SSL server has its own RSA key pair. The SSL
server sends its public key to the certificate authority when enrolling for a certificate. The SSL server
uses the certificate to prove its identity to clients when setting up the SSL session.

The SSL server keeps the private key in a secure storage and sends only the public key to the certificate
authority, which uses its private key to sign the certificate that contains the server’s public key and other
identifying information about the server.

Each certificate authority keeps the private key secret and uses the private key to sign certificates for its
subordinate certificate authorities and SSL servers. The certificate authority has a certificate that
contains its public key.

The certificate authorities form a hierarchy of one or more levels. The top-level certificate authority is
called the root certificate authority. The lower level certificate authorities are called the intermediate or
subordinate certificate authorities. The root certificate authority has a self-signed certificate, and it signs
the certificate for the next level subordinate certificate authority, which signs the certificate for the next
lower level certificate authority, and so on. The lowest level certificate authority signs the certificate for
the SSL server.

The SSL daughter card supports up to eight levels of certificate authority (one root certificate authority
and up to seven subordinate certificate authorities). For an example of a three-level (3-tier) enrollment,
see the “Example of Three-Tier Certificate Authority Enrollment” section on page 8-9.

These certificates form a chain with the server certificate at the bottom and the root certificate authority’s
self-signed certificate at the top. Each signature is formed by using the private key of the issuing
certificate authority to encrypt a hash digest of the certificate body. The signature is attached to the end
of the certificate body to form the complete certificate.

When setting up an SSL session, the SSL server sends its certificate chain to the client. The client verifies
the signature of each certificate up the chain by retrieving the public key from the next higher-level
certificate to decrypt the signature attached to the certificate body. The decryption result is compared
with the hash digest of the certificate body. Verification terminates when one of the certificate authority
certificates in the chain matches one of the trusted certificate authority certificates stored in the client’s
own database.
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Note

Note

Note

If the top-level certificate authority certificate is reached in the chain, and there is no match of trusted
self-signed certificates, the client may terminate the session or prompt the user to view the certificates
and determine if they can be trusted.

After the SSL client authenticates the server, it uses the public key from the server certificate to encrypt
a secret and send it over to the server. The SSL server uses its private key to decrypt the secret. Both
sides use the secret and two random numbers that they exchanged to generate the key material required
for the rest of the SSL session for data encryption, decryption, and integrity checking.

The SSL daughter card supports only general-purpose keys.

When you generate general-purpose keys, only one pair of RSA keys is generated. Named key pairs
allow you to have multiple RSA key pairs, enabling the Cisco IOS software to maintain a different key
pair for each identity certificate. We recommend that you specify a name for the key pairs.

The generated key pair resides in system memory (RAM). Key pairs will be lost on power failure or
module reset. You must enter the copy system:running-config nvram:startup-config command to save
the running configuration and the key pairs to the private configuration file in the module NVRAM.

To generate the RSA key pairs, perform this task:

Command Purpose

ssl-proxy (config)# crypto key generate rsa Generates RSA key pairs.
[usage-keys | general-keys] label key-label
[exportable'] [modulus sizel

1. The exportable keyword specifies that the key is allowed to be exported. You can specify that a key is exportable during key
generation. Once the key is generated as either exportable or not exportable, it cannot be modified for the life of the key.

When you generate the RSA keys, you are prompted to enter a modulus length in bits. The SSL daughter
card supports modulus lengths of 512, 768, 1024, 1536, and 2048 bits. Although you can specify 512 or
768, we recommend a minimum modulus length of 1024. A longer modulus takes longer to generate and
takes longer to use, but it offers stronger security.

This example shows how to generate special-usage RSA keys:

crypto key generate rsa usage-keys
The name for the keys will be: myrouter.example.com
Choose the size of the key modulus in the range of 360 to 2048 for your Signature Keys.

Choosing a key modulus greater than 512 may take a few minutes.
How many bits in the modulus[512]? <return>

Generating RSA keys.... [OK].
Choose the size of the key modulus in the range of 360 to 2048 for your Encryption Keys.
Choosing a key modulus greater than 512 may take a few minutes.

How many bits in the modulus[512]? <return>

Generating RSA keys.... [OK].
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This example shows how to generate general-purpose RSA keys:

Note  You cannot generate both special-usage and general-purpose keys; you can generate only one or the
other.

ssl-proxy(config)# crypto key generate rsa general-keys label kpl exportable

The name for the keys will be: kpl

Choose the size of the key modulus in the range of 360 to 2048 for your
General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.

How many bits in the modulus [512]: 1024

Generating RSA keys.... [OK].

Declaring the Trustpoint

You should declare one trustpoint to be used by the module for each certificate.

To declare the trustpoint that your module uses and specify characteristics for the trustpoint, perform
this task beginning in global configuration mode:

Command Purpose
Step1  ssl-proxy(config)# crypto ca trustpoint Declares the trustpoint that your module should
: 1 . . .
trustpoint-label use. Enabling this command puts you in

ca-trustpoint configuration mode.

Step2  ssl-proxy(ca-trustpoint)# rsakeypair key-label|Specifies which key pair to associate with the
certificate.

Step3  ssl-proxy(ca-trustpoint)# enrollment [mode ra] |Specifies the enrollment parameters for your
[retry [period minutes] [count count]] url url certificate authority

Step4  ssl-proxy(ca-trustpoint)# ip-address (Optional) Specifies the IP address of the proxy
server_ip_addr service that will use this certificate’.

Step5  ssl-proxy(ca-trustpoint)# crl [best-effort | |(Optional) Specifies how this trustpoint looks up
optional | query host:[port]] a certificate revocation list when validating a

certificate associated with this trustpoint.

See the “Certificate Revocation List” section on
page 8-47 for information on CRLs.

Step6  ssl-proxy(ca-trustpoint)# subject-name line”* |(Optional) Configures the host name of the proxy

service’.

Step7  ssl-proxy(ca-trustpoint)# password password (Optional) Configures a challenge password.

Step8  ssl-proxy(ca-trustpoint)# exit Exits ca-trustpoint configuration mode.

The trustpoint-label should match the key-label of the keys; however, this match is not required.

2. Some web browsers compare the IP address in the SSL server certificate with the IP address that might appear in the URL.
If the IP addresses do not match, the browser may display a dialog box and ask the client to accept or reject this certificate.

3. Forexample, subject-name CN=serverl.domain2.com, where serverl is the name of the SSL server that appears in the URL.
The subject-name command uses the Lightweight Directory Access Protocol (LDAP) format.

4. Arguments specified in the subject name must be enclosed in quotation marks if they contain a comma, for example,
0=“Cisco, Inc.”
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5. Some browsers compare the CN field of the subject name in the SSL server certificate with the hostname that might appear
in the URL. If the names do not match, the browser may display a dialog box and ask the client to accept or reject the
certificate. Also, some browsers will reject the SSL session setup and silently close the session if the CN field is not defined
in the certificate.

This example shows how to declare the trustpoint PROXY 1 and verify connectivity:

ssl-proxy (config)# crypto ca trustpoint PROXY1
ssl-proxy (ca-trustpoint) # rsakeypair PROXY1
ssl-proxy (ca-trustpoint)# enrollment url http://exampleCA.cisco.com
ssl-proxy (ca-trustpoint)# ip-address 10.0.0.1
ssl-proxy (ca-trustpoint) # password password

ssl-proxy (ca-trustpoint)# crl optional

ssl-proxy (ca-trustpoint) # serial-number

ssl-proxy (ca-trustpoint)# subject-name C=US; ST=California; L=San Jose; O=Cisco; OU=Lab;
CN=hostl.cisco.com

ssl-proxy (ca-trustpoint) # end

ssl-proxy# ping example.cisco.com

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 20.0.0.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms

ssl-proxy#

Obtaining the Certificate Authority Certificate

~

Note

For each trustpoint, you must obtain a certificate that contains the public key of the certificate authority;
multiple trustpoints can use the same certificate authority.

Contact the certificate authority to obtain the correct fingerprint of the certificate and verify the
fingerprint displayed on the console.

To obtain the certificate that contains the public key of the certificate authority, perform this task in
global configuration mode:

Command Purpose

ssl-proxy (config)# crypto ca authenticate Obtains the certificate that contains the public key
trustpoint-label of the certificate authority. Enter the same
trustpoint_label that you entered when declaring
the trustpoint.

This example shows how to obtain the certificate of the certificate authority:

ssl-proxy(config)# crypto ca authenticate PROXY1
Certificate has the following attributes:
Fingerprint: A8D09689 74FB6587 02BFEODC 2200B38A
% Do you accept this certificate? [yes/nol: ¥y
Trustpoint CA certificate accepted.

ssl-proxy (config)# end

ssl-proxy#

Requesting a Certificate

You must obtain a signed certificate from the certificate authority for each trustpoint.
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To request signed certificates from the certificate authority, perform this task in global configuration
mode:

Command Purpose
ssl-proxy (config)# crypto ca enroll Requests a certificate for the trustpoint.
trustpoint-labelt

1. You have the option to create a challenge password that is not saved with the configuration. This password is required if your
certificate needs to be revoked, so you must remember this password.

If your module or switch reboots after you have entered the crypto ca enroll command but before you
have received the certificates, you must reenter the command and notify the certificate authority
administrator.

This example shows how to request a certificate:

ssl-proxy(config)# crypto ca enroll PROXY1l

%

% Start certificate enrollment..

% The subject name in the certificate will be: C=US; ST=California; L=San Jose; 0=Cisco;
OU=Lab; CN=hostl.cisco.com

The subject name in the certificate will be: host.cisco.com

The serial number in the certificate will be: 00000000

The IP address in the certificate is 10.0.0.1

o of

e

oe

Certificate request sent to Certificate Authority

The certificate request fingerprint will be displayed.

The 'show crypto ca certificate' command will also show the fingerprint.
Fingerprint: 470DE382 65D8156B 0F84C2AF 4538B913

e

o

ssl-proxy (config)# end

After you configure the trustpoint, see the “Verifying the Certificates and the Trustpoints™ section on
page 8-27 to verify the certificate and trustpoint information.

Example of Three-Tier Certificate Authority Enroliment

The SSL daughter card supports up to eight levels of certificate authority (one root certificate authority
and up to seven subordinate certificate authorities).

This example shows how to configure three levels of certificate authority:

Generating the Keys
This example shows how to generate a key:

ssl-proxy(onfig)# crypto key generate rsa general-keys label keyl exportable
The name for the keys will be:keyl
Choose the size of the key modulus in the range of 360 to 2048 for your
General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.

How many bits in the modulus [512]:1024
% Generating 1024 bit RSA keys ...[OK]
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Defining the Trustpoints
This example shows how to define a trustpoint:

ssl-proxy (config)# crypto ca trustpoint 3tier-root
ssl-proxy (ca-trustpoint)# enrollment url tftp://10.1.1.1
ssl-proxy (ca-trustpoint) #
ssl-proxy (ca-trustpoint) # exit
ssl-proxy (config)# crypto ca trustpoint 3tier-subl
ssl-proxy (ca-trustpoint)# enrollment url tftp://10.1.1.2
ssl-proxy (ca-trustpoint) #
ssl-proxy (ca-trustpoint) # exit
ssl-proxy(config)# crypto ca trustpoint tp-proxyl
ssl-proxy (ca-trustpoint)# enrollment url tftp://10.1.1.3
ssl-proxy (ca-trustpoint) # serial-number
ssl-proxy (ca-trustpoint) # password cisco
ssl-proxy (ca-trustpoint)# subject CN=ste.cisco.com
ssl-proxy (ca-trustpoint) # rsakeypair keyl

ssl-proxy (ca-trustpoint) # show

enrollment url tftp://10.1.1.3

serial-number

password 7 02050D480809

subject-name CN=ste.cisco.com

rsakeypair keyl
end

ssl-proxy (ca-trustpoint) # exit

Authenticating the Three Certificate Authorities (One Root And Two Subordinate Certificate Authorities)

ssl-proxy(config)# crypto ca authenticate 3tier-root
Certificate has the following attributes:
Fingerprint:84E470A2 38176CB1l AA0476B9 COB4F478

% Do you accept this certificate? [yes/no]:yes

Trustpoint CA certificate accepted.

ssl-proxy (config)#

ssl-proxy(config)# crypto ca authenticate 3tier-subl

Certificate has the following attributes:

Fingerprint :FE89FBOD BF8450D7 9934C926 6C66708D

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

ssl-proxy (config)#

ssl-proxy(config)# crypto ca authenticate tp-proxyl

Certificate has the following attributes:

Fingerprint:6E53911B E29AE44C ACE773E7 26A098C3

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

Enrolling with the Third Level Certificate Authority
ssl-proxy (config)# crypto ca enroll tp-proxyl

o

oe

Start certificate enrollment

o

The fully-qualified domain name in the certificate will be:ste.
The subject name in the certificate will be:ste.

The serial number in the certificate will be:BOFFF0C2

Include an IP address in the subject name? [no]:

Request certificate from CA? [yes/no]:yes

% Certificate request sent to Certificate Authority

% The certificate request fingerprint will be displayed.

% The 'show crypto ca certificate' command will also show the fingerprint.

o° o

oe

ssl-proxy (config) # Fingerprint: 74390E57 26F89436 6FC52ABE 24E23CD9
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ssl-proxy (config) #
*Apr 18 05:10:20.963:%CRYPTO-6-CERTRET:Certificate received from Certificate Authority

Manual Certificate Enroliment

Note

The Manual Certificate Enrollment (TFTP and cut-and-paste) feature allows you to generate a certificate
request and accept certificate authority certificates as well as router certificates. These tasks are
accomplished with a TFTP server or manual cut-and-paste operations. You may want to use TFTP or
manual cut-and-paste enrollment in the following situations:

¢ Your certificate authority does not support Simple Certificate Enrollment Protocol (SCEP)—This
method is the most common method for sending and receiving requests and certificates.

e A network connection between the router and the certificate authority is not possible—A router
running Cisco IOS software obtains its certificate using this method.

Configure the Manual Certificate Enrollment (TFTP and cut-and-paste) feature as described at this URL:
http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122t/122t13/ftmancrt.htm

If the certificate revocation list (CRL) fails to download because the CRL server is unreachable or the
CRL download path does not exist, the certificate might fail to import. Make sure that all trustpoints that
are linked to the import process are able to download the CRL. If the CRL path does not exist, or if the
CRL server is unreachable, you should enter the crl optional command for all trustpoints that are linked
to the import process. Enter the show crypto ca certificates command to display information for all
certificates, and obtain a list of associated trustpoints from the display of the certificate authority
certificate. Enter the crl optional command for all these trustpoints.

For example, in a three-tier certificate authority hierarchy (root CA, subordinate CA1, and subordinate
CA2), when you import the subordinate CA1 certificate, enter the crl optional command for all the
trustpoints associated with root CA. Similarly, when you import the subordinate CA2 certificate, enter
the crl optional command for all the trustpoints associated with root CA and subordinate CA1.

After you successfully import the certificate, you can restore the original CRL options on the trustpoints.

Configuring a Certificate Enrollment Using TFTP (One-Tier Certificate Authority)

Step 1

Step 2

To configure the certificate enrollment using TFTP, perform these steps:

Configure the trustpoint:

ssl-proxy# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy(config)# crypto ca trustpoint tftp_example

ssl-proxy (ca-trustpoint)# enrollment url tftp://10.1.1.2/win2k
ssl-proxy (ca-trustpoint)# rsakeypair pair3

ssl-proxy (ca-trustpoint) # exit

Request a certificate for the trustpoint:

ssl-proxy (config)# crypto ca enroll tftp_ example

)

% Start certificate enrollment ..

o°

The fully-qualified domain name in the certificate will be: ssl-proxy.cisco.com

o

The subject name in the certificate will be: ssl-proxy.cisco.com
Include the router serial number in the subject name? [yes/no]: yes
The serial number in the certificate will be: 00000000

oe

e
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% Include an IP address in the subject name? [no]:
Send Certificate Request to tftp server? [yes/nol: yes
% Certificate request sent to TFTP Server

% The certificate request fingerprint will be displayed.

% The 'show crypto ca certificate' command will also show the fingerprint.

ssl-proxy (config) # Fingerprint: D012D925 96F4B5C9 661FECI1E 207786B7

Step3  Obtain the certificate that contains the public key of the certificate authority:

ssl-proxy (config)# crypto ca auth tftp_ example
Loading win2k.ca from 10.1.1.2 (via Ethernet0/0.168): !
[OK - 1436 bytes]

Certificate has the following attributes:
Fingerprint: 2732ED87 965F8FEB F89788D4 914B877D
% Do you accept this certificate? [yes/no]: yes
Trustpoint CA certificate accepted.

ssl-proxy (config)#

Stepd  Import the server certificate:

ssl-proxy(config)# crypto ca import tftp_example cert
% The fully-qualified domain name in the certificate will be: ssl-proxy.cisco.com
Retrieve Certificate from tftp server? [yes/no]: yes

% Request to retrieve Certificate queued

ssl-proxy (config)#
Loading win2k.crt from 10.1.1.2 (via Ethernet0/0.168): !
[OK - 2112 bytes]

ssl-proxy (config) #
*Apr 15 12:02:33.535: $CRYPTO-6-CERTRET: Certificate received from Certificate Authority
ssl-proxy (config) #

Configuring a Certificate Enroliment Using Cut-and-Paste (One-Tier Certificate Authority)

To configure the certificate enrollment using cut-and-paste, perform these steps:

Step 1 Generate the RSA key pair:

ssl-proxy (config)# crypto key generate rsa general-keys label CSR-key exportable
The name for the keys will be:CSR-key
Choose the size of the key modulus in the range of 360 to 2048 for your

General Purpose Keys. Choosing a key modulus greater than 512 may take

a few minutes.

How many bits in the modulus [512]:1024
% Generating 1024 bit RSA keys ... [OK]

Step2  Configure the trustpoints:

config)# crypto ca trustpoint CSR-TP

ca-trustpoint)# rsakeypair CSR-key

ca-trustpoint)# serial

ca-trustpoint)# subject-name CN=abc, OU=hss, O=cisco
ca-trustpoint)# enrollment terminal

ca-trustpoint)# exit

ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy

ssl-proxy
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a. Request a certificate for the trustpoint:

ssl-proxy (config)# crypto ca enroll CSR-TP
% Start certificate enrollment

o

The subject name in the certificate will be:CN=abc, OU=hss, O=cisco

The fully-qualified domain name in the certificate will be:ssl-proxy.cisco.com
The subject name in the certificate will be:ssl-proxy.cisco.com

The serial number in the certificate will be:BOFFF22E

Include an IP address in the subject name? [no] :no

Display Certificate Request to terminal? [yes/no]:yes

Certificate Request follows:

o0 o° o

oe

MIIBwjCCASSCAQAWYTEOMAWGA1UEChMFY21zY28xDDAKBgNVBASTA2hzczEMMAOG
A1UEAXMDYWJ jMTMwDwYDVQQFEwWhCMEZGRj IyRTAgBgkghkiGIwOBCQIWE3NzbClw
cm94eS5jaXNjby5jb20wgZ8wDQYJIKoZ IThveNAQEBBQADgY 0AMIGJAOGBALL706tt
301BVVK1QAE/agsuzIaal5YZft3bDb9t3pPncKh0ivBTgVKpJiLPWGZPjdbtejxQ
tYSF77R1pmhKOWSKPuu7£fJPYr/Cbo800UzkRAGMBAAGgITAfBgkghkiGIw0OBCQ4x
EJAQMA4AGA1UJDWEB/wQEAWIFoDANBgkghkiGIwOBAQQFAAOBIQC2GIX06 /hihXHA
DA5s0pxgLsOlrMP8PF4bZDAd1pWLVBSOrp4S1L7hHIP2NY9rgZAJhDTREGGM179JY
GOtUuCYyPYPkpb0S5VGTUrHvvUWekleKg2d91lk fgbkRmImHBaB2EvV5DNBcV11STIMX
RULG70UafU6sxnDWgbMseToF4WrLPg==

---End - This line not part of the certificate request---
Redisplay enrollment request? [yes/no]:no

Step3  Import the certificate authority certificate:

ssl-proxy(config)# crypto ca authenticate CSR-TP

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIICxzCCAJjCgAwIBAgIBADANBgkghkiGIwOBAQQFADBSMQswCQYDVQQGEWIBVTET
MBEGA1UECBMKU29tZS1TdGF0ZTEhMB8GA1UEChMYSW50Z2XJuzXQgV21kZ210cyBQ
dHkgTHRKMQswCQYDVQQODEwWJ jYTAeFwOwMzA2M]j YyMjM4AMD1aFwOwODEYMTYyMjM4
MD1aMFIxCzAJBgNVBAYTAKFVMRMWEQYDVQQIEWpTb211LVNOYXRIMSEWHWYDVQQK
ExhJbnR1cm51dCBXaWRnaXRzIFB0eSBMAGQxCzAIJBgNVBAMTAMNKMIGEMAOGCSOG
SIb3DQEBAQUAA4LGNADCBiQKBgQCcGI0bgOLmf0cASKkF48j2z8X7ZQxXxT1H680QKNC3
ks95vkGbOAa/1/RAACQ3s91PkcGQVgi4Dv8/iNG/1mQo8HBWtRIVgG018IGBbuiZ
dlarYnQHUz6Bm/HzE1RXVOY/VmyPOVevYy8/cYhwx/xOE9BYQOyP15Chi8nhIS5F
+WWOHQIDAQABOAGsSMIGPMBOGA1UADgQWBBS4Y+/1SXKDrw5N5m/ tgCzu/W81PDB6
BgNVHSMEczBxgBS4Y+/1SXKDrw5N5m/ tgCzu /W81 PKFWpFQwUJjELMAKGATIUEBhMC
QVUxXEzARBgNVBAGTC1NvbWUtU3RhdAGUxITAfBgNVBAOTGELudGVybmvV0IFdpzZGdp
dHMgUHR5IEx0ZDELMAKGA1UEAXMCY2GCAQAWDAYDVROTBAUWAWEB / ZANBgkghkiG
9wOBAQQFAAOBgQB/rPALFVuycbadQucdFQG7k1l/XBNI7aY3IL3Lkeumt /nXD+eCn
RpYESWWY8X1Aizgnj4bgFdgPgYdD7Lg8viwagm2 tQmU6zCsdaKhL1J7FCWbfs2+75
oNV2Vsgx0Ftnf8en/+HtyS2AdXHreThfgkXz3euXDO0ISMFVKRy81l04EdzA==

Certificate has the following attributes:
Fingerprint:B8B35B00 095573D0 D3B8FA03 B6CA8934
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

)

% Certificate successfully imported
ssl-proxy (config) #

Stepd  Import the server certificate (the server certificate is issued by the certificate authority whose certificate
is imported in Step 4):

ssl-proxy(config)# crypto ca import CSR-TP certificate
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% The fully-qualified domain name in the certificate will be:ssl-proxy.cisco.com

Enter the base 64 encoded certificate.
End with a blank line or the word "quit" on a line by itself

MIIB7TCCAVYCAQQWDQYJK0oZIhvcNAQEEBQAWU]ELMAKGA1UEBhMCQVUXEZARBGNV
BAQTC1NvbWUtU3RhdGUxITAfBgNVBAOTGELudGVybmvV0IFdpZGdpdHMgUHRS IEXO
ZDELMAKGA1UEAXMCY2EwHhcNMDMXMTIwMDAXMzE2WhcNMDQXMTESMDAXMZzE2W]AS
MQ4wDAYDVQQKEwWVjaXNjbzEMMAOGA1UECXMDaHNzMQwwCgYDVQQDEWNhYmMMwgZ 8w
DQYJKoZIhvcNAQEBBQADgYOAMIGJAOGBALt706tt301BVVKIgAE/agsuzIlaal5YZ
ft3bDb9t3pPncKh0ivBTgVKpJiLPWGZPjdbtejxQksuSY589V+GMDr0O9B4Sxn+5N
pP2bQmd745NvI4gorNRvXcdjmE+/SzE+bBSBCcKAWNLYSF77R1pmhKOWSKPuu7£JPY
r/Cbo800UzkRAGMBAAEWDQYJK0ZIhveNAQEEBQADGYEAjgJ9378P6Gz69Ykplw06
Powp+2rbe2iFBrE1xXE09BL6G6vzcBQgb5WAuwgxe7SIHrHsS0/ 7Be3zednlOselx
/KVj7I021iPgrwUa9DLavwrTyaal0KtTpti/i5nIwTNh5xkp2bBIJQikDATEK7HAVXE
HQ9SyB3YZJk/Bjp6/eFHEfU=

% Router Certificate successfully imported

ssl-proxy (config) #4Z

Configuring a Certificate Enrollment Using TFTP (Three-Tier Certificate Authority)

To configure certificate enrollment using TFTP, perform these steps:

Step 1 Generate the RSA key pair:

ssl-proxy (config)# crypto key generate rsa general-keys label test-3tier exportable
The name for the keys will be:test-3tier
Choose the size of the key modulus in the range of 360 to 2048 for your

General Purpose Keys. Choosing a key modulus greater than 512 may take

a few minutes.

How many bits in the modulus [512]:1024
% Generating 1024 bit RSA keys ... [OK]

Step2  Configure the trustpoint:

ssl-proxy(config)# crypto ca trustpoint test-3tier

ssl-proxy (ca-trustpoint) # serial-number

ssl-proxy (ca-trustpoint) # password cisco

ssl-proxy (ca-trustpoint)# subject CN=test-3tier, OU=hss, O=Cisco
ssl-proxy (ca-trustpoint) # rsakeypair test-3tier

ssl-proxy (ca-trustpoint)# enrollment url tftp://10.1.1.3/test-3tier
ssl-proxy (ca-trustpoint) # exit

Step3  Generate the certificate signing request (CSR) and send it to the TFTP server:

ssl-proxy(config)# crypto ca enroll test-3tier

oe

% Start certificate enrollment

% The subject name in the certificate will be:CN=test-3tier, OU=hss, O=Cisco

% The fully-qualified domain name in the certificate will be:ssl-proxy.cisco.com
% The subject name in the certificate will be:ssl-proxy.cisco.com

% The serial number in the certificate will be:BOFFF22E

% Include an IP address in the subject name? [no]:

Send Certificate Request to tftp server? [yes/no]:yes
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Step 4
Step 5

Step 6
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% Certificate request sent to TFTP Server
% The certificate request fingerprint will be displayed.

)

% The 'show crypto ca certificate' command will also show the fingerprint.
ssl-proxy(config)# Fingerprint: 19B07392 319B2ACF F8FABES5SC 52798971

ssl-proxy (config) #
[

Use the CSR to acquire the SSL certificate offline from the third-level certificate authority.

Authenticate the three certificate authorities (one root and two subordinate certificate authorities):

ssl-proxy(config)# crypto ca trustpoint test-1ltier
ssl-proxy(ca-trustpoint)# enrollment url tftp://10.1.1.3/test-1ltier
ssl-proxy (ca-trustpoint)# crl optional

ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config)# crypto ca authenticate test-ltier

Loading test-ltier.ca from 10.1.1.3 (via Ethernet0/0.172):!

[OK - 1046 bytes]

Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10

% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

config)# crypto ca trustpoint test-2tier

ca-trustpoint)# enrollment url tftp://10.1.1.3/test-2tier
ssl-proxy (ca-trustpoint)# crl optional

ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config)# crypto ca authenticate test-2tier

Loading test-2tier.ca from 10.1.1.3 (via Ethernet0/0.172):!

[OK - 1554 bytes]

ssl-proxy
ssl-proxy

Certificate has the following attributes:

Fingerprint:50A986F6 B471B82D E11B71FE 436A9BE6

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

ssl-proxy (config)# crypto ca authenticate test-3tier
Loading test-3tier.ca from 10.1.1.3 (via Ethernet0/0.172):!
[OK - 1545 bytes]

Certificate has the following attributes:

Fingerprint:2F2E44AC 609644FA 5B4B6B26 FDBFE569

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

Import the server certificate:

ssl-proxy(config)# crypto ca import test-3tier certificate
% The fully-qualified domain name in the certificate will be:ssl-proxy.cisco.com
Retrieve Certificate from tftp server? [yes/no]:yes

)

% Request to retrieve Certificate queued

ssl-proxy (config) #
Loading test-3tier.crt from 10.1.1.3 (via Ethernet0/0.172):!
[OK - 1608 bytes]

ssl-proxy (config) #
*Nov 25 21:52:36.299:%CRYPTO-6-CERTRET:Certificate received from Certificate Authority
ssl-proxy (config)# 4Z
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Configuring a Certificate Enroliment Using Cut-and-Paste (Three-Tier Certificate Authority)

Step 1

Step 2

Step 3

Step 4
Step 5

To configure a certificate enrollment using cut-and-paste, perform these steps:

Generate the RSA key pair:

ssl-proxy(config)# crypto key generate rsa general-keys label tp-proxyl exportable
The name for the keys will be:tp-proxyl
Choose the size of the key modulus in the range of 360 to 2048 for your

General Purpose Keys. Choosing a key modulus greater than 512 may take

a few minutes.

How many bits in the modulus [512]:1024
% Generating 1024 bit RSA keys ...[OK]

Configure the trustpoint:

config)# crypto ca trustpoint tp-proxyl
ca-trustpoint)# enrollment ter
ca-trustpoint)# rsakeypair tp-proxyl
ca-trustpoint)# serial

ca-trustpoint)# subject-name CN=test
ca-trustpoint)# exit

ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy

Request a certificate for the trustpoint:

ssl-proxy(config)# crypto ca enroll tp-proxyl
% Start certificate enrollment

o

The subject name in the certificate will be:CN=test

The fully-qualified domain name in the certificate will be:ssl-proxy.
The subject name in the certificate will be:ssl-proxy.

The serial number in the certificate will be:BOFFF14D

Include an IP address in the subject name? [no] :no

Display Certificate Request to terminal? [yes/no]:yes

Certificate Request follows:

o0 o° o

oe

MIIBnDCCAQUCAQAWOZENMASGA1UEAXMEAGVzdDEQMASGA1IUEBRMIQ]jBGRKYXNEQwW
FwYJKoZIhvcNAQKkCFgpzc2wtcHIveHKuMIGEMAOGCSgGSIb3DQEBAQUAAAGNADCE
1QKBgQDFx1019IX0Ax4fyUhaXH6s4p5t9s0IZ1gvLtVX6Fp6zfuXd70s5TGIH/ IX
zV9B4e5Kv+wlMDOAVTh+/tvyAP3TMpCdpHYosd2VaTIgExpHf4M5Ruh8IebVKV25
rralpNiSOPVPLFcrwdUfJVNpsc2XBxBhpT+FS9y67Lglhf SNAwIDAQABOCEWHWYJ
KoZTIhvcNAQKOMRIWEDAOBgNVHQ8BAf8EBAMCBaAwDQYJKoZ ThveNAQEEBQADgYEA
kOIFA1KNIAKLME33YELRA3MW/ujJIuiT1I8RYVbwleE8JQE68TTAKiYgzQcoMgsp
ez3vVSPxXXFZ/c6naXdvyrTikTX3GZ1lmu+UOvV6/Jaf5QcXad9tAi3 fgyguV7jQMPjk
QJj2GrwhXjcgZGOMBh6Kg6s5UPsIDgrL036I42B6B3EQ=

---End - This line not part of the certificate request---
Redisplay enrollment request? [yes/no]:no

Get the certificate request (from Step 3) signed by a third-level certificate authority.

Define and import all certificate authorities (one root and two subordinate certificate authorities).

a. Define the two truspoints for the root certificate authority and subordinate 1 certificate authority.

A

Note  Use tp-proxyl to import the subordinate 2 certificate authority certificate.

ssl-proxy(config)# crypto ca trustpoint 3tier-root
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint)# crl op
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ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config)# crypto ca trustpoint 3tier-subl
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint)# ecrl op

ssl-proxy (ca-trustpoint) # exit

Import the root certificate authority certificate:

ssl-proxy (config)# crypto ca authenticate 3tier-root

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1lzCCAOGUAWIBAgIQadUxzU/197hDmZRYJ1bBcDANBgkghkiGO9w0OBAQUFADBL
MQswCQYDVQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcm5pYTERMA8GALUEBXMIc2Fu
IGpvc2UxDjAMBgNVBAOTBWNpC2NVvMQwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3Np
bXBzb24tZ2GV2dGVzdClyb290LUNBMBAXDTAZMTEXMTIXNDgWM1 oXDTEZMTEXMT Ix
NTczOVowdTELMAKGA1UEBhMCVVMXEzZARBgNVBAgGTCmNhbG1lmb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQKEWV]jaXNjbzEMMAOGA1UECXxMDaHNzMSAwWHgYD
VQQODExdzaWlwc29uLWR1dAnR1c3Qtcm9vdC1DQTBcMAOGCSQGSIb3DQEBAQUAAOSA
MEgCQQCWE1bANU1VgONUNn0Wb94gnHi 8FKjmVhibLHGR16J+V7gHgzmF2MTz5WP51
VQ2/1NVuOHjUORRdeCml /rakKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
AlUJEWEB/wQFMAMBA £ 8wWHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQY8wgYwwQ6BBoD+GPWhOdHA6LY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dnR1c3Qtcm9vdC1DQS5jcmwwRaBDOEGGP2ZpbGU6LyYy9¢c
XGNpc2NvLWwdajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tzGv2dGvzdClyb290
LUNBLmNybDAQBgkrBgEEAYI3FQEEAWIBADANBgkghkiGO9wOBAQUFAANBACBgelwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K31ix+Z/03PJd7ct2BIAF41ktvI9pCebIO
EoBcmZteA+TQcKg=

Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

% Certificate successfully imported

Import the subordinate 1 certificate authority certificate:

ssl-proxy (config)# crypto ca authenticate 3tier-subl

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIETzCCA/mgAwIBAgIKG]0cBwAAAAAADIANBgkghkiGOwWOBAQUFADBIMQswCQYD
VQQGEWJVUzZETMBEGA1UECBMKY2FsaWZvcmSpYTERMA8GALUEBxMIc2FuIGpve2Ux
DJjAMBgNVBAOTBWNpc2NvMOwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF3NpbXBzb24t
ZGV2dGVzdClyb290LUNBMBAXDTAZMTExMz IyMDQYMVOXDTAOMTEXxMz IyMTQyMVow
dTELMAKGA1UEBhMCVVMXEZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNVBACTCHNh
biBgb3N1MQ4wDAYDVQQKEWVjaXNjbzEMMAOGA1UECXMDaHNzZMSAWHgYDVQQDExdAz
aWlwc29uLWR1dnR1c3Qtc3ViMS1jYTBcMAOGCSgGSIb3DQEBAQUAAOSAMEGCQQDC
vV48nC2uukoSyGJ /GymCIEXZzMSzpbkYS7eWPazZYyiJDhCIKuUsMgFDRNEMOmMUSA
rcWmPizFZc9PFumDa03vAgMBAAG] ggJpMIICZTAQBgkr BgEEAYI3FQEEAWIBADAJ
BgNVHQ4EFgQUWaaNN2Ul4BaBoU9mY+ncuHpP92 0wCwYDVROPBAQDAgGHGMA8GAL1UdA
EwEB/wQFMAMBAf8wgadGA1UdIwSBpjCBo4AUJgYtQFM0130SBSiceehK9seDRrGh
€aR3MHUxXCzAJBgNVBAYTA1VTMRMwWEQYDVQQIEwp ] YWxpZm9ybml hMREwDwYDVQQH
EwhzYW4gam9zZTEOMAWGALUEChMFY21zY28xDDAKBgNVBAsTA2hzczEgMBAGA1UE
AxXMXc21tcHNvbi1kZXZ0ZXNOLXIvb3QtQO0GCEGNVMc1P4vedQ5mUWCAWWXAWYZCG
AlUdHwWSBJ zCBJjDBDOEGgP4Y9aHR0OcDovL2Npc2NvLWwia j ZvaHBuci 9DZXIORWSyY
b2xsL3NpbXBzb24tZGV2dGVzdClyb290LUNBLMNYbDBFOEOgQYY/ZmlsZTovL1lxc
Y21zY28tbDhgNm9ocG5yXEN1cnRFbnJvbGxcc21ltcHNvbi1kZXZ0ZXNOLXJvb3Qt
QOEUuY3JsMIHIBggrBgEFBQCcBAQSBuzCBUDBZBggrBgEFBQcwA0ZNaHROcDovL2Np
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c2NvLWwiajzvaHBuci9DZXJORW5yb2xsL2Npc2NvLWwdajZvaHBucl9zaWlwc29u
LWR1dnR1c3Qtcm9vdC1DQS5jcnQwiwY IKwYBBQUHMAKGT2 ZpbGU6Ly9cXGNpc2Nv
LiWwwdajZvaHBuclxDZXJIORW5yb2xsXGNpc2NvLWwdajZvaHBucl9zaWlwc29uLWR1
dnR1c3Qtcm9vdC1DQS5jcnQwDQYJKoZIhveNAQEFBQADQQAG6kKAV3Ix/BOr2hlSp9
ER36ZkDINIWI3gNt2MkpcAO7RmcrHIN6g5RIIWbVTXFNONdgpsaglEcOwn97XErH
Z2ow

Certificate has the following attributes:

Fingerprint:50A986F6 B471B82D E11B71FE 436A9BE6

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

% Certificate successfully imported

d. Import the subordinate 2 certificate authority certificate:

ssl-proxy (config)# crypto ca authenticate tp-proxyl

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIESTCCA/OgAwIBAgIKHy1iFxAAAAAAAB]ANBgkahkiGI9w0OBAQUFADBIMQSwCQYD
VQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcmSpYTERMASGALUEBXMICc2FulIGpvc2Ux
DJjAMBgNVBAOTBWNpc2NvMQwwCgYDVQQLEWNoc3MxIDAeBgNVBAMTF3NpbXBzb24t
ZGV2dGVzdC1lzdWIXLWNhMB4XDTAzZMTExMzIyMjI1M1oXDTAOMTExXxMz IyMTQyMVow
dTELMAKGA1UEBhMCVVMXEzZARBgNVBAgTCmMNhbG1mb3JuaWEXETAPBgNVBACTCHNh
biBgb3N1MQ4wDAYDVQQKEWV]aXNjbzEMMAOGA1UECXMDaHNzMSAWHgYDVQQDEXdz
aWlwc29uLWR1dnR1c3Qtc3ViMiljYTBcMAOGCSQGSIb3DQEBAQUAAOSAMEGCQQCT
ChZcONYLBHf1lsr/3Z4y6w5WoeioIpCOCSydhnbdswnwuethoyStvt9lr6i6ljwKl
d68Z8E0Tg71daiV/WR/HAGMBAAG]ggJ jMIICXzAQBgkr BgEEAY I3FQEEAwWI BADAA
BgNVHQ4EFgQU6FmJopgqzpbFM] 6 TaB2 /wj1WlgEwCwYDVROPBAQDAGHGMABGALUA
EwEB/wQFMAMBAf 8wgagGA1lUdIwSBoDCBnYAUWaaNN2Ul4BaBoU9mY+ncuHpP922h
€aR3MHUxCzAJBgNVBAYTA1VTMRMwEQYDVQQIEwp] YWxpZm9ybml hMREwWDwWYDVQQH
EwhzYW4gam9zZTEOMAWGA1UEChMFY212zY28xDDAKBgNVBAsTA2hzczEgMB4GA1UE
AxXMXc21tcHNvbi1kZXZ0ZXNOLXIvb3QtQ0GCCho9HACAAAAAAALWYZCGALUdHWSB
jzCBjDBDOEGgP4Y9aHR0OcDovL2Npc2NvLWcyNXVhNm80ZS9DZXJORW5yb2xsL3Np
bXBzb24tz2GV2dGVzdClzdWIXLWNhLmNybDBFoEOgQYY/ZmlsZTovL1xcY21zY28t
ZzI1dWE2bzR1XEN1cnRFbndvbGxcc2ltcHNvbilkZXZ0ZXNOLXNLIYJEtY2EuY3Jds
MIHIBggrBgEFBQcBAQSBuzCBuDBZBggrBgEFBQcwA0ZNaHROcDovL2Npc2NvLWey
NXVhNm80ZS9DZXJO0RW5yb2xsL2Npc2NvLWcyNXVhNm80ZV9zaWlwc29uLWR1dnR1
c3Qtc3ViMS13jYS5]cnQwiwwY IKwYBBQUHMAKGT2ZpbGU6LY9cXGNpc2NvLWcyNXVh
Nm80ZVxDZXJIO0RW5yb2xsXGNpc2NvLWcyNXVhNm80ZV9zaWlwc29uLWR1dnR1c3Qt
c3ViMS1jYS57jcnQwDQYJKoZIhveNAQEFBQADQQCieB8rvVCgVF2¢cFw9/v513Gn7L
Q6PUGT3bMRbOrgQKytTz/Yx09156nYZHrvVulzmzz5CriI2savx+glTarwil

Certificate has the following attributes:

Fingerprint:2F2E44AC 609644FA 5B4B6B26 FDBFE569

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

% Certificate successfully imported

e. Import the server certificate:

ssl-proxy(config)# crypto ca import tp-proxyl certificate

)

% The fully-qualified domain name in the certificate will be:ssl-proxy.
Enter the base 64 encoded certificate.

End with a blank line or the word "quit" on a line by itself

MIIENTCCA9+gAwIBAgIKLmibDwAAAAAACDANBgkghkiGIWOBAQUFADB1MQswCQYD
VQQGEWJVUzETMBEGALUECBMKY2FsaWZvem5pYTERMASGALUEBXMIc2FulGpve2Ux
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DjAMBgNVBAOTBWNpc 2 NvMQwwCgYDVQQLEwWNoc3Mx I DAeBgNVBAMTF3NpbXBzb24t
ZGV2dGVzdClzdWIyLWNhMB4XDTAzZMTEXOTIzZNDUzNVOoXDTAOMTExMz IyMTQyMVow
PTERMASGA1UEBRMIQJjBGRKYXNEQxGTAXBgkghkiG9w0OBCQITCnNzbClwcm94eS4x
DTALBgNVBAMTBHR1c3QwgZ8wDQYJK0oZIhvcNAQEBBQADGYOAMIGJIAOGBAMXHWIX0
hegDHh/JSFpcfgzinm32yghnWC8ulVfoWnrN+5fjuizlMYkf8hfNXOHh7kqg/7CUw
Af8EBAMCBaAwHQYDVROOBBYEFCX1zcYHyolPNbfubnivi8d2V022MIGoBgNVHSME
gaAwgZ2AFOhZiaKags6WxTI+k2gdv8I5VpahoXmkdzB1lMQswCQYDVQQGEwWIVUZET
MBEGA1UECBMKY2FsaWzZvcm5pYTERMASGAIUEBXMIc2FulGpvec2UxD]jAMBgNVBAOT
BWNpc2NvMOwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTEF3NpbXBzb24tZ2GV2dGVzdClz
AWIXLWNhggo fKIXEAAAAAAAGMIGXBgNVHR8EGY 8wgYwwQ6BBoD+GPWhOJHAGLY9
aXNjbylvaml4Y25jenYvQ2VydEVucm9sbC9zaWlwc29uLWR1dnR1c3Qtc3ViMil]j
YS5jcmwwRaBDOEGGP2ZpbGU6Ly 9 cXGNpc2NvLWIgbXhjbmN6d1xDZXJI0RWS5yb2xs
XHNpbXBzb24tZGV2dGVzdC1zdWIyLWNhLmNybDCByAY IKwYBBQUHAQEEgbswgbgw
WQYIKwYBBQUHMAKGTWhOdHA6Ly9jaXNjbylvaml4Y25jenYvQ2VydEVucm9sbC9j
aXNjbylvaml4Y25jenZfc2ltcHNvbilkZXZ0ZXNOLXN1YjItY2EuY3J0OMFSGCCsG
AQUFBzAChk9maWx10i8vXFxjaXNjbylvaml4Y25jenzcQ2VydEVucm9sbFxjaXNj
bylvaml4Y25jenZfc2ltcHNvbilkZXZ0ZXNOLXN1YJItY2EuY3J0OMAOGCSQGSIb3
DQEBBQUAAOEAtbxmUBOxZ/hcrCc3hY7pabqg/LmLonXSL8cjAbV2I7A5QGYaNi5k9
8F1Ez1WOxW0J2C3/YsvIf4dYpsQWAKRIbQ==

% Router Certificate successfully imported

ssl-proxy (config) #4Z

Importing and Exporting the Key Pairs and Certificates

Note

Note

You can import and export key pairs and certificates using either the PKCS12 file format or
privacy-enhanced mail (PEM) file format.

These sections describe how to import or export key pairs and certificates:
e Importing and Exporting a PKCS12 File, page §8-20
e Importing and Exporting the PEM Files, page 8-21

A test PKCS12 file (test/testssl.p12) is embedded in the SSL software on the module. You can install the
file into NVRAM for testing purposes and for proof of concept. After the PKCS12 file is installed, you
can import it to a trustpoint and then assign it to a proxy service configured for testing. For information
on installing the test PKCS12 file, see the “Importing and Exporting the Key Pairs and Certificates”
section on page 8-19.

If the certificate revocation list (CRL) fails to download because the CRL server is unreachable or the
CRL download path does not exist, the certificate might fail to import. Make sure that all trustpoints that
are linked to the import process are able to download the CRL. If the CRL path does not exist, or if the
CRL server is unreachable, then you should enter the crl optional command for all trustpoints that are
linked to the import process. Enter the show crypto ca certificates command to display information for
all certificates, and obtain a list of associated trustpoints from the display of the certificate authority
certificate. Enter the crl optional command for all these trustpoints.

For example, in a three-tier certificate authority hierarchy (root CA, subordinate CA1, and subordinate
CA2), when you import the subordinate CA1 certificate, enter the crl optional command for all the
trustpoints associated with root CA. Similarly, when you import the subordinate CA2 certificate, enter

[ oL-7030-01
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the crl optional command for all the trustpoints associated with root CA and subordinate CA1.

After you successfully import the certificate, you can restore the original CRL options on the trustpoints.

Importing and Exporting a PKCS12 File

~

Note

You can use an external PKI system to generate a PKCS12 file and then import this file to the module.

When creating a PKCS12 file, include the entire certificate chain, from server certificate to root
certificate, and public and private keys. You can also generate a PKCS12 file from the module and export
it.

Imported key pairs cannot be exported.

If you are using SSH, we recommend using SCP (secure file transfer) when importing or exporting a
PKCS12 file. SCP authenticates the host and encrypts the transfer session.

To import or export a PKCS12 file, perform this task:

Command Purpose

ssl-proxy (config)# crypto ca {import | Imports or exports a PKCS12 file.

export} trustpoint_label pkcsl2 {scp: . .
ftp:| nvram:| rcp:| tftp:)} Note  You do not need to configure a trustpoint
[pkcs12_filename'] pass_phrase? before importing the PKCS12 file.

Importing keys and certificates from a
PKCS12 file creates the trustpoint
automatically, if it does not already exist.

1. If you do not specify the pkcsi2_filename value, you will be prompted to accept the default filename (the default filename is
the trustpoint_label value) or enter the filename. For ftp: or tftp:, include the full path in the pkcsi2_filename value.

2. You will receive an error if you enter the pass phrase incorrectly.

This example shows how to import a PKCS12 file using SCP:

ssl-proxy(config)# crypto ca import TP2 pkcsl2 scp: sky is blue
Address or name of remote host []? 10.1.1.1

Source username [ssl-proxy]? admin-1

Source filename [TP2]? /users/admin-1/pkcsl2/TP2.pl2

Password:password

Sending file modes:C0644 4379 TP2.pl2

|

ssl-proxy (config) #

*Aug 22 12:30:00.531:%CRYPTO-6-PKCS12IMPORT_ SUCCESS:PKCS #12 Successfully Imported.
ssl-proxy (config)#

This example shows how to export a PKCS12 file using SCP:

ssl-proxy(config)# crypto ca export TPl pkcsl2 scp: sky is blue
Address or name of remote host []? 10.1.1.1

Destination username [ssl-proxy]? admin-1

Destination filename [TP1]? TPl.pl2
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Password:
Writing TP1l.pl2 Writing pkcsl2 file to scp://admin-1@10.1.1.1/TP1l.pl2

Password:

|

CRYPTO_PKI:Exported PKCS12 file successfully.
ssl-proxy (config) #

This example shows how to import a PKCS12 file using FTP:

ssl-proxy(config)# crypto ca import TP2 pkcsl2 ftp: sky is blue
Address or name of remote host []? 10.1.1.1

Source filename [TP2]? /admin-1/pkcsl2/PK-1024

Loading /admin-1/pkcsl2/PK-1024 !

[OK - 4339/4096 bytes]

ssl-proxy (config) #

This example shows how to export a PKCS12 file using FTP:

ssl-proxy (config)# crypto ca export TPl pkcsl2 ftp: sky is blue
Address or name of remote host []? 10.1.1.1

Destination filename [TP1]? /admin-1/pkcsl2/PK-1024

Writing pkcsl2 file to ftp://10.1.1.1//admin-1/pkcsl2/PK-1024

Writing /admin-1/pkcsl2/PK-1024 !!
CRYPTO_PKI:Exported PKCS12 file successfully.
ssl-proxy (config) #

After you import the PKCS12 file, see the “Verifying the Certificates and the Trustpoints” section on

page 8-27 to verify the certificate and trustpoint information.

Importing and Exporting the PEM Files

N

Note

The crypto ca import pem command imports only the private key (.prv), the server certificate (.crt), and
the issuer certificate authority certificate (.ca). If you have more than one level of certificate authority in
the certificate chain, you need to import the root and subordinate certificate authority certificates before
this command is issued for authentication. Use cut-and-paste or TFTP to import the root and subordinate

certificate authority certificates.

Imported key pairs cannot be exported.

If you are using SSH, we recommend that you use secure file transfer (SCP) when importing or exporting

PEM files. SCP authenticates the host and encrypts the transfer session.

[ oL-7030-01
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To import or export PEM files, perform one of these tasks:

Command Purpose

ssl-proxy (config)# crypto ca import hnpor&;PEhdfﬂe&
trustpoint_label pem [exportable] . .
(terminal | url {scp:| ftp:| nvram: Note  You do not need to configure a trustpoint

rcp: | tftp:} | usage-keys} pass_phrase''? before importing the PEM files. Importing
keys and certificates from PEM files creates
the trustpoint automatically, if it does not
already exist.

ssl-proxy (config)# crypto ca export Exports PEM files.

trustpoint_label pem {terminal url .

(scp:| ftp:| nvram:| rcp:| tftp:) [des | | Note  Only the key, the server certificate, and the
3des] pass_phrase''’ issuer certificate authority of the server

certificate are exported. All higher level
certificate authorities need to be exported
using cut-and-paste of TFTP.

1. You will receive an error if you enter the pass phrase incorrectly.

2. A pass phrase protects a PEM file that contains a private key. The PEM file is encrypted by DES or 3DES. The encryption
key is derived from the pass phrase. A PEM file containing a certificate is not encrypted and is not protected by a pass phrase.

This example shows how to import the PEM files using TFTP:

Note The TP5.ca, TPS.prv, and TP5.crt files should be present on the server.

ssl-proxy(config)# crypto ca import TP5 pem url tftp://10.1.1.1/TP5 password
% Importing CA certificate...

Address or name of remote host [10.1.1.1]7

Destination filename [TP5.cal?

Reading file from tftp://10.1.1.1/TP5.ca

Loading TP5.ca from 10.1.1.1 (via Ethernet0/0.168): !

[OK - 1976 bytes]

% Importing private key PEM file...

Address or name of remote host [10.1.1.1]17
Destination filename [TP5.prv]?

Reading file from tftp://10.1.1.1/TP5.prv

Loading TP5.prv from 10.1.1.1 (via Ethernet0/0.168): !
[OK - 963 bytes]

% Importing certificate PEM file...

Address or name of remote host [10.1.1.1]7

Destination filename [TP5.crt]?

Reading file from tftp://10.1.1.1/TP5.crt

Loading TP5.crt from 10.1.1.1 (via Ethernet0/0.168): !

[OK - 1692 bytes]

% PEM files import succeeded.

ssl-proxy (config) #end

ssl-proxy#

*Apr 11 15:11:29.901: %$SYS-5-CONFIG_I: Configured from console by console
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This example shows how to export PEM files using TFTP:

ssl-proxy(config)# crypto ca export TP5 pem url tftp://10.1.1.1/tp99 3des password
% Exporting CA certificate...
Address or name of remote host [10.1.1.1]7
Destination filename [tp99.cal?
% File 'tp99.ca' already exists.
% Do you really want to overwrite it? [yes/no]: yes
'Writing file to tftp://10.1.1.1/tp99.ca!
% Key name: keyl
Usage: General Purpose Key
% Exporting private key...
Address or name of remote host [10.1.1.1]17?
Destination filename [tp99.prv]?
% File 'tp99.prv' already exists.
% Do you really want to overwrite it? [yes/no]: yes
'Writing file to tftp://10.1.1.1/tp99.prv!
% Exporting router certificate...
Address or name of remote host [10.1.1.1]17?
Destination filename [tp99.crt]?
% File 'tp99.crt' already exists.
% Do you really want to overwrite it? [yes/no]: yes
'Writing file to tftp://10.1.1.1/tp99.crt!

ssl-proxy (config) #

After you import the PEM files, see the “Verifying the Certificates and the Trustpoints” section on
page 8-27 to verify the certificate and trustpoint information.

Importing the PEM Files for Three Levels of Certificate Authority

In this section, the root certificate authority certificate (Tier 1) and intermediate certificate authority
certificate (Tier 2) are obtained using the cut-and-paste option of offline enrollment. The intermediate
certificate authority certificate (Tier 3), private keys, and router certificate are obtained by importing
PEM files.

To import the PEM files for three levels of certificate authority, perform these steps:

Step 1 Use cut-and-paste to obtain the root certificate authority-tier 1 certificate:

ssl-proxy (config)# crypto ca trustpoint 3tier-root
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint)# crl optional

ssl-proxy (ca-trustpoint) # exit

ssl-proxy(config)# crypto ca authenticate 3tier-root

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1zCCAOGgAWIBAgIQadUxzU/197hDmZRYJ1bBcDANBgkghkiGO9w0OBAQUFADBL
MQswCQYDVQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcm5pYTERMAS8GA1UEBXMIc2Fu
IGpvc2UxDjAMBgNVBAOTBWNpC2NVvMQwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3Np
bXBzb24tZzGV2dGVzdClyb290LUNBMB4XDTAZMTEXMTIXNDgwM1 oXDTEZMTEXMTIx
NTczOVowdTELMAKGA1UEBhMCVVMXEZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQKEWV]jaXNjbzEMMAOGA1UECXxMDaHNzMSAwWHgYD
VQODExdzaWlwc29uLWR1dAnNR1c3Qtcm9vdC1DQTBcMAOGCSAGSIb3DQEBAQUAAOSA
MEgCQQCWEibANU1VaQONUNOWb94qnHi8FKjmVhibLHGR1 6J+V7gHgzmF2MTz5WP5 1
VQ2/1NVuOHjUORRdeCml /rakKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
A1UJEWEB/wQFMAMBA f SWHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQgY8wgYwwQ6BBoD+GPWhOdHA6LyY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dAnR1c3Qtcm9vdC1DQS5jcmwwRaBDOEGGP2ZpbGU6LyY9c
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XGNpc2NvLWwédajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tzGv2dGVzdClyb290
LUNBLmNybDAQBgkrBgEEAY I 3FQEEAWIBADANBgkghkiGIwOBAQUFAANBACBgelwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K31ix+Z/03PJd7ct2BIAF41ktvI9pCebIO
EoBcmZteA+TQcKg=

Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

% Certificate successfully imported

Step2  Use cut-and-paste to obtain the subordinate certificate authority 1 certificate:

ssl-proxy (config)# crypto ca trustpoint 3tier-subcal
ssl-proxy (ca-trustpoint)# enroll terminal

ssl-proxy (ca-trustpoint)# crl optional

ssl-proxy (ca-trustpoint) # exit

ssl-proxy(config)# crypto ca authenticate 3tier-subcal

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIETzCCA/mgAwIBAgIKG]0cBwAAAAAAD]ANBgkghkiGOw0OBAQUFADBIMQSWCQYD
VQQGEWJVUzZETMBEGA1UECBMKY2FsaWZvcmS5pYTERMA8GALUEBxXMIc2FuIGpve2Ux
DJjAMBgNVBAOTBWNpPCc2NvMOwwCgYDVQQLEwWNoc3Mx IDAeBgNVBAMTF 3NpbXBzb24t
ZGV2dGVzdClyb290LUNBMB4XDTAZMTEXMz IyMDQYyMVoXDTAOMTEXMz IyMTQyMVow
dTELMAKGA1UEBhMCVVMXEZARBgNVBAgTCmMNhbG1mb3JuaWEXETAPBgNVBACTCHNh
biBgb3N1MQ4wDAYDVQQKEWVjaXNjbzEMMAOGA1UECXMDaHNzZMSAWHgYDVQQDEXdAZ
aWlwc29uLWR1dnR1c3Qtc3ViMS1jYTBcMAOGCSAGSIb3DQEBAQUAAOSAMEGCQQDC
vV48nC2uukoSyGJ /GymCIEXZzMSzpbkYS7eWPaZYyiJDhCIKuUsMgFDRNEMOmMUSA
rcWmPizFZc9PFumDa03vAgMBAAGjggdpMIICZTAQBgkrBgEEAYI3FQEEAwWIBADAA
BgNVHQ4EFgQUWaaNN2Ul14BaBoU9mY+ncuHpP92 0wCwYDVROPBAQDAgHGMAB8GAL1Ud
EwEB/wQFMAMBAf 8wgadGA1UdIwSBpjCBo4AUJgYtQFM0130SBSiceehK9seDRrGh
eaR3MHUxXCzAJBgNVBAYTA1VTMRMwWEQYDVQQIEwp ] YWxpZm9ybml hMREwDwYDVQQH
EwhzYW4gam9zZTEOMAWGAL1UEChMFY212zY28xDDAKBgNVBASTA2hzczEgMB4GALUE
AxXMXc21tcHNvbi1kZXZ0ZXNOLXIvb3QtQO0GCEGNVMc1P4vedQ5mUWCAWWXAWGZCG
A1UdHwWSBJ]zCBjDBDoEGgP4Y9aHROcDovL2Npc2NvLWwdajZvaHBuci9DZXJORWSyY
b2xsL3NpbXBzb24tZ2GV2dGVzdClyb290LUNBLMNYbDBFOEOgQYY/ZmlsZTovL1lxc
Y21zY28tbDhgNm90ocG5yXEN1cnRFbndvbGxcc21ltcHNvbi1kZXZ0ZXNOLXJvb3Qt
QOEUY3JsMIHIBggrBgEFBQCBAQSBuzCBUDBZBggrBgEFBQcwA0ZNaHROcDovL2Np
c2NvLWwdajzvaHBuci9DZXJORW5yb2xsL2Npc2NvLWwdajZzvaHBucl9zaWlwec29u
LWR1dnR1c3Qtcecm9vdC1DQSS5 j cnQwiiwY IKwYBBQUHMAKGT2 ZpbGU 6Ly 9 cXGNpc 2Nv
LWww4ajzvaHBuclxDZXJO0RW5yb2xsXGNpc2NvLWwdajZvaHBucl9zaWlwc29uLWR1
dnR1c3Qtcm9vdC1DQS5]cnQwDQYJIKoZIhveNAQEFBQADQQAG6kAV3Ix/BOr2hlSp9
ER36ZkDINIW93gNt2MkpcAO7RmcrHIN6g5RIIWbVvTXFNONdgpsaglEcOwn97XErH
Z2ow

Certificate has the following attributes:

Fingerprint:50A986F6 B471B82D E11B71FE 436A9BE6

Certificate validated - Signed by existing trustpoint CA certificate.
Trustpoint CA certificate accepted.

% Certificate successfully imported

Step3  Import the subordinate certificate authority 2 certificate, the RSA key pair, and the router certificate. The
router certificate should be signed by the subordinate certificate authority 2.

ssl-proxy(config)# crypto ca import tp-proxyl pem terminal cisco

% Enter PEM-formatted CA certificate.
% End with a blank line or "quit" on a line by itself.

MIIESTCCA/OgAwIBAgIKHyiFxAAAAAAAB]ANBgkghkiGIwOBAQUFADB1MQswCQYD
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VQQGEwJVUzZETMBEGA1UECBMKY2FsaWzZvcmSpYTERMASGALUEBXMICc2FulIGpvc2Ux
DJjAMBgNVBAOTBWNpc2NvMQwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF3NpbXBzb24t
ZGV2dGVzdC1lzdWIXLWNhMB4XDTAzZMTExXxMzIyMjI1M1oXDTAOMTExMz IyMTQyMVow
dTELMAKGA1UEBhMCVVMXEZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNVBACTCHNh
biBgb3N1MQ4wDAYDVQQKEWV]aXNjbzEMMAOGA1UECXMDaHNzMSAWHgYDVQQDEXdz
aWlwc29uLWR1dnR1c3Qtc3ViMiljYTBcMAOGCSQGSIb3DQEBAQUAAOSAMEGCQQCT
ChZcONYLBHf1sr/3Z4y6w5WoeioIpCOCSydhnbd5swnwuethoyStvt9lr6i6ljwKl
d68Z8E0Tg71daiV/WR/HAGMBAAG]ggJ jMIICXzAQBgkr BgEEAY I3FQEEAwWI BADAA
BgNVHQ4EFgQU6FmJopqqzpbFM] 6 TaB2 /wj1WlgEwCwYDVROPBAQDAGHGMABGALUA
EwEB/wQFMAMBA f 8wgagGA1lUdIwSBoDCBnYAUWaaNN2Ul4BaBoU9mY+ncuHpP922h
€aR3MHUxCzAJTBgNVBAYTA1VTMRMwEQYDVQQIEwp] YWxpZm9ybml hMREWDwWYDVQQH
EwhzYW4gam9zZTEOMAWGA1UEChMFY21zY28xDDAKBgNVBAsTA2hzczEgMB4GA1UE
AxXMXc21tcHNvbi1lkZXZ0ZXNOLXIvb3QtQ0GCCho9HACAAAAAAALWYZCGALUJHWSB
jzCBjDBDOEGgP4Y9aHR0OcDovL2Npc2NvLWcyNXVhNm80ZS9DZXJORW5yb2xsL3Np
bXBzb24tz2GV2dGVzdClzdWIXLWNhLmNybDBFoEOgQYY/ZmlsZTovL1xcY21zY28t
ZzI1dWE2bzR1XENl1cnRFbndvbGxcc2ltcHNvbilkZXZ0ZXNOLXN1IYJELtY2EuY3Js
MIHIBggrBgEFBQcBAQSBuzCBuDBZBggrBgEFBQcwA0ZNaHROcDovL2Npc2NvLWey
NXVhNm80ZS9DZXJO0RW5yb2xsL2Npc2NvLWcyNXVhNm80ZV9zaWlwc29uLWR1dnR1
c3Qtec3ViMS15YS5jcnQwiiwY IKwYBBQUHMAKGT2 ZpbGU6Ly 9 cXGNpc 2NvLWcyNXVh
Nm80ZVxDZXJIO0RW5yb2xsXGNpc2NvLWcyNXVhNm80ZV9zaWlwc2 9uLWR1dnR1c3Qt
c3ViMS1jYS5jcnQwDQYJKoZ IThveNAQEFBQADQQCieB8rvVCQVF2cFw9 /v51jGn7L
Q6PUGT3bMRbOrgQKytTz/Yx09156nYZHrvVulzmzz5CriI2savx+glTarwil

% Enter PEM-formatted encrypted private key.
% End with "quit" on a line by itself.

Proc-Type:4, ENCRYPTED
DEK-Info:DES-EDE3-CBC,F0D3269840071CF8

gQb9JIMpl IESAEdhumLuBFWT53k+L/EGLhFfQOn/roP1EOiIGEB6Yy3DeYNN/xZSiy3
JOHNOKh8Wjw3pshrdNVcoQj2X7BPI+Y0ipok4d0WOk5J/+dnRLwMjv+rl0tr+LcCk
nBAR8zI0OkOJObULLUOXFBM70B3Dsk4Y3FBV8EAR3AAQiZjevaudFIyQn+JEVzy+J
wctmvZnX0c0fevPsgID4dCPkeY6+I0DkxMyRiuyn+wIrdJwlxVA2VIOrRJojBN1Ru
6/APef8JwpfnNcgpcLYt/4Q+3YJj19EfRLjgiL6eSRki/6K51rV3eKbwOTyjvXg5h
GO0Q6dENE0oIVOglVad0CXeL+TxJ4ySa4E630xIHkc1DBsusGoUGLoZ+0taxApAZ+5
WbKQR+ND1L1PmS8/ZLILMPhUh9e0qzJjJTe6NbxY7jeNH]AmpP7 /WpB2 f2kV/LZg
n2AVAGALBZtgXtreGiayZzXpEA5J001bzRZWE9JHAL1diz /unW00/GHILVvCQA9015
YJGCrRMI9US7MWmB8kIkiJgNgLtbPad5cOaieQe+Kncgeml8Hc7pfhDwXGG4RS40x
TSV/KkIR4Gi7h8Lu71wZKTaWYHBPTUYTIpNSFUEAvItHXOSBw2 LWNWzdYgpGoMT/ t
ryuu0lAC9YdBalAxYO0DagapuXKzxfiw5QDbaZWVg3gAxXfLAtTgu/gFCuFQvbBGl
87H1C+nOQUQ2nkpMpHZLs13V0w/2yqg+g6rUydANFF+a5vRaLgX/PGms92Z2kZUdP
Z5geKImoURS1IMYxXDUhQD193RYXXIxXOYIYrCrI/QaBpIH6QVUH6OWWA==

quit
% Enter PEM-formatted certificate.
% End with a blank line or "quit" on a line by itself.

MIIEXTCCBAegAwIBAgIKTJIOCWgAAAAAACTANBgkahkiGO9wOBAQUFADBIMQswCQYD
VQQGEwJVUzZETMBEGA1UECBMKY2FsaWZvcmSpYTERMASGALUEBXMIC2FulIGpvc2Ux
DjAMBgNVBAOTBWNpc 2 NvMQwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3NpbXBzb24t
ZGV2dGVzdC1lzdWIyLWNhMB4XDTAzZMTEYNTIwM]jEXMFOXDTAOMTEXxMz IyMTQyMVow
PjERMASGA1UEBRMIQJBGRkYyMkUxKTANBgkahkiG9w0BCQITGNNpbXBzb24 tNjUw
0S1zdGUuY21zY28uY29tMIGEMAOGCSAGSIb3DQEBAQUAALAGNADCBiQKBgQCKhRKmM
38hSF710WX1Ym8ixs2Hz/yjNw7tchtRPIp0gCTIKWO0gzZpp8dgaNi3s2GVViwb+t
Cgsol0MZLIkyoj/9vTIMC7Zo3LOxYy9kD+6MIpeUWMT4JILSD4EXzxsd87JpP1lbo0
08WhYjvMor/bL30sW81y2RH2vppEMN9eLENOvwIDAQABo4ICa]jCCAMYwCWYDVROP
BAQDAgWgMBOGA1UJADgQWBBSx6uQ2sAR1cjzhBSiMu7xeuln6AjCBgAYDVROJBIGY
MIGdgBToWYmimgrOlsUyPpNoHb/COVaWoaF5pHcwdTELMAKGAIUEBhMCVVMXEZAR
BgNVBAgTCmMNhbG1mb3JuaWEXETAPBgNVBACTCHNhbiBab3N1MQ4wDAYDVQQKEWV ]
aXNjbzEMMAOGA1UECXMDaHNzMSAWHgYDVQQDExdzaWlwc29uLWR1dnR1c3Qtc3Vi
MS1jYYIKHYyiFXAAAAAAAB]AOBgNVHREBAf8EHjAcghpzaWlwc29uLTY1MDktc3R1
LmNpc2NvLmNvbTCBlwYDVRO £BIGPMIGMMEOgQaA/hjlodHRwO18vY21zY28tb2pt
eGNuY3p2LONlcnRFbndvbGwvc21ltcHNvbilkZXZ0ZXNOLXN1YjItY2EuY3JsMEWG
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Q6BBhj9maWx101i8vXFxjaXNjbylvaml4Y25jenZcQ2VydEVucm9sbFxzaWlwc29u
LWR1dnNR1c3Qtc3ViMiljYS5jcmwwgcgGCCSGAQUFBWEBBIG7MIG4AMEFkGCCsGAQUF
BzAChk1lodHRwO18vY21zY28tb2pteGNuY3p2LONlcnRFbndIvbGwvY21zY28tb2pt
eGNUY3p2X3NpbXBzb24 tZGV2dGVzdC1zdWIyLWNhLmNydDBbBggr BgEFBQCWAOZP
ZmlsZTovL1xcY21zY28tb2pteGNuY3p2XENlcnRFbndvbGxcY21zY28tb2pteGNu
Y3p2X3NpbXBzb24tZGV2dGVzdClzdWIyLWNhLmNydDANBgkghkiG9wOBAQUFAANB
ABFh7XeLwviBtjAR+e50aUH5KTGIDbeJppOmMFXnFakpgWop9Qg4 cHRCQQ7VOpAW
iA6VEtJOMPYgEIVNTAZAAHRL =

% PEM files import succeeded.

ssl-proxy(config)# 4Z

ssl-proxy#

*Dec 4 18:11:49.850:%SYS-5-CONFIG_I:Configured from console by console
ssl-proxy#

Stepd  Display the certificate information (optional):

ssl-proxy# show crypto ca certificates tp-proxyl
Certificate
Status:Available
Certificate Serial Number:04A0147B00000000010E
Certificate Usage:General Purpose

Issuer:
CN = sub3ca
Cc = USs
Subject:

Name:ssl-proxy.
Serial Number:BOFFF0C2
0ID.1.2.840.113549.1.9.2 = ssl-proxy.
OID.2.5.4.5 = BOFFFO0C2
CRL Distribution Point:
http://sample.cisco.com/sub3ca.crl
Validity Date:
start date:18:04:09 UTC Jan 23 2003
end date:21:05:17 UTC Dec 12 2003
renew date:00:00:00 UTC Apr 1 2003
Associated Trustpoints:tp-proxyl

CA Certificate
Status:Available
Certificate Serial Number:6D1E6BOF000000000007
Certificate Usage:Signature

Issuer:
CN = subtest
C = US
Subject:
CN = sub3ca
C = US

CRL Distribution Point:
http://sample.cisco.com/subtest.crl
Validity Date:
start date:22:22:52 UTC Mar 28 2003
end date:21:05:17 UTC Dec 12 2003
Associated Trustpoints:tp-proxyl

ssl-proxy# show crypto ca certificates 3tier-subcal
CA Certificate
Status:Available
Certificate Serial Number:29A47DEF0000000004E9
Certificate Usage:Signature

Issuer:
CN = 6ebf9b3e-9a6d-4400-893c-dd85dcfe911b
C = US
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Subject:
CN = subtest
Cc = USs

CRL Distribution Point:
http://sample.cisco.com/6ebf9b3e-9a6d-4400-893c-dd85dcfe911b.crl
Validity Date:
start date:20:55:17 UTC Dec 12 2002
end date:21:05:17 UTC Dec 12 2003
Associated Trustpoints:3tier-subl

ssl-proxy# show crypto ca certificates 3tier-root

CA Certificate
Status:Available
Certificate Serial Number:7FD5B209B5C2448C47F77F140625D265
Certificate Usage:Signature

Issuer:
CN = 6ebf9b3e-9a6d-4400-893c-dd85dcfe911lb
Cc = USs
Subject:
CN = 6ebf9b3e-9a6d-4400-893c-dd85dcfe911b

Cc = USs
CRL Distribution Point:
http://sample.cisco.com/6ebf9b3e-9a6d-4400-893c-dd85dcfe911b.crl
Validity Date:
start date:00:05:32 UTC Jun 13 2002
end date:00:11:58 UTC Jun 13 2004
Associated Trustpoints:3tier-root

Verifying the Certificates and the Trustpoints

To verify information about your certificates and trustpoints, perform this task in EXEC mode:

Command Purpose

Step1  ssl-proxy(ca-trustpoint)# show crypto |Displays information about the certificates associated

ca certificates [trustpoint label] with the specified trustpoint, or all of your certificates,
the certificates of the certificate authority, and
registration authority certificates.

Step2  ssl-proxy(ca-trustpoint)# show crypto |Displays information about all trustpoints or the
ca trustpoints [trustpoint_labell] speciﬁedlxustpoint

Sharing the Keys and the Certificates

The SSL daughter card supports the sharing of the same key pair by multiple certificates. However, this
practice is not recommended because if one key pair is compromised, all the certificates must be revoked
and replaced.

Because proxy services are added and removed at different times, the certificates also expire at different
times. Some certificate authorities require you to refresh the key pair at the time of renewal. If
certificates share one key pair, you need to renew the certificates at the same time. In general, it is easier
to manage certificates if each certificate has its own key pair.
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The SSL daughter card does not impose any restrictions on sharing certificates among multiple proxy
services and multiple SSL daughter cards. The same trustpoint can be assigned to multiple proxy
services.

From a business point of view, the certificate authority may impose restrictions (for example, on the
number of servers in a server farm that can use the same certificate). There may be contractual or
licensing agreements regarding certificate sharing. Consult with the certificate authority or your legal
staff regarding business contractual aspects.

Some web browsers compare the subject name of the server certificate with the host name or the IP
address that appears on the URL. If the subject name does not match the host name or IP address, a dialog
box appears, prompting the user to verify and accept the certificate. To avoid this step, you should limit
the sharing of certificates based on the host name or IP address.

Configuring a Root CA (Trusted Root)

8-28

Step 1

Step 2

Step 3
Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

1. LDAP = Lightweight Directory Access Protocol.
2. SCEP = Simple Certificate Enrollment Protocol.

To configure a trusted root, perform this task beginning in global configuration mode:

Command

Purpose

Router (config)# crypto ca
trusted-root name

Configures a root with a selected name and enters trusted root
configuration mode.

Router (ca-root)# crl query
url

(Optional) Queries the CRL published by the configured root
with the LDAP' URL.

Router (ca-root) # exit

(Optional) Exits trusted root configuration mode.

Router (config) # crypto ca
trustpoint name

(Optional) Enters certificate authority identity configuration
mode.

Router (ca-identity) #crl
optional

(Optional) Allows other peer certificates to be accepted by your
switch, even if the appropriate CRL is not accessible to your
switch.

Router (ca-identity) # exit

(Optional) Exits certificate authority identity configuration
mode.

Router (config)# crypto ca
trusted-root name

(Optional) Enters trusted root configuration mode.

Router (ca-root)# root {CEP
url | TFTP server-hostname
filename}

Uses SCEP? with the given identity and URL, or uses TETP to get
a root certificate.

Note  Use TFTP only if your CA server does not support SCEP.
Note  When you are using TFTP, the server must be secured so

that the downloading of the root certificate is not subject
to any attack.

Router (ca-root) # root proxy
url

Defines the HTTP proxy server for getting a root certificate.
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Saving Your Configuration

A

Caution

Je

Tip

Note

The RSA key pairs are saved to NVRAM only. The RSA keys are not saved with your configuration
when you specify any other file system with the copy system:running-config file_system: command.

Always remember to save your work when you make configuration changes.

To save your configuration to NVRAM, perform this task:

Command Purpose
ssl-proxy# copy Saves the configuration, key pairs, and certificate to NVRAM. The key pairs
[/erase] are stored in the private configuration file, and each certificate is stored as a

system:running-config

. binary file in NVRAM. At startup, the module does not need to query the
nvram:startup-config

certificate authority to obtain the certificates or to auto-enroll.

Note  For security reasons, you should enter the /erase keyword to erase
the public and the private configuration files before updating the
NVRAM. If you do not enter the /erase keyword, the key pairs from
the old private configuration file may remain in the NVRAM.

A

Caution  When you enter the /erase keyword, both the current and the
backup buffers in NVRAM are erased before the running
configuration is saved into NVRAM. If a power failure or reboot
occurs after the buffers are erased, but before the running
configuration is saved, both configurations might be lost.

If you have a large number of files in NVRAM, this task may take up to two minutes to finish.

The automatic backup of the configuration to NVRAM feature automatically backs up the last saved
configuration. If the current write process fails, the configuration is restored to the previous
configuration automatically.

Oversized Configuration

If you save an oversized configuration with more than 256 proxy services and 356 certificates, you might
encounter a situation where you could corrupt the contents in the NVRAM.

You should always copy to running-config before saving to NVRAM. When you save the running-config
file to a remote server, each certificate is saved as a hexadecimal dump in the file. If you copy the
running-config file back to running-config and then save it to NVRAM, the certificates are saved again,
but as binary files. However, if you copy the running-config file directly from the remote server to
startup-config, the certificates that are saved as hexadecimal dumps are also saved, resulting in two
copies of the same certificate: one in hexadecimal dump and one as a binary file. This action is
unnecessary, and if the remote file is very large, it may overwrite part of the contents in the NVRAM,
which could corrupt the contents.

[ oL-7030-01
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Verifying the Saved Configuration

To verify the saved configuration, perform this task:

Command Purpose

Step1  ssl-proxy# show startup-config |Displays the startup configuration.

Step2  ssl-proxy# directory nvram: Displays the names and sizes of the files in NVRAM.

Note = With the maximum number or proxy services (256) and certificates (356) configured, the output takes
up to 7 minutes to display.

Erasing the Saved Configuration

To erase a saved configuration, perform one of these tasks:

Command Purpose

ssl-proxy# erase nvram: Erases the startup configuration and the key pairs.

ssl-proxy# erase /all nvram: Erases the startup configuration, the key pairs, the certificates,
and all other files from the NVRAM.

~

Note If you have a large number of files in NVRAM, this task may take up to two minutes to finish.

A

Caution  If you erase the saved configuration, the automatic backup configuration in NVRAM is also erased.

Backing Up the Keys and the Certificates

If an event occurs that interrupts the process of saving the keys and certificates to NVRAM (for example,
a power failure), you could lose the keys and certificates that are being saved. You can obtain public keys
and certificates from the certificate authority, but you cannot recover private keys.

If a secure server is available, back up the key pairs and the associated certificate chain by exporting each
trustpoint to a PKCS12 file. You can then import the PKCS12 files to recover the keys and certificates.

Security Guidelines

When backing up keys and certificates, observe the following guidelines:

e For each PKCS12, you must select a pass phrase that cannot be easily guessed and keep the pass
phrase well protected. Do not store the PKCS12 file in clear form.

e The backup server must be secure. Allow only authorized personnel to access the backup server.
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e  When importing or exporting the PKCS12 file (in which you are required to enter a pass phrase),
connect directly to the module console or use an SSH session.

e Use SCP for file transfers.

Monitoring and Maintaining the Keys and Certificates

These tasks are optional:
e Deleting the RSA Keys from the Module, page 8-31
e Displaying the Keys and Certificates, page 8-32
e Deleting the Certificates from the Configuration, page 8-32

Deleting the RSA Keys from the Module
A

Caution  Deleting the SSH key disables SSH on the module. If you delete the SSH key, generate a new key. For
more information, see the “Configuring SSH” section on page 7-4.

Under certain circumstances you might want to delete the RSA keys from a module. For example, if you
believe the RSA keys were compromised in some way and should no longer be used, you should delete
the keys.

To delete all RSA keys from the module, perform this task in global configuration mode:

Command Purpose

ssl-proxy(config)# crypto key zeroize | Deletes all RSA key pairs or the specified key pair.
rsa [key-labell] A

Caution  If a key is deleted, all certificates that are
associated with the key are deleted.

After you delete the RSA keys from a module, complete these two additional tasks:

¢ Ask the certificate authority administrator to revoke the certificates for your module at the certificate
authority; you must supply the challenge password that you created for that module with the crypto
ca enroll command when you originally obtained the certificates.

e Manually remove the trustpoint from the configuration, as described in the “Deleting the Certificates
from the Configuration” section on page 8-32.
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Displaying the Keys and Certificates

To display the keys and certificates, perform one of these tasks in EXEC mode:

Command Purpose
ssl-proxy# show crypto key mypubkey Displays the RSA public keys for the module.
rsa

ssl-proxy# show crypto ca certificates |Displays the information about the certificate, the
[trustpoint label] certificate authority certificate, and any registration
authority certificates.

ssl-proxy# show running-config [brief] |Displays the public keys and the certificate chains. If the
brief keyword is specified, the hexadecimal dump of
each certificate is not displayed.

ssl-proxy# show ssl-proxy service Displays the key pair and the serial number of the
proxy-name certificate chain used for a specified proxy service.

Note  The proxy-name value is case sensitive.

Deleting the Certificates from the Configuration

The module saves its own certificates and the certificate of the certificate authority. You can delete the
certificates that are saved on the module.

To delete the certificate from the module configuration, perform this task in global configuration mode:

Command Purpose

ssl-proxy (config)# no crypto ca Deletes the certificate.
trustpoint trustpoint-label

Assigning a Certificate to a Proxy Service

When you enter the certificate rsa general-purpose trustpoint trustpoint_label subcommand (under
the ssl-proxy service proxy_service command), you assign a certificate to the specified proxy service.
You can enter the certificate rsa general-purpose trustpoint subcommand multiple times for the proxy
service.

If the trustpoint label is modified, the proxy service is taken out of service during the transition. Existing
connections continue to use the old certificate until the connections are closed or cleared. New
connections use the certificate from the new trustpoint, and the service is available again.

However, if the new trustpoint does not have a certificate yet, the operational status of the service
remains down. New connections are not established until the new certificate is available. If the certificate
is deleted by entering the no certificate rsa general-purpose trustpoint subcommand, the existing
connections continue to use the certificate until the connections are closed or cleared. Although the
certificate is obsolete, it is not removed from the proxy service until all connections are closed or cleared.

This example shows how to assign a trustpoint to a proxy service:

ssl-proxy# configure terminal

ssl-proxy(config)# ssl-proxy service s2

ssl-proxy (config-ssl-proxy)# virtual ip 10.1.1.2 p tcp p 443
ssl-proxy (config-ssl-proxy)# server ip 20.0.0.3 p tcp p 80
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ssl-proxy (config-ssl-proxy)# inservice
ssl-proxy (config-ssl-proxy)# certficate rsa general trustpoint tp-1
ssl-proxy (config-ssl-proxy)# end
ssl-proxy#
ssl-proxy# show ssl-proxy service s2
Service id:6, bound_service_id:262
Virtual IP:10.1.1.2, port:443
Server IP:20.0.0.3, port:80
rsa-general-purpose certificate trustpoint:tp-1
Certificate chain in use for new connections:
Server Certificate:
Key Label:tp-1
Serial Number:3C2CD2330001000000DB
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Certificate chain complete
Admin Status:up
Operation Status:up
ssl-proxy#

This example shows how to change a trustpoint for a proxy service:

The existing connections continue to use the old certificate until the connections are closed. The
operational status of the service changes from up to down and then up again. New connections use the
new certificate.

ssl-proxy# configure terminal
ssl-proxy(config)# ssl-proxy service s2
ssl-proxy(config-ssl-proxy)# certificate rsa general trustpoint tp-2
ssl-proxy (config-ssl-proxy) # end
ssl-proxy#
ssl-proxy# show ssl-proxy service s2
Service id:6, bound_service_id:262
Virtual IP:10.1.1.2, port:443
Server IP:20.0.0.3, port:80
rsa-general-purpose certificate trustpoint:tp-2
Certificate chain in use for new connections:
Server Certificate:
Key Label:k2
Serial Number:70FCBFEC000100000D65
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Obsolete certificate chain in use for old connections:
Server Certificate:
Key Label:tp-1
Serial Number:3C2CD2330001000000DB
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Certificate chain complete
Admin Status:up
Operation Status:up
ssl-proxy#

Renewing a Certificate

Some certificate authorities require that you generate a new key pair to renew a certificate, while other
certificate authorities allow you to use the key pair of the expiring certificate to renew a certificate. Both
cases are supported on the CSM-S.
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The SSL server certificates usually expire in one or two years. Graceful rollover of certificates avoids
sudden loss of services.

This example shows that the proxy service s2 is assigned trustpoint t2:

ssl-proxy# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy(config)# ssl-proxy service s2

ssl-proxy (config-ssl-proxy)# certificate rsa general-purpose trustpoint t2
ssl-proxy(config-ssl-proxy)# end

ssl-proxy#

ssl-proxy# show ssl-proxy service s2
Service id:0, bound_service_id:256
Virtual IP:10.1.1.1, port:443
Server IP:10.1.1.10, port:80
Nat pool:pool2
rsa-general-purpose certificate trustpoint:t2
Certificate chain in use for new connections:
Server Certificate:
Key Label:k2
Serial Number:1DFBB1FD000100000D48
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Certificate chain complete
Admin Status:up
Operation Status:up

This example shows that the key pair for trustpoint t2 is refreshed, and the old certificate is deleted from
the Cisco IOS database. Graceful rollover starts automatically for proxy service s2.

ssl-proxy# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

ssl-proxy(config)# crypto key generate rsa general-key k2 exportable

% You already have RSA keys defined named k2.

% Do you really want to replace them? [yes/no]:yes

Choose the size of the key modulus in the range of 360 to 2048 for your
General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.

How many bits in the modulus [512]:1024
% Generating 1024 bit RSA keys ...[OK]
ssl-proxy (config) #end
ssl-proxy# show ssl-proxy service s2
Service id:0, bound_service_1id:256
Virtual IP:10.1.1.1, port:443
Server IP:10.1.1.10, port:80
Nat pool:pool2
rsa-general-purpose certificate trustpoint:t2
Certificate chain in graceful rollover, being renewed:
Server Certificate:
Key Label:k2
Serial Number:1DFBB1FD000100000D48
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Server certificate in graceful rollover
Admin Status:up
Operation Status:up

This example shows that the existing and new connections use the old certificate until trustpoint t2
reenrolls. After trustpoint t2 reenrolls, the new connections use the new certificate; the existing
connections continue to use the old certificate until the connections are closed.

ssl-proxy# configure terminal
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Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy(config)# crypto ca enroll t2

oe

o°

Start certificate enrollment

oe

The subject name in the certificate will be:CN=hostl.cisco.com
The subject name in the certificate will be:ssl-proxy.cisco.com
The serial number in the certificate will be:00000000

The IP address in the certificate is 10.1.1.1

o0 o o

oe

Certificate request sent to Certificate Authority
The certificate request fingerprint will be displayed.
The 'show crypto ca certificate' command will also show the fingerprint.

oe

e

Fingerprint: 6518C579 A0498063 C5795057 A6170 075

ssl-proxy (config)# end
*Sep 24 15:19:34.339:%CRYPTO-6-CERTRET:Certificate received from Certificate Authority

ssl-proxy# show ssl-proxy service s2
Service id:0, bound_service_id:256
Virtual IP:10.1.1.1, port:443
Server IP:10.1.1.10, port:80
Nat pool:pool2
rsa-general-purpose certificate trustpoint:t2
Certificate chain in use for new connections:
Server Certificate:
Key Label:k2
Serial Number:2475A2FC000100000D4D
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Obsolete certificate chain in use for old connections:
Server Certificate:
Key Label:k2
Serial Number:1DFBB1FD000100000D48
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Certificate chain complete
Admin Status:up
Operation Status:up

This example shows that the obsolete certificate is removed after all of the existing connections are
closed:

ssl-proxy# show ssl-proxy service s2
Service id:0, bound_service_id:256
Virtual IP:10.1.1.1, port:443
Server IP:10.1.1.10, port:80
Nat pool:pool2
rsa-general-purpose certificate trustpoint:t2
Certificate chain in use for new connections:
Server Certificate:
Key Label:k2
Serial Number:2475A2FC000100000D4D
Root CA Certificate:
Serial Number:313AD6510D25ABAE4626E96305511AC4
Certificate chain complete
Admin Status:up
Operation Status:up
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Configuring the Automatic Certificate Renewal and Enrollment

Note

Step 1

Step 2

Step 3

When you configure the automatic enrollment, the module automatically requests a certificate from the
certificate authority that is using the parameters in the configuration.

You can configure the certificate to automatically renew after a specified percentage of the validity time
has passed. For example, if the certificate is valid for 300 days, and you specify renewal_percent as 80,
the certificate automatically renews after 240 days have passed since the start validity time of the
certificate.

The certificate authority certificate needs to be in the database prior to automatic enrollment or renewal.
Authenticate the trustpoint prior to configuring automatic enrollment. Also, configure a SCEP
enrollment URL for the trustpoint.

To enable automatic enrollment and renewal and to display timer information, perform this task:

Command Purpose

ssl-proxy(config)# crypto ca Declares the trustpoint.
trustpoint trustpoint-label

ssl-proxy(ca-trustpoint)# auto-enroll |Enables automatic renewal and enrollment for the
{renewal_percent|regenerate} speciﬁedtrustﬁnt

Note  Valid values for renewal_percent are 0 (enroll
within 1 minute) through 100.

Note The regenerate keyword generates a new key for
the certificate even if a named key already exists.

ssl-proxy# show crypto ca timers Displays the time remaining before each timer expires.

This example shows how to enable automatic enrollment and auto renewal:

ssl-proxy# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy (config)# crypto ca trustpoint tk21
ssl-proxy (ca-trustpoint)# auto-enroll 90
ssl-proxy (ca-trustpoint) # end
ssl-proxy# show crypto ca timers
PKI Timers

| 44.306

| 44.306 RENEW tp-new

|255d 5:28:32.348 RENEW tk21
ssl-proxy#

Enabling the Key and Certificate History

Entering the ssl-proxy pki history command enables the SSL proxy services key and certificate history.
This history creates a record for each addition or deletion of the key pair and certificate chain for a proxy
service.

Entering the show ssl-proxy certificate-history command displays records. Each record logs the service
name, key pair name, time of generation or import, trustpoint name, certificate subject name and issuer
name, serial number, and date.
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You can store up to 512 records in memory. For each record, a syslog message is generated. The oldest
records are deleted after the limit of 512 records is reached.

To enable key and certificate history and display the records, perform this task:

Command Purpose

ssl-proxy(config)# ssl-proxy |Enables key and certificate history.
pki history

ssl-proxy# show ssl-proxy Displays key and certificate history records for all services or the
certificate-history [service speciﬁed,service
proxy._servicel]

This example shows how to enable the key and certificate history and display the records for a specified
proxy service:

ssl-proxy# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy (config) #ssl-proxy pki history
ssl-proxy (config) #end
ssl-proxy# show ssl-proxy certificate-history service s2
Record 1, Timestamp:00:00:22, 17:44:18 UTC Sep 29 2002
Installed Server Certificate, Index 0
Proxy Service:s2, Trust Point:t2
Key Pair Name:k2, Key Usage:RSA General Purpose, Not Exportable
Time of Key Generation:06:29:08 UTC Sep 28 2002
Subject Name:CN = hostl.cisco.com, OID.1.2.840.113549.1.9.2 = ssl-proxy.cisco.com,
0ID.1.2.840.113549.1.9.8 = 10.1.1.1
Issuer Name:CN = TestCA, OU = Lab, O = Cisco Systems, L = San Jose, ST = CA, C = US,
EA =<16> simpson-pki@cisco.com
Serial Number:3728ADCD000100000D4F
Validity Start Time:15:56:55 UTC Sep 28 2002
End Time:16:06:55 UTC Sep 28 2003
Renew Time:00:00:00 UTC Jan 1 1970
End of Certificate Record
Total number of certificate history records displayed = 1

Caching the Peer Certificates

Note

You can configure the SSL daughter card to cache the authenticated server and client (peer) certificates.
Caching the authenticated peer certificates saves time by not requiring the SSL daughter card to
authenticate the same certificate again. The SSL daughter card uses the cached certificate information
when it receives the same peer certificate within a specified timeout interval and the verify option
(signature-only or all) matches.

When you enter the verifying all command, the CRL lookup or an ACL filtering result could change
within the specified timeout interval, causing the SSL daughter card to incorrectly accept a certificate
that should be denied. For instance, the SSL daughter card could cache a peer certificate and, within the
specified timeout, download an updated CRL in which the certificate is listed.

In an environment where the SSL daughter card repeatedly receives a number of certificates and the risk
is acceptable, caching the authenticated peer certificates can reduce the overhead.

For example, in a site-to-site VPN environment, where two SSL daughter cards authenticate each other’s
certificates during full handshakes, caching is applicable. A combination of verifying signature-only and
caching authenticated peer certificates gives the best performance.
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The peer certificates that expire within the specified time interval are not cached. The SSL daughter card
uses the separate cache entries for signature-only and verify-all options. Matching the verify options is
one of the criteria for a cache hit.

Since the same peer certificate can be received on the different proxy services at a different time, and
each proxy service has its own certificate authority pool, the issuer of the peer certificate may be in the
certificate authority pool of the previous proxy service and not in the certificate authority pool of the
current proxy service. This situation is considered a cache miss, and the peer certificate is verified.

To cache the authenticated peer certificates, perform this task:

Command Purpose

ssl-proxy (config)# ssl-proxy pki Configures the certificate cache parameters.
cache size size timeout minutes o . .
The default value for size is 0 (disabled); valid values are

0 through 5000 entries. The default value for minutes is
15 minutes; valid values are 1 through 600 minutes.

To clear the cache, change the cache size or the timeout
value.

Configuring the Certificate Expiration Warning

8-38

Note

You can configure the SSL daughter card to log warning messages when certificates have expired or will
expire within a specified amount of time. When you enable certificate expiration warnings, the SSL
daughter card checks every 30 minutes for the expiration information for the following:

e All the proxy services
e The certificate authority certificates that are associated with the proxy services
e All of the certificate authority trustpoints that are assigned to the trusted certificate authority pools

You can specify a time interval between 1 and 720 hours.

The SSL daughter card stores information about which certificates have been logged. Specifying 0
disables the warnings and clears the internal memory of any previously logged warning message.
Specifying a time interval between 1 and 720 hours restarts the logging process. Log messages may not
be displayed immediately after you restart logging. You may have to wait up to 30 minutes to see the
first log message.

If a certificate will expire within the specified interval, or has already expired, the SSL daughter card
logs a single warning message for the certificate.

In addition, you can enable the CISCO-SSL-PROXY-MIB certificate expiration trap to issue a trap each
time that a proxy service certificate expiration warning is logged. For more information on configuring
SNMP traps, see the “Configuring SNMP Traps” section on page 7-24.

To enable the certificate expiration warning and configure the warning interval, perform this task:
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Command Purpose
ssl-proxy(config)# ssl-proxy pki Enables a certificate expiration warning and
certificate check-expiring interval configures the warning interval. The default value
interval . . . .

for interval is 0 (disabled); valid values are 1 though

720 hours.

Note Entering 0 disables warnings and clears the
internal memory of any previously logged
warning messages. No SNMP traps are sent.

This example shows how to enable the certificate expiration warning and configure the warning interval:
ssl-proxy# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy(config)# ssl-proxy pki certificate check-expiring interval 36
*Nov 27 03:44:05.207:%STE-6-PKI_CERT_EXP_WARN_ENABLED:Proxy service certificate expiration
warning has been enabled. Time interval is set to 36 hours.
ssl-proxy (config)# end
This example shows how to clear the internal memory of any previously logged warning messages and
restart the logging process:
ssl-proxy# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
ssl-proxy(config)# ssl-proxy pki certificate check-expiring interval 0
*Nov 27 03:44:15.207:%STE-6-PKI_CERT_EXP_WARN_DISABLED:Checking of certificate expiration
has been disabled.
ssl-proxy(config)# ssl-proxy pki certificate check-expiring interval 1
*Nov 27 03:44:16.207:%STE-6-PKI_CERT_EXP_WARN_ENABLED:Proxy service certificate expiration
warning has been enabled. Time interval is set to 36 hours.
ssl-proxy(config)# end
This example shows a syslog message for a proxy service certificate that will expire or has expired:
Jan 1 00:00:18.971:%STE-4-PKI_PROXY_SERVICE_CERT EXPIRING:A proxy service certificate is
going to expire or has expired at this time:20:16:26 UTC Sep 5 2004, proxy service:s7,
trustpoint:tk21.
This example shows a syslog message for a certificate authority certificate that is associated with one or
more proxy services that will expire or has expired:
Jan 1 00:00:18.971:%STE-4-PKI_PROXY_SERVICE_CA_CERT_ EXPIRING:A CA certificate is going to
expire or has expired at this time:22:19:38 UTC Mar 4 2004, subject name:CN = ExampleCa,
OU = Example Lab, O = Cisco Systems, L = San Jose, ST = CA, C = US, EA =
example@cisco.com, serial number:313AD6510D25ABAE4626E96305511AC4.
This example shows a syslog message for a certificate authority certificate assigned to a trusted
certificate authority pool that will expire or has expired:
Jan 1 00:00:18.971:%STE-4-PKI_CA_POOL_CERT_EXPIRING:A CA certificate in a CApool is going
to expire or has expired at this time:22:19:38 UTC Mar 4 2004, CA pool:pool2,
trustpoint:tpl-root.
Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Configuring the Certificate Authentication

This section describes how to configure client and server authentication:
¢ Client Certificate Authentication, page 8-41
e Server Certificate Authentication, page 8-43
e C(Certificate Revocation List, page 8-47
e C(Certificate Security Attribute-Based Access Control, page 8-52

When you configure client or server certificate authentication, you need to specify the form of
verification as signature-only or all. Both options check the validity start time and validity end time of
each certificate being authenticated. If the start time is in the future or the end time has passed, the SSL
daughter card does not accept the certificate.

When you enter the verify signature-only command, the SSL daughter card verifies the certificate chain
from the peer certificate to the next certificate (which should be the issuer of the previous certificate),
then to the next certificate, and so on until one of the following conditions is met:

e The certificate is issued by a trusted certificate authority, or the certificate itself matches a trusted
certificate authority certificate, and the trusted certificate authority is in the certificate authority pool
assigned to the proxy service. In this case, the chain is accepted, and the rest of the chain does not
need to be verified.

e The end of the chain is reached, and the last certificate in the chain is not issued by a trusted
certificate authority. In this case, the chain is rejected.

When you enter the verify all command, the SSL daughter card sorts the certificate chain in order,
ignoring any unrelated or redundant certificates. The SSL daughter card determines if the top-most
certificate in the sorted chain is issued by a trusted certificate authority or if it matches a trusted
certificate authority certificate.

If the SSL daughter card cannot trust the top-most certificate, the chain is rejected.

If the SSL daughter card trusts the top-most certificate, then the SSL daughter card performs the
following for each certificate in the chain:

e Verifies the signature of each certificate.

e If the certificate is associated with one or more trustpoints, the SSL daughter card selects one of
these trustpoints. Depending on the CRL and ACL map configuration for this trustpoint, the SSL
daughter card performs revocation and certificate attribute filtering. If the CRL or ACL checking
denies the certificate, the SSL daughter card rejects the chain.

e If the certificate is a X509 version 3 certificate authority certificate, the SSL daughter card verifies
that the Basic Constraints extension is present and valid. If the Basic Constraints extension is not
present or valid, the chain is rejected.

If you verify only the signature, that verification process checks only the validity and signature of a
minimum number of certificates in the chain. Verifying all performs more checking and validates all the
certificates received, but it takes longer and uses more CPU time.

You can download and update CRLs by entering CLI commands to reduce real-time delay. However, the
CRL lookup is a slow process. See the “Certificate Revocation List” section on page 8-47 for
information about the CRLs.
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Client Certificate Authentication

Note

Step 1

Step 2

Step 3
Step 4

Step 5

When you configure the SSL daughter card as an SSL server, you can configure the SSL daughter card
to authenticate the SSL client. In this case, the SSL daughter card requests a certificate from the SSL
client for authentication.

To authenticate the SSL client, the SSL daughter card verifies the following:
e The certificate at one level is properly signed by the issuer at the next level.
e At least one of the issuer certificates in the certificate chain is trusted by the SSL proxy service.

¢ None of the certificates in the certificate chain is in the certificate revocation list (CRL) and rejected
by any access control list (ACL).

For verifying the SSL client certificates, the SSL daughter card is configured with a list of trusted
certificate authorities (certificate authority pool). A trusted certificate authority pool is a subset of the
trusted certificate authorities in the database. The SSL daughter card trusts only the certificates issued
by the certificate authorities that you configure in the certificate authority pool.

For a proxy service to be operational, the certificate authority pool must have at least one trustpoint that
has a certificate. If none of the trustpoints in the certificate authority pool has a certificate, the proxy
service goes down automatically.

Authentication may fail if a particular level of certificate authority in the hierarchy is not included in the
certificate authority pool. To avoid this type of failure and to improve efficiency when verifying
signature-only for authentication, add all levels of subordinate certificate authorities together with the
root certificate authority into a certificate authority pool.

If a certificate authority trustpoint is deleted, you should remove the corresponding trustpoint from the
trusted certificate authority pool.

To configure client authentication, perform this task:

Command Purpose

ssl-proxy(config)# ssl-proxy pool Creates the certificate authority pool.

ca_pool_name .
Note  You can create up to eight pools.

ssl-proxy (config-ssl-proxy)# ca Adds a trusted certificate authority to the pool.

trustpoint ca_trustpoint_labelt o o
Note  You can add up to 16 trusted certificate authorities

per pool.

ssl-proxy(config-ssl-proxy)# exit Returns to config mode.

ssl-proxy(config)# ssl-proxy service |Defines the name of the SSL server proxy service.
proxy._name

ssl-proxy (config-ssl-proxy) # Associates the trusted certificate authority pool with the
trusted-ca ca_pool_name proxy service.
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Step 6

Step 7

Command Purpose
ssl-proxy (config-ssl-proxy) # Enables the client certificate authentication and specifies
authenticate verify the form of verification.

{signature-only’ | all’}
Note  The signature-only keyword verifies the signature
only, without looking up the CRL or matching

ACL. The default is all.

ssl-proxy (config-ssl-proxy)# exit Exits from configuration mode.

1. The SSL daughter card supports up to eight levels of certificate authority. We recommend that you add all levels of certificate
authority, or at least the root certificate authority, to the certificate authority pool.

2. When you verify signature-only, the authentication stops at the level corresponding to one of the trusted certificate authority
trustpoints in the trusted certificate authority pool.

3. When you verify all, the highest level issuer in the certificate chain must be configured as a trusted certificate authority
trustpoint. The SSL daughter card authenticates all the certificates in the peer certificate chain and stops only at the highest
level certificate authority. There must be a certificate authority trustpoint for the highest level certificate authority, and this
trustpoint should be authenticated.

This example shows how to configure a client certificate authentication verifying the signature only:

ssl-proxy(config)# crypto ca trustpoint rootca
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config) #

ssl-proxy(config)# crypto ca authenticate rootca

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1zCCAOGgAWIBAgIQadUxzU/1i97hDmZRYJ1bBcDANBgkahkiGO9wOBAQUFADBL
MQswCQYDVQQGEwWJVUZETMBEGA1UECBMKY2FsaWZvcm5pYTERMA8GALUEBXMIC2Fu
IGpvc2UxD]jAMBgNVBAOTBWNpc 2NvMQwwCgYDVQQLEWNoc3Mx IDAeBgNVBAMTF 3Np
bXBzb24tZGV2dGVzdClyb290LUNBMBAXDTAZMTEXMTIXNDgwM1oXDTEZMTEXMTIX
NTczOVowdTELMAKGA1UEBhMCVVMXEzZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQOKEWVjaXNjbzEMMAOGA1UECXMDaHNZzZMSAWHgGYD
VQQODExdzaWlwc29uLWR1dnR1c3Qtcm9vdC1DQTBcMAOGCSQGSIb3DQEBAQUAAOSA
MEgCQQCWEibAnU1VgONUN0Wb94gnHi8FKjmVhibLHGR16J+V7gHgzZmF2MTz5WP51
VQ2/1NVuOHjUORRdeCml /rakKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
AlUJEWEB/wQFMAMBA £ 8WHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQY8wgYwwQ6BBoD+GPWhOdHAG6LY9jaXNjbylsO0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dnR1c3Qtcm9vdC1DQS5jcmwwRaBDOEGGP2ZpbGU6LyYy9¢c
XGNpc2NvLWwédajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tzGv2dGvzdClyb290
LUNBLmMNybDAQBgkrBgEEAYI3FQEEAWIBADANBgkghkiGI9wOBAQUFAANBACBgelwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K31ix+Z/03PJd7ct2BIAF41ktvI9pCebIO
EoBcmZteA+TQcKg=

Certificate has the following attributes:
Fingerprint:AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

% Certificate successfully imported

ssl-proxy (config) #

ssl-proxy(config)# ssl-proxy pool ca rootca

ssl-proxy(config-ca-pool)# ca trustpoint rootca

ssl-proxy (config-ca-pool)# 4z

ssl-proxy(config)# ssl-proxy service client-auth-sig-only
ssl-proxy(config-ssl-proxy)# virtual ipaddr 14.0.0.1 protocol tcp port 443
ssl-proxy (config-ssl-proxy)# server ipaddr 24.0.0.1 protocol tcp port 80
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ssl-proxy (config-ssl-proxy)# certificate rsa general-purpose trustpoint test-cert

(
ssl-proxy (config-ssl-proxy)# trusted-ca rootca
ssl-proxy(config-ssl-proxy)# authenticate verify signature-only
ssl-proxy (config-ssl-proxy)# inservice

ssl-proxy (config-ssl-proxy)# !

This example shows how to configure a client certificate authentication verifying all:

ssl-proxy (config)# crypto ca trustpoint rootca
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config) #

ssl-proxy (config)# crypto ca authenticate rootca

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1lzCCAOGgAWIBAgIQadUxzU/197hDmZRYJ1bBcDANBgkghkiGO9w0OBAQUFADBL
MQswCQYDVQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcm5pYTERMAS8GAL1UEBXMIc2Fu
IGpvc2UxDjAMBgNVBAOTBWNpC2NVvMQwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3Np
bXBzb24tZGV2dGVzdClyb290LUNBMB4XDTAZMTEXMTIXNDgwM1 oXDTEzZMTEXMTIx
NTczOVowdTELMAKGA1UEBhMCVVMXEzZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQKEWV]jaXNjbzEMMAOGA1UECXMDaHNzMSAwWHgYD
VQODExdzaWlwc29uLWR1dANR1c3Qtcm9vdC1DQTBcMAOGCSAGSIb3DQEBAQUAAOSA
MEgCQQCWE1bANU1VaQONUNOWb94qnHi 8 FKjmVhibLHGR1 6J+V7gHgzmF2MTz5WP5 1
VQ2/1NVuOHjUORRdeCml /raKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
A1UJEWEB/wQFMAMBA f SWHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQgY8wgYwwQ6BBoD+GPWhOdHA6LyY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dAnR1c3Qtcm9vdC1DQS5jcmwwRaBDOEGGP2ZpbGU6LY9¢C
XGNpc2NvLWwdajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tZGV2dGVzdClyb290
LUNBLmMNybDAQBgkrBgEEAY I3FQEEAwI BADANBgkghkiGO9w0OBAQUFAANBACBge lwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K3ix+Z/03PJd7ct2BIAF41ktvIpCe6bIO
EoBcmZteA+TQcKg=

Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

o

% Certificate successfully imported

ssl-proxy (config)#

ssl-proxy(config)# ssl-proxy pool ca rootca

ssl-proxy (config-ca-pool)# ca trustpoint rootca

ssl-proxy (config-ca-pool)# 4z

ssl-proxy(config)# ssl-proxy service client-auth-verify-all

ssl-proxy(

ssl-proxy (
(

ssl-proxy (config-ssl-proxy)# trusted-ca rootca

ssl-proxy(config-ssl-proxy)# authenticate verify all

ssl-proxy (config-ssl-proxy)# inservice

ssl-proxy (config-ssl-proxy)# !

Server Certificate Authentication

config-ssl-proxy)# virtual ipaddr 14.0.0.2 protocol tcp port 443
config-ssl-proxy)# server ipaddr 24.0.0.1 protocol tcp port 80
ssl-proxy (config-ssl-proxy)# certificate rsa general-purpose trustpoint test-cert

When you configure the SSL daughter card as an SSL client (for example, for back-end encryption), the

SSL daughter card always authenticates the SSL server.
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Step 1

Step 2

Step 3
Step 4

Step 5

Step 6

Step 7

To authenticate the SSL server, the SSL daughter card verifies the following:

e The certificate at one level is properly signed by the issuer at the next level.

e At least one of the issuer certificates in the certificate chain is trusted by the SSL proxy service.

¢ None of the certificates in the certificate chain is in the certificate revocation list (CRL) and rejected

by any access control list (ACL).

By default, the SSL daughter card accepts any certificate issued by any certificate authority trustpoint
that has a certificate, is not listed in the CRL, and is not rejected by an ACL.

Optionally, you can create a trusted certificate authority pool and associate it with the proxy service.
In this case, the SSL daughter card accepts only certificates that are issued by the certificate authorities

in the pool.

You can also select to verify only the signature by entering the authenticate verify signature-only
command. Verifying the signature skips CRL and ACL checking. You must configure a trusted certificate
authorities pool in order to specify the signature-only option.

To configure server certificate authentication, perform this task:

Command

Purpose

ssl-proxy (config)# ssl-proxy pool
ca_pool_name

Creates the certificate authority pool.

Note  You can create up to eight pools.

ssl-proxy (config-ssl-proxy)# ca
trustpoint ca_trustpoint_labelt

Adds a trusted certificate authority to the pool.

Note  You can add up to 16 trusted certificate authorities

per pool.

ssl-proxy (config-ssl-proxy)# exit

Returns to config mode.

ssl-proxy (config)# ssl-proxy service
proxy_name client

Defines the name of the SSL client proxy service.

Note  Enter the client keyword to configure the SSL

client proxy services.

ssl-proxy (config-ssl-proxy) #
trusted-ca ca_pool_name

(Optional) Associates the certificate authority pool with
the proxy service.

Note If you specify signature-only in Step 6, you must

configure a certificate authority pool.

ssl-proxy (config-ssl-proxy) #
authenticate verify
{signature-only’ | all’}

(Optional) Enables the server certificate authentication
and specifies the form of verification.

Note The signature-only keyword verifies the signature
only, without looking up the CRL or matching
ACL. You must configure a certificate authority

pool to specify signature-only. The default is all.

ssl-proxy (config-ssl-proxy)# exit

Exits configuration mode

1. The SSL daughter card supports up to eight levels of certificate authority. We recommend that you add all levels of certificate
authority, or at least the root certificate authority, to the certificate authority pool.

2. When you verify signature-only, the authentication stops at the level corresponding to one of the trusted certificate authority
trustpoints in the trusted certificate authority pool.

3. When you verify all, the highest level issuer in the certificate chain must be configured as a trusted certificate authority
trustpoint. The SSL daughter card authenticates all the certificates in the peer certificate chain and stops only at the highest
level certificate authority. There must be a certificate authority trustpoint for the highest level certificate authority, and this

trustpoint should be authenticated.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
8-44

0L-7030-01 |



| Chapter8

Configuring SSL Services Secure Transactions

Configuring the Certificate Authentication

This example shows how to configure the server certificate authentication verifying the signature only:

ssl-proxy (config)# crypto ca trustpoint rootca
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config) #

ssl-proxy (config)# crypto ca authenticate rootca

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1zCCAOGgAWIBAgIQadUxzU/197hDmZRYJ1bBcDANBgkghkiGO9w0OBAQUFADBL
MQswCQYDVQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcm5pYTERMAS8GAL1UEBXMIc2Fu
IGpvc2UxDjAMBgNVBAOTBWNpC2NVvMOwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3Np
bXBzb24tZGV2dGVzdClyb290LUNBMB4XDTAZMTEXMTIXNDgwM1 oXDTEZMTEXMTIx
NTczOVowdTELMAKGA1UEBhMCVVMXEzZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQKEWV]jaXNjbzEMMAOGA1UECXMDaHNzMSAWHgYD
VQODExdzaWlwc29uLWR1dANR1c3Qtcm9vdC1DQTBcMAOGCSAGSIb3DQEBAQUAAOSA
MEgCQQCWEibANnU1VgQONUN0Wb94gnHi8FKjmVhibLHGR16J+V7gHgzmF2MTz5WP51
VQ2/1NVuOHjUORRdeCml /raKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
A1UJEWEB/wQFMAMBA f SWHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQY8wgYwwQ6BBoD+GPWhOdHAG6LY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dAnR1c3Qtcm9vdC1lDQS5jcmwwRaBDOEGGP2ZpbGU6LY9¢C
XGNpc2NvLWwdajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tZGV2dGVzdClyb290
LUNBLmNybDAQBgkrBgEEAYI3FQEEAWIBADANBgkahkiGOwOBAQUFAANBACBgelwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K3ix+Z/03PJd7ct2BIAF41ktvIpCe6bI0
EoBcmZteA+TQcKg=

Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

o

% Certificate successfully imported

ssl-proxy (config)#

ssl-proxy(config)# ssl-proxy pool ca rootca

ssl-proxy (config-ca-pool)# ca trustpoint rootca

ssl-proxy (config-ca-pool)# Az

ssl-proxy(config)# ssl-proxy service client-proxy-sig-only client
ssl-proxy (config-ssl-proxy)# virtual ipaddr 14.0.0.3 protocol tcp port 81
ssl-proxy (config-ssl-proxy)# server ipaddr 24.0.0.2 protocol tcp port 443
ssl-proxy (config-ssl-proxy)# trusted-ca rootca

ssl-proxy (config-ssl-proxy)# authenticate verify signature-only
ssl-proxy(config-ssl-proxy)# inservice

ssl-proxy (config-ssl-proxy)# !

This example shows how to configure the server certificate authentication verifying all:

ssl-proxy(config)# crypto ca trustpoint rootca
ssl-proxy (ca-trustpoint)# enrollment terminal
ssl-proxy (ca-trustpoint) # exit

ssl-proxy (config)#

ssl-proxy(config)# crypto ca authenticate rootca

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1zCCAOGgAWIBAGIQadUxzU/i97hDmZRYJ1bBcDANBgkghkiGIwOBAQUFADBL
MQswCQYDVQQGEWJVUzETMBEGA1UECBMKY 2FsaWzvemSpY TERMASGALUEBXMI c2Fu
IGpvc2UxDj AMBgNVBAOTBWNpC 2NvMQwwCgYDVQQLEwWNo ¢ 3Mx I DAeBgNVBAMTE 3Np
bXBzb24tZGV2dGVzdC1lyb290LUNBMB4XDTAZMTEXMT IxNDgwM1 0XDTEZMTEXMTIX

[ oL-7030-01
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NTczOVowdTELMAKGA1UEBhMCVVMXEZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHthqub3NlMQ4WDAYDVQQKEWVjaXNjbZEMMAOGA1UECXMDaHNZMSAWHgYD
VQQODExdzaWlwc29uLWR1dnR1c3Qtcm9vdC1DQTBcMAOGCSGSIb3DQEBAQUAAOSA
MEgCQQCWEibANnU1VgQONUN0Wb94gnHi8FKjmVhibLHGR16J+V7gHgzmF2MTz5WP51
VQ2/1NVuOHjUORRdeCml /raKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
A1UJEWEB/wQFMAMBA £ 8wWHQYDVROOBBYEFCYGLUBTKNd9EgUonHnoSvbHg0axMIGX
BgNVHR8EQY8wgYwwQ6BBoD+GPWhOdHAG6LY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dAnR1c3Qtecm9vdC1DQS5]cmwwRaBDOEGGP2ZpbGU6LyY9c
XGNpc2NvLWwédajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tzGv2dGVzdClyb290
LUNBLmNybDAQBgkrBgEEAYI3FQEEAWIBADANBgkghkiGIw0OBAQUFAANBACBgelwy
YjalelGZgLVu4dbDVMFO6ELCV2AMBg141K31ix+Z/03PJd7ct2BIAF41ktvIpCe6IO
EoBcmZ teA+TQcKg=

Certificate has the following attributes:
Fingerprint:AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

% Certificate successfully imported

ssl-proxy (config) #

ssl-proxy (config)# ssl-proxy pool ca rootca

ssl-proxy (config-ca-pool)# ca trustpoint rootca

ssl-proxy (config-ca-pool)# 4Z

ssl-proxy (config)# ssl-proxy service client-proxy-verify-all client
ssl-proxy (config-ssl-proxy)# virtual ipaddr 14.0.0.4 protocol tcp port 81
ssl-proxy(config-ssl-proxy)# server ipaddr 24.0.0.2 protocol tcp port 443
ssl-proxy (config-ssl-proxy)# trusted-ca rootca

ssl-proxy (config-ssl-proxy)# authenticate verify all

ssl-proxy (config-ssl-proxy)# inservice

ssl-proxy (config-ssl-proxy)# 4z

This example shows how to configure the server certificate authentication verifying all; the SSL
daughter card is configured as a client and sends its certificate to the SSL server if it is requested.

config)# crypto ca trustpoint rootca
ca-trustpoint)# enrollment terminal
ca-trustpoint)# crl optional
ca-trustpoint) # exit

config)#

config)# crypto ca authenticate rootca

ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy

Enter the base 64 encoded CA certificate.
End with a blank line or the word "quit" on a line by itself

MIIC1zCCAOGgAWIBAgIQadUxzU/197hDmZRYJ1bBcDANBgkghkiGO9w0OBAQUFADBL
MQswCQYDVQQGEwWJVUzZETMBEGA1UECBMKY2FsaWZvcm5pYTERMAS8GAL1UEBXMIc2Fu
IGpvc2UxDjAMBgNVBAOTBWNpPC2NVMOwwCgYDVQQLEwWNoc3MxIDAeBgNVBAMTF 3Np
bXBzb24tZzGV2dGVzdClyb290LUNBMB4XDTAZMTEXMTIXNDgwM1 oXDTEZMTEXMTIx
NTczOVowdTELMAKGA1UEBhMCVVMXEZARBgNVBAGTCmMNhbG1mb3JuaWEXETAPBgNV
BACTCHNhbiBgb3N1MQ4wDAYDVQQKEWV]jaXNjbzEMMAOGA1UECXMDaHNzMSAwWHgYD
VQODExdzaWlwc29uLWR1dANR1c3Qtcm9vdC1DQTBcMAOGCSAGSIb3DQEBAQUAAOSA
MEgCQQCWEibANU1VaQONUNOWb94qnHi 8 FKjmVhibLHGR1 6J+V7gHgzmF2MTz5WP51
VQ2/1NVuOHjUORRdeCml /rakKJ/7ZAgMBAAG] gewwgekwCwYDVROPBAQDAGHGMASG
A1UJEWEB/wQFMAMBA f SWHQYDVROOBBYEFCYGLUBTKNA9EgUonHnoSvbHg0axMIGX
BgNVHR8EQgY8wgYwwQ6BBoD+GPWhOdHA6LY9jaXNjbyls0Go2b2hwbnIvQ2VydEVu
cm9sbC9zaWlwc29uLWR1dAnR1c3Qtcm9vdC1DQS5jcmwwRaBDOEGGP2ZpbGU6LY9¢C
XGNpc2NvLWwdajzZvaHBuclxDZXJ0RW5yb2xsXHNpbXBzb24tZGV2dGVzdClyb290
LUNBLmNybDAQBgkrBgEEAYI3FQEEAWIBADANBgkahkiGOwOBAQUFAANBACBgelwy
YjalelGZgLVudbDVMFo6ELCV2AMBgi41K3ix+Z/03PJd7ct2BIAF41ktvIpCe6bIO
EoBcmZ teA+TQcKg=
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Certificate has the following attributes:
Fingerprint :AC6FC55E CC29E891 ODC3FAAA B4747C10
% Do you accept this certificate? [yes/no]:yes
Trustpoint CA certificate accepted.

% Certificate successfully imported

ssl-proxy (config)#

ssl-proxy(config)# ssl-proxy pool ca rootca

ssl-proxy(config-ca-pool)# ca trustpoint rootca

ssl-proxy (config-ca-pool)# 4z

ssl-proxy(config)# ssl-proxy service client-proxy-sending-client-cert client
ssl-proxy(config-ssl-proxy)# virtual ipaddr 14.0.0.5 protocol tcp port 81
ssl-proxy (config-ssl-proxy)# server ipaddr 24.0.0.3 protocol tcp port 443
ssl-proxy (config-ssl-proxy)# certificate rsa general-purpose trustpoint test-cert
ssl-proxy (config-ssl-proxy)# trusted-ca rootca

ssl-proxy (config-ssl-proxy)# authenticate verify all
ssl-proxy (config-ssl-proxy)# inservice
ssl-proxy (config-ssl-proxy)# !

Certificate Revocation List

A certificate revocation list (CRL) is a time-stamped list that identifies the certificates that should no
longer be trusted. Each revoked certificate is identified in a CRL by its certificate serial number. When
a participating peer device uses a certificate, that device not only checks the certificate signature and
validity but also checks that the certificate serial number is not on that CRL.

Note  Downloading and using CRLs are time-consuming and CPU-intensive operations.

This section describes how to download and configure CRLs:
e Downloading the CRL, page 8-47
¢ Configuring the CRL Options, page 8-48
e Updating a CRL, page 8-49
¢ Entering the X.500 CDP Information, page 8-49
e Entering a CRL Manually, page 8-50
e Displaying the CRL Information, page 8-51
e Deleting a CRL, page 8-51

Downloading the CRL
If the certificate being validated contains a CRL distribution point (CDP) extension field, the module
uses the CDP as the download path. The SSL daughter card supports three types of CDPs:
e HTTP URL
For example, http://hostname/file.crl
e X.500 distinguished name (DN)
For example, CN=CRL,O=cisco,C=us
e Lightweight Directory Access Protocol (LDAP) URL
For example, 1dap://hostname/CN=CRL,O=cisco,C=us

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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If the certificate does not have a CDP, the SSL daughter card looks for a trustpoint that is associated with
the certificate. If the SSL daughter card finds one or more associated trustpoints, the SSL daughter card
uses one of the trustpoints to determine the download path and protocol using the SCEP enrollment URL.
If there is no SCEP enrollment URL, the validation fails.

Note  When using SCEP for a CRL request, you need to associate a keypair with the trustpoint. You can assign
any existing keypair for this purpose. The keypair is used for signing the CRL download request.

The SSL daughter card does not perform a CRL lookup on the root certificate authority certificates
because of the following reasons:

e Many root certificate authority certificates do not contain a CDP extension. If the certificate
authority does not support SCEP for a CRL request, the CRL download fails.

e The CRLs are signed by the root certificate authority. If the root certificate authority has been
revoked, its CRL will probably become invalid. All trustpoints that are associated with a revoked
root certificate authority should be deleted from the database as soon as the revocation is known.

If the download path is not known, or if the download operation fails, the peer certificate chain is
rejected.

After the module downloads the CRL, the module checks to see if the serial number of the certificate
appears on the CRL. If the serial number of the certificate being validated appears on the CRL, the peer
certificate chain is rejected.

Note  One or more certificates in the peer certificate chain can fail the CRL lookup, even though some of the
certificate authority certificates are trusted (for example, a certificate authority certificate was revoked
after it was imported, or the CRL that was downloaded for this certificate authority certificate has
expired and the attempt to download a updated CRL has failed).

Configuring the CRL Options
N

Note  More than one trustpoint can be associated with a root or subordinate certificate authority certificate.
During certificate authentication, any of these trustpoints can be selected to determine CRL
configuration. To obtain consistent authentication results, all of these trustpoints need to bear the same
CRL configuration.

By default, the SSL daughter card always performs a CRL lookup if the trustpoint has been selected to
validate a certificate. If the CRL is not in the database or has expired, the SSL daughter card downloads
a CRL and saves it to the database for later use. If the CRL download fails, the SSL daughter card rejects
the certificate that is being validated.

You can configure two options for CRL lookup:
e Best-effort

If the SSL daughter card finds a CRL in the database and has not expired, then the SSL daughter
card performs a CRL lookup. If the SSL daughter card does not find a CRL, the SSL daughter card
attempts to download a CRL. However, if the CRL download fails, the SSL daughter card accepts
the certificate.
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Updating a CRL

Step 1

Step 2

Note

Configuring the Certificate Authentication

e Optional

If the SSL daughter card finds a CRL in the database that has not expired, then the SSL daughter
card performs a CRL lookup. If the SSL daughter card does not find the CRL, the SSL daughter card
accepts the certificate. The SSL daughter card makes no attempt to download a CRL.

To configure the CRL options, perform this task:

Command Purpose
ssl-proxy(config)# crypto ca trustpoint Declares the trustpoint that your module should use.
trustpoint-label Enabling this command puts you in ca-trustpoint

configuration mode.

ssl-proxy(ca-trustpoint)# crl Specifies the CRL options.
[best-effort | optiomal]

A CRL can be reused with subsequent certificates until the CRL expires.

If the specified NextUpdate time of the CRL is reached, the CRL is deleted. Enter the show crypto ca
timers command to display the time remaining for the CRL.

If a CRL has not expired yet, but you suspect that the contents of the CRL are out of date, you can
download the latest CRL immediately to replace the old CRL.

To request immediate download of the latest CRL, perform this task:

Command Purpose

ssl-proxy(config)# crypto ca crl Requests an updated CRL.
request trustpoint_label . .
This command replaces the currently stored CRL with the

newest version of the CRL.

Downloading a new CRL overwrites any existing version of the CRL.

This example shows how to download the CRL that is associated with the trustpoint “tp-root:”

ssl-proxy(config)# crypto ca crl request tp-root

Entering the X.500 CDP Information

You can enter the host name and port if the CDP is in X.500 DN format. The query takes the information
in the following form: ldap://hostname:[port]

For example, if a certificate being validated has the following:

e The X.500 DN is configured with CN=CRL,0=Cisco,C=US

e The associated trustpoint is configured with crl query ldap://10.1.1.1
then the two parts are combined to form the complete URL as follows:

Idap://10.1.1.1/CN=CRL,O=Cisco,C=US

[ oL-7030-01
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The trustpoint should be associated with the issuer certificate authority certificate of the certificate being
validated. If there is no such trustpoint in the database, the complete URL cannot be formed, and the
CRL download cannot be performed.

Note  The CRL query must be sent on the administrative VLAN. You can either assign an IP address from the
administrative VLAN to the LDAP server, or configure the LDAP server VLAN to be the administrative
VLAN. To configure the administrative VLAN, refer to Configuring VLANSs on the SSL Daughter Card,
page 7-2.
To query the CRL with the X.500 URL, perform this task:
Command Purpose
ssl-proxy (ca-trustpoint)# ecrl Queries the CRL with the X.500 URL. The URL used to query
query host:[port] the CRL must be an X.500 URL.

Entering a CRL Manually

If the certificate authority server does not publish the CRL online (through HTTP, LDAP, or SCEP), you
can get a hexadecimal dump of the CRL offline and enter it manually.
To enter the CRL manually, perform this task:
Command Purpose

Step1  ssl-proxy(config)# crypto ca certificate |Enters certificate chain configuration mode; name
chain name specifies the name of the certificate authority.

Step2  ssl-proxy(config-cert-chain)# erl Allows you to enter the revocation list issued by the

certificate authority manually.
Step3  ssl-proxy(config-pubkey)# quit Exits data entry mode.
Step4  ssl-proxy(config-cert-chain)# end Exits certificate chain configuration mode.

This example shows how to enter a CRL manually:

ssl-proxy(config)# crypto ca certificate chain tp
ssl-proxy (config-cert-chain)# crl
Enter the CRL in hexadecimalidecimal representation....

ssl-proxy (config-pubkey) # 30 82 01 7E 30 81 E8 30 OD 06 09 2A 86 48 86 F7
ssl-proxy (config-pubkey) # 0D 01 01 05 05 00 30 16 31 14 30 12 06 03 55 04
ssl-proxy (config-pubkey) # 03 13 0B 69 6F 73 2D 72 6F 6F 74 20 43 41 17 0D
ssl-proxy (config-pubkey) # 30 33 31 32 31 31 32 33 33 37 35 34 5A 17 0D 30
ssl-proxy (config-pubkey) # 33 31 32 31 38 32 33 33 37 35 34 5A 30 81 A0 30
ssl-proxy (config-pubkey) # 12 02 01 04 17 0D 30 33 31 30 31 34 32 32 32 35
ssl-proxy (config-pubkey) # 30 34 5A 30 12 02 01 03 17 OD 30 33 31 30 31 34
ssl-proxy (config-pubkey) # 32 32 32 35 33 30 5A 30 12 02 01 05 17 OD 30 33
ssl-proxy (config-pubkey) # 31 31 31 33 31 39 30 39 33 36 5A 30 12 02 01 06
ssl-proxy (config-pubkey) # 17 0D 30 33 31 31 31 33 31 39 32 30 34 32 5A 30
ssl-proxy (config-pubkey) # 12 02 01 07 17 0D 30 33 31 31 31 33 32 32 30 35
ssl-proxy (config-pubkey) # 35 32 5A 30 12 02 01 08 17 0D 30 33 31 31 31 33
ssl-proxy (config-pubkey) # 32 32 34 34 32 30 5A 30 12 02 01 2B 17 0D 30 33
ssl-proxy (config-pubkey) # 31 31 31 33 32 33 33 36 35 37 5A 30 12 02 01 09
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ssl-proxy (config-pubkey) # quit
ssl-proxy (config-cert-chain)# end

ssl-proxy (config-pubkey) # 17 0D 30 33 31 31 31 33 32 33 33 37 34 38 5A 30
ssl-proxy (config-pubkey) # 0D 06 09 2A 86 48 86 F7 0D 01 01 05 05 00 03 81
ssl-proxy (config-pubkey) # 81 00 67 DE 12 99 9F C5 DF 4A F8 24 76 CE 98 4F
ssl-proxy (config-pubkey) # 7C 5C 72 1C EO 00 A9 CE 08 6E 46 8F 4D 1B FA 8E
ssl-proxy (config-pubkey) # C9 DE CF AC 13 7D 2F BF D4 A6 C2 7B E2 31 Bl EC
ssl-proxy (config-pubkey) # 99 83 54 B3 11 24 6F C3 C3 93 C4 53 38 B6 72 86
ssl-proxy (config-pubkey) # 0OA 30 F2 95 71 AE 15 66 87 3E Cl1 7F 8B 46 6F A9
ssl-proxy (config-pubkey) # 77 DO FF D4 FC 73 83 79 98 BD 40 DB Cl 72 9D 95
ssl-proxy (config-pubkey) # 9B 57 D1 3C 2F EF B6 63 6B 5B E4 35 40 52 2D 3A
ssl-proxy (config-pubkey) # 19 1A 4E CA 70 C6 ED 49 7A 7C 01 88 B9 CA 14 7B
ssl-proxy (config-pubkey) # OE 1F

(

(

Displaying the CRL Information

To display information about the CRLs, perform this task:

Command Purpose

ssl-proxy(config)# show crypto ca crls |Displays the expiration date and time of each CRL in
the database.

This example shows the expiration date and time of each CRL in the database:

ssl-proxy# show crypto ca crls
CRL Issuer Name:
CN = test-root-CA, OU = lab, O = cisco, L = san jose, ST = california, C = US
LastUpdate:19:08:45 UTC Dec 3 2003
NextUpdate:20:13:45 UTC Dec 3 2003
Retrieved from CRL Distribution Point:
http://test-ca/CertEnroll/test-root-CA.crl

Deleting a CRL
~

Note  The CRLs are deleted globally and not per trustpoint.

To delete a CRL, enter the no crl command for any certificate chain of a trustpoint.

To delete a CRL, perform this task:

Command Purpose

ssl-proxy (config-cert-chain)# no crl Deletes the CRL.

This example shows how to delete the CRL:

ssl-proxy(config)# crypto ca certificate chain tpl
ssl-proxy (config-cert-chain)# no crl
ssl-proxy(config-cert-chain)# end

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
[ oL-7030-01 .m



Chapter8  Configuring SSL Services Secure Transactions |

I Configuring the Certificate Authentication

Certificate Security Attribute-Based Access Control

The Certificate Security Attribute-Based Access Control feature adds fields to the certificate that allow
you to specify an access control list (ACL) so that you can create a certificate-based ACL.

For information on configuring the certificate security attribute-based access control, refer to Certificate
Security Attribute-Based Access Control at this URL:

http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122t/122t15/ftcrtacl.htm
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CHAPTER

Configuring Redundancy

This chapter describes how to configure redundant connections and contains these sections:
e Configuring Fault Tolerance, page 9-1
¢ Configuring HSRP, page 9-5
e Configuring Interface and Device Tracking, page 9-8
¢ Configuring Connection Redundancy, page 9-9
e Synchronizing the Configuration, page 9-11

¢ Configuring a Hitless Upgrade, page 9-12

Configuring Fault Tolerance

A

Note

Note

This section describes a fault-tolerant configuration. In this configuration, two separate Catalyst 6500
series chassis each contain a CSM-S.

You can also create a fault-tolerant configuration with two CSM-S modules in a single Catalyst 6500
series chassis. You also can create a fault-tolerant configuration in either the secure (router) mode or
(bridge) mode that is not secure.

In the secure (router) mode, the client-side and server-side VLANs provide the fault-tolerant (redundant)
connection paths between the CSM-S and the routers on the client side and the servers on the server side.
In a redundant configuration, two CSM-S modules perform active and standby roles. Each CSM-S
contains the same IP, virtual server, server pool, and real server information. From the client-side and
server-side networks, each CSM-S is configured identically. The network sees the fault-tolerant
configuration as a single CSM-S.

When you configure multiple fault-tolerant CSM-S pairs, do not configure multiple CSM-S pairs to use
the same fault-tolerant VLAN. Use a different fault-tolerant VLAN for each fault-tolerant CSM-S pair.

Configuring fault tolerance requires the following:
e Two CSM-S modules that are installed in the Catalyst 6500 series chassis.

¢ Identically configured CSM-S modules. One CSM-S is configured as the active; the other is
configured as the standby.

e Each CSM-S modules connected to the same client-side and server-side VLANSs.

[ oL-7030-01
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Note

e Communication between the CSM-S modules provided by a shared private VLAN.
e A network that sees the redundant CSM-S modules as a single entity.

e Connection redundancy by configuring a link that has a 1-GB per-second capacity. Enable the
calendar in the switch Cisco IOS software so that the CSM-S state change gets stamped with the
correct time.

The following command enables the calendar:

Cat6k-2# configure terminal
Cat6k-2 (config)# clock timezone WORD offset from UTC
Cat6k-2 (config)# clock calendar-valid

Because each CSM-S has a different IP address on the client-side and server-side VLAN, the CSM-S can
send health monitor probes (see the “Configuring Probes for Health Monitoring” section on page 11-1)
to the network and receive responses. Both the active and standby CSM-S modules send probes while
operational. If the standby CSM-S assumes control, it knows the status of the servers because of the
probe responses that it has received.

Connection replication supports both non-TCP connections and TCP connections. Enter the replicate
csrp {sticky | connection} command in the virtual server mode to configure replication for the CSM-S
modules.

The default setting for the replicate command is disabled.

To use connection replication for connection redundancy, enter these commands:

Cat6k-2# configure terminal
Cat6k-2 (config)# no ip igmp snooping

You need to enter the no ip igmp snooping command because the replication frame has a multicast type
destination MAC with a unicast IP address. When the switch listens to the Internet Group Management
Protocol (IGMP) to find the multicast group membership and build its multicast forwarding information
database (FIB), the switch does not find group members and prunes the multicast table. All multicast
frames, from active to standby, are dropped causing erratic results.

If no router is present on the server-side VLAN, then each server’s default route points to the aliased IP
address.

Figure 9-1 shows how the secure (router) mode fault-tolerant configuration is set up.
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Figure 9-1 Fault-Tolerant Configuration
Content Switching Module
Client-side ' Server-side
Virtual server 1 | A Alias IP adress
1 (default gateway)
Gateway ‘
192.158.38.20 192.158.39.20
! Server A
! —
Router A 192.158.38.10 3 192.158.39.10 ﬁl
a ' —
Client NAS / U\ ‘ f
workstation router
EI Hua HSRP U@
s P
r—7 \ / ‘address y\
Router B 192.158.38.40 ! 192.158.39.30 EI
Gateway Virtual server 1 | Server B
192.158.38.20
B Alias IP adress
(default gateway)
! 192.158.39.20 by
Content Switching Module 8
>
Note  The addresses in Figure 9-1 refer to the steps in the following two task tables.
To configure the active (A) CSM-S for fault tolerance, perform this task:
Command Purpose
Step1 Router(config-module-csm)# vlan 2 client |Creates the client-side VLAN 2 and enters the SLB
VLAN mode'.
Step2 Router(config-slb-vlan-client)# ip addr Assigns the content switching IP address on
192.158.38.10 255.255.255.0 VLAN 2.
Step3 Router(config-slb-vlan-client)# gateway (Optional) Defines the client-side VLAN gateway
192.158.38.20 for an HSRP-enabled gateway.
Step4 Router (config-module-csm)# vserver vipl Creates a virtual server and enters the SLB vserver
mode.
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Step 5

Step 6
Step 7

Step 8
Step 9

Step 10
Step 11

Step 12
Step 13
Step 14
Step 15
Step 16

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

Step 8
Step 9

Step 10

Command

Purpose

Router (config-slb-vserver)# wvirtual
192.158.38.30 tcp www

Creates a virtual IP address.

Router (config-module-csm)# inservice

Enables the server.

Router (config-module-csm) # vlan 3 server

Creates the server-side VLAN 3 and enters the SLB
VLAN mode.

Router (config-slb-vlan-server)# ip addr
192.158.39.10 255.255.255.0

Assigns the CSM-S IP address on VLAN 3.

Router (config-slb-vlan-server)# alias ip
addr 192.158.39.20 255.255.255.0

Assigns the default route for VLAN 3.

Router (config-slb-vlan-server) vlan 9

Defines VLAN 9 as a fault-tolerant VLAN.

Router (config-module-csm)# £t group
ft-group-number vlan 9

Creates the content switching active and standby
(A/B) group VLAN 9.

Router (config-module-csm) # vlan

Enters the VLAN mode!.

Router (vlan)# vlan 2

Configures a client-side VLAN 22,

Router (vlan)# vlan 3

Configures a server-side VLAN 3.

Router (vlan)# vlan 9

Configures a fault-tolerant VLAN 9.

Router (vlan) # exit Enters the exit command to have the configuration
take effect.

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

2. The no form of this command restores the defaults.

To configure the standby (B) CSM-S for fault tolerance, perform this task (see Figure 9-1):

Command Purpose

Router (config-module-csm) # vlan 2 client Creates the client-side VLAN 2 and enters the

SLB VLAN mode!.

Router (config-slb-vlan-client)# ip addr
192.158.38.40 255.255.255.0

Assigns the content switching IP address on
VLAN 2.

Router (config-slb-vlan-client)# gateway
192.158.38.20

Defines the client-side VLAN gateway.

Router (config-module-csm) # vserver vipl

Creates a virtual server and enters the SLB
virtual server mode.

Router (config-slb-vserver)# wvirtual
192.158.38.30 tcp www

Creates a virtual IP address.

Router (config-module-csm) # inservice

Enables the server.

Router (config-module-csm) # vlian 3 server

Creates the server-side VLAN 3 and enters the
SLB VLAN mode.

Router (config-slb-vserver)# ip addr
192.158.39.30 255.255.255.0

Assigns the CSM-S IP address on VLAN 3.

Router (config-slb-vserver)# alias
192.158.39.20 255.255.255.0

Assigns the default route for VLAN 2.

Router (config-module-csm) wvlan 9

Defines VLAN 9 as a fault-tolerant VLAN.
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Command Purpose
Step 11 Router (config-module-csm)# £t group Creates the CSM-S active and standby (A/B)
ft-group-number vlan 9 group VLAN 9.
Step12 Router (config-module-csm)# show module csm Displays the state of the fault-tolerant system.
all

1. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu’s top level.

Configuring HSRP

This section provides an overview of a Hot Standby Router Protocol (HSRP) configuration
(see Figure 9-2) and describes how to configure the CSM-S modules with HSRP and CSM-S failover on
the Catalyst 6500 series switches.

HSRP Configuration Overview

Note

Figure 9-2 shows that two Catalyst 6500 series switches, Switch 1 and Switch 2, are configured to route
from a client-side network (10.100/16) to an internal CSM-S client network (10.6/16, VLAN 136)
through an HSRP gateway (10.100.0.1). The configuration shows the following:

e The client-side network is assigned an HSRP group ID of HSRP ID 2.
e The internal CSM-S client network is assigned an HSRP group ID of HSRP ID 1.

HSRP group 1 must have tracking turned on so that it can track the client network ports on HSRP
group 2. When HSRP group 1 detects any changes in the active state of those ports, it duplicates those
changes so that both the HSRP active (Switch 1) and HSRP standby (Switch 2) switches share the same
knowledge of the network.

In the example configuration, two CSM-S modules (one in Switch 1 and one in Switch 2) are configured
to forward traffic between a client-side and a server-side VLAN:

e Client VLAN 136
N

ma The client VLAN is actually an internal CSM-S VLAN network; the actual client network
is on the other side of the switch.

e Server VLAN 272

The actual servers on the server network (10.5/1) point to the CSM-S server network through an
alias gateway (10.5.0.1), allowing the servers to run a secure subnet.

In the example configuration, an EtherChannel is set up with trunking enabled, allowing traffic on
the internal CSM-S client network to travel between the two Catalyst 6500 series switches. The
setup is shown in Figure 9-2.

N

Note EtherChannel protects against a severed link to the active switch and a failure in a
non-CSM-S component of the switch. EtherChannel also provides a path between an active
CSM-S in one switch and another switch, allowing the CSM-S modules and switches to fail
over independently, providing an extra level of fault tolerance.
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Figure 9-2 HSRP Configuration
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A //\\ T \
¢ 10'5&

EtherChannel
ID=100 (Trunk
Client VLA(‘I\ILTS(% Internal
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owe Client FT Network Network
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(Gateway = 10.100.0.1) HSRP ID 1 (Gateway = 10.5.0.1) via
(Gateway = 10.6.0.1) Secure Subnet and IP Alias

With tracking ON

Creating the HSRP Gateway

This section describes how to create an HSRP gateway for the client-side network. The gateway is HSRP
ID 2 for the client-side network.

)

Note  In this example, HSRP is set on Fast Ethernet ports 3/6.

To create an HSRP gateway, perform these steps:

Step1  Configure Switch 1—FT1 (HSRP active) as follows:

Router (config)# interface FastEthernet3/6

Router (config)# ip address 10.100.0.2 255.255.0.0
Router (config) # standby 2 priority 110 preempt
Router (config)# standby 2 ip 10.100.0.1
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Step2  Configure Switch 2—FT?2 (HSRP standby) as follows:

Router (config)# interface FastEthernet3/6

Router (config)# ip address 10.100.0.3 255.255.0.0
Router (config)# standby 2 priority 100 preempt
Router (config)# standby 2 ip 10.100.0.1

Creating Fault-Tolerant HSRP Configurations

This section describes how to create a fault-tolerant HSRP secure-mode configuration. To create a
nonsecure-mode configuration, enter the commands described with these exceptions:

e Assign the same IP address to both the server-side and the client-side VLANS.
e Do not use the alias command to assign a default gateway for the server-side VLAN.

To create fault-tolerant HSRP configurations, perform these steps:

Step 1 Configure VLANs on HSRP FT1 as follows:

Router (config) # module csm 5

Router (config-module-csm)# wvlan 136 client

Router (config-slb-vlan-client)# ip address 10.6.0.245 255.255.0.0
Router (config-slb-vlan-client)# gateway 10.6.0.1

Router (config-slb-vlan-client) # exit

Router (config-module-csm)# vlan 272 server

Router (config-slb-vlan-server)# ip address 10.5.0.2 255.255.0.0
Router (config-slb-vlan-server)# alias 10.5.0.1 255.255.0.0
Router (config-slb-vlan-server)# exit

Router (config-module-csm) # vlan 71

Router (config-module-csm)# ft group 88 vlan 71
Router (config-slb-ft)# priority 30

Router (config-slb-ft)# preempt

Router (config-slb-ft)# exit

Router (config-module-csm)# interface V1anl36
ip address 10.6.0.2 255.255.0.0

standby 1 priority 100 preempt

standby 1 ip 10.6.0.1

standby 1 track Fa3/6 10

Step2  Configure VLANs on HSRP FT2 as follows:

Router (config) # module csm 6

Router (config-module-csm)# vlan 136 client

Router (config-slb-vlan-client)# ip address 10.6.0.246 255.255.0.0
Router (config-slb-vlan-client)# gateway 10.6.0.1

Router (config-slb-vlan-client)# exit

Router (config-module-csm) # vlan 272 server

Router (config-slb-vlan-server)# ip address 10.5.0.3 255.255.0.0
Router (config-slb-vlan-server)# alias 10.5.0.1 255.255.0.0
Router (config-slb-vlan-server) # exit

Router (config-module-csm)# vlan 71

Router (config-module-csm)# ft group 88 vlan 71

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Router (config-slb-ft)# priority 20
Router (config-slb-ft)# preempt
Router (config-slb-ft)# exit

Router (config-module-csm)# interface V1anl36
ip address 10.6.0.3 255.255.0.0

standby 1 priority 100 preempt

standby 1 ip 10.6.0.1

standby 1 track Fa3/6 10

S

Note  To allow tracking to work, preempt must be on.

Step3  Configure EtherChannel on both switches as follows:

Router (console)# interface Port-channell00

Router (console) # switchport

Router (console) # switchport trunk encapsulation dotlg
Router (console) # switchport trunk allowed vlan 136

~

Note By default, all VLANSs are allowed on the port channel.

Step4  To prevent problems, remove the server and fault-tolerant CSM-S VLANSs as follows:

Router (console) # switchport trunk remove vlan 71
Router (console) # switchport trunk remove vlan 272

Step5  Add ports to the EtherChannel as follows:

Router (console) # interface FastEthernet3/25
Router (console) # switchport
Router (console) # channel-group 100 mode on

Configuring Interface and Device Tracking

When you configure fault-tolerant HSRP, the active and standby state of the CSM-S does not follow the
state of the active HSRP group. When the active HSRP is in one chassis and the active CSM-S is in

another chassis, traffic traverses through the trunk ports between the two chassis.

You can configure tracking to track the state of HSRP groups, physical interfaces, and gateways.

Tracking an HSRP Group

You can configure HSRP group tracking so that when the HSRP state changes for a specified tracked
group, the Cisco IOS software sends a message to the CSM-S to make an active switchover.

To configure HSRP group tracking, perform this task in the fault-tolerant submode:

Command Purpose
Router (config-slb-ft)# track group Specifies the tracked HSRP group.
group_number
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Tracking a Gateway

When you configure gateway tracking, the Cisco IOS software sends the configured gateway IP address
and next hop IP address to the CSM-S. The CSM-S then periodically checks for the availability of the
gateway. If the gateway is not available, the CSM-S forces an active switchover.

To configure gateway tracking, perform this task in the fault-tolerant submode:

Command Purpose
Router (config-slb-ft)# track gateway Specifies the tracked gateway IP address.
ip_addr

Tracking an Interface

You can configure interface tracking so that when the specified physical interface goes down, the
Cisco IOS software sends a message to the CSM-S to make an active switchover.

To configure interface tracking, perform this task in the fault-tolerant submode:

Command Purpose

Router (config-slb-ft)# track interface Specifies the tracked interface.
{async | ctunnel | dialer | fastethernet |

gigabitethernet}

Configure the Tracking Mode

To configure the tracking mode, perform this task in the fault-tolerant submode:

Command Purpose
Router (config-slb-ft)# track mode {any | Speciﬁes the tracking mode.
all}

The any keyword forces a switchover if any of the
tracking devices goes down or if the HSRP state
changes to standby.

The all keyword forces a switchover when at least
one of the tracking devices goes down for every
configured tracking feature (group, gateway, and
interface).

Configuring Connection Redundancy

Connection redundancy prevents open connections from ceasing to respond when the active CSM-S fails
and the standby CSM-S becomes active. With connection redundancy, the active CSM-S replicates
forwarding information to the standby CSM-S for each connection that is to remain open when the active
CSMS-S fails over to the standby CSM-S.
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Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Step 7
Step 8
Step 9

Step 10

Step 11

Step 12

Step 13

To configure connection redundancy, perform this task:

Command

Purpose

Router# configure terminal

Enters router configuration mode.

Router (config)# no ip igmp
snooping

Removes IGMP snooping from the configuration.

Router (config-module-csm) #
vserver virtserver-name

Identifies a virtual server and enters the virtual server submode.

Router (config-slb-vserver) #

virtual ip-address [ip-mask]
protocol port-number [service

ftp]

Configures the virtual server attributes.

Router (config-slb-vserver) #
serverfarm serverfarm-name

Associates a server farm with a virtual server.

Router (config-slb-vserver) #
sticky duration [group
group-id] [netmask
ip-netmask]

Ensures that connections from the same client use the same real
server.

Router (config-slb-vserver) #
replicate csrp sticky

Enables sticky replication.

Router (config-slb-vserver) #
replicate csrp connection

Enables connection replication.

Router (config-slb-vserver) #
inservice

Enables the virtual server for load balancing.

Router (config-module-csm)# ft  |Configures fault tolerance and enters the fault-tolerance

group group-idvlan vianid

submode.

Router (config-slb-ft)#
priority value

Sets the priority of the CSM-S.

Router (config-slb-ft)#
failover failover-time

Sets the time for a standby CSM-S to wait before becoming an
active CSM-S.

Router (config-slb-ft)#
preempt

Allows a higher priority CSM-S to take control of a fault-tolerant
group when it comes online.

This example shows how to set fault tolerance for connection redundancy:

Router (config-module-csm)# vserver VS_LINUX-TELNET

Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #
Router (config-slb-vserver) #

Router (config-slb-vserver) #

virtual 10.6.0.100 tcp telnet
serverfarm SF_NONAT

sticky 100 group 35

replicate csrp sticky
replicate csrp connection
inservice

exit

Router (config-module-csm)# £t group 90 vlan 111
Router (config-slb-ft)# priority 10

Router (config-slb-ft)# failover 3

Router (config-slb-ft)# preempt

(
(
(
(
(
(
Router (config-slb-vserver) #
(
(
(
(
(
(

Router (config-slb-ft)# exit

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note

0L-7030-01



| Chapter9

Configuring Redundancy

Synchronizing the Configuration W

Synchronizing the Configuration

You can synchronize the configuration between the active and standby CSM-S in a single chassis or in
separate chassis. Synchronization happens over the fault-tolerant VLAN.

Note

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 1
Step 2

Step 3

Traffic over the fault-tolerant VLAN uses broadcast packets; therefore, we recommend that you remove
all devices, other than those necessary for communication between the active and standby CSM-S, from

the fault-tolerant VLAN.

It is important that you follow the procedures in this section as described. If you do not enter the alt
standby_ip_address command on the active CSM-S (as described in Step 4 below) before you
synchronize the configuration, the VLAN IP addresses on the standby CSM-S will be removed.

To configure synchronization on the active CSM-S, perform this task:

Command

Purpose

Router# configure terminal

Enters router configuration mode.

Router (config)# module csm
slot-number

Specifies the slot number of the active CSM-S.

Router (config-module-csm) # vlan
vlan ID {client | server}

Configures the client-side and server-side VLAN.

Router (config-slb-vlan-client) #
ip addr active_ip_addr netmask
alt standby_ip_addr netmask

Configures an IP address to the CSM-S on this particular
VLAN. Enter the alt keyword to specify an alternate IP address
that is sent to the standby CSM-S.

Note If you do not enter the alt standby_ip_address
command on the active CSM-S before you synchronize
the configuration, the VLAN IP addresses on the

backup CSM-S will be removed

Router (config-slb-vlan-client) #
exit

Exits VLAN config mode.

Router (config-module-csm) # £t
group group-id vlan vianid

Configures fault tolerance and enters the fault-tolerance
submode.

Router (config-slb-ft)# priority
active_value alt standby_value

Sets the priority of the CSM-S. Enter the alt keyword to specify
an alternate priority value that is sent to the standby CSM-S.

To configure synchronization on the standby CSM-S, perform this task:

Command

Purpose

Router# configure terminal

Enters router configuration mode.

Router (config)# module csm
slot-number

Specifies the slot number of the standby CSM-S.

Router (config-module-csm) # £t
group group-idvlan vianid

Configures fault tolerance and specifies the fault tolerant
VLAN.
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To synchronize the configuration, perform this task on the active CSM-S:

Command Purpose

Router# hw-module csm Synchronizes the configuration. Enter this command every time
slot-number standby config-sync |yoy want to synchronize the configuration.

This example shows how to configure both the active and the standby CSM-S for synchronization:
e Active CSM-S:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Router (config) # module csm 5

Router (config-module-csm)# vlan 130 client

Router (config-slb-vlan-client)# ip addr 123.44.50.5 255.255.255.0 alt 123.44.50.7
255.255.255.0

Router (config-slb-vlan-client)# gateway 123.44.50.1

Router (config-slb-vlan-client)# exit

Router (config-module-csm)# vlan 150 server

Router (config-slb-vlan-server)# ip addr 123.46.50.6 255.255.255.0 alt 123.44.40.8
255.255.255.0

Router (config-slb-vlan-server)# alias 123.60.7.6 255.255.255.0

Router (config-slb-vlan-server)# route 123.50.0.0 255.255.0.0 gateway 123.44.50.1
Router (config-slb-vlan-server)# exit

Router (config-module-csm)# £t group 90 vlan 111

Router (config-slb-ft)# priority 10 alt 15

Router (config-slb-ft)# end

e Standby CSM-S:

Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # module csm 6
Router (config-module-csm)# ft group 90 vlan 111
Router (config-slb-ft)# end
This example shows how to synchronize the configuration between the active and standby CSM-Ss:

Router# hw-module csm 5 standby config-sync
%CSM_SLB-6-REDUNDANCY_INFO:Module 5 FT info:Active:Bulk sync started
%CSM_SLB-6-REDUNDANCY_INFO:Module 5 FT info:Active:Manual bulk sync completed

Configuring a Hitless Upgrade

A hitless upgrade allows you to upgrade to a new software version without major service disruption due
to the downtime for the upgrade. To configure a hitless upgrade, perform these steps:

Step1  If you have preempt enabled, turn it off.
Step2  Perform a write memory on the standby CSM-S.
Step3  Upgrade the standby CSM-S with the new release, and then reboot the CSM-S.

The standby CSM-S boots as standby with the new release. If you have sticky backup enabled, keep the
standby CSM-S in standby mode for at least 5 minutes.

Step4  Upgrade the active CSM-S.
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Step5 Reboot the active CSM-S.

When the active CSM-S reboots, the standby CSM-S becomes the new active CSM-S and takes over the
service responsibility.

Step6  The rebooted CSM-S comes up as the standby CSM.
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CHAPTER

Configuring Additional Features and Options

This chapter describes how to configure content switching and contains these sections:
e Configuring Session Persistence (Stickiness), page 10-1
e Configuring Route Health Injection, page 10-5
e Environmental Variables, page 10-8
e Configuring Persistent Connections, page 10-13
e HTTP Header Insert, page 10-14
e Configuring Global Server Load Balancing, page 10-15
¢ Configuring Network Management, page 10-20
e Configuring Server Application State Protocol, page 10-24
e Back-End Encryption, page 10-27

Configuring Session Persistence (Stickiness)

Session persistence (or stickiness) refers to the functionality of sending multiple (simultaneous or
subsequent) connections from the same client consistently to the same server. This is a typical
requirement in certain load-balancing environments.

Complete application transactions (such as browsing a website, selecting various items for purchase, and
then checking out) typically require multiple—sometimes hundreds or thousands—simultaneous or
subsequent connections. Most of these transactions generate and require temporary critical information.
This information is stored and modified on the specific server that is handling the transaction. For the
entire duration of the transaction, which may take from minutes to hours, the client has to be consistently
sent to the same server.

Multi-tier designs with a back-end shared database partially remove the problem, but a good stickiness
solution improves the performance of the application by relying on the local server cache. Using the local
server cache removes the requirement to connect to the database and get the transaction-specific
information each time that a new server is selected.

Uniquely identifying a client across multiple connections is the most difficult part of the stickiness
problem. Whatever might be the key information used to recognize and identify a client, the
load-balancing device must store that information and associate it with the server that is currently
processing the transaction.
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N

Note  The CSM-S can maintain a sticky database of 256.000 entries.

The CSM-S can uniquely identify the clients and perform stickiness with the following methods:
e Source IP address stickiness

The CSM-S can be configured to learn the entire source IP address (with a netmask of 32 bits) or
just a portion of it.

e SSL identification stickiness

When the client and servers are communicating over SSL, they maintain a unique SSL identification
number across multiple connections. SSL version 3.0 or TLS 1.0 specify that this identification
number must be carried in clear text. The CSM-S can use this value to identify a specific transaction,
but because this SSL ID can be renegotiated, it is not always possible to preserve stickiness to the
correct server. SSL ID-based stickiness is used to improve performance of SSL termination devices
by consistently allowing SSL ID reuse.

N

Note  When the CSM-S is used with the Catalyst 6500 SSL Module, SSL ID stickiness across SSL
ID renegotiation is possible because each Catalyst 6500 SSL Module inserts its MAC
address within the SSL ID, at a specific offset. This is configured through the ssl-sticky
command under the virtual server configuration submode.

Refer to the Catalyst 6500 Series Switch SSL Services Module Configuration Note,
Chapter 5 “Configuring Different Modes of Operation” for sticky connection configuration
information.

Refer to the Catalyst 6500 Series Switch Content Switching Module Command Reference for
information about the ssl-sticky command.

e Dynamic cookie learning

The CSM-S can be configured to look for a specific cookie name and automatically learn its value
either from the client request HTTP header or from the server “set cookie” message.

By default, the entire cookie value is learned by the CSM-S. This feature has been enhanced in
CSM-S software release 4.1.(1) by introducing an optional offset and length to instruct the CSM-S
to only learn a portion of the cookie value. See the “Cookie Sticky Offset and Length” section on
page 10-4.

Dynamic cookie learning is useful when dealing with applications that store more than just the
session ID or user ID within the same cookie. Only specific bytes of the cookie value are relevant
to stickiness.

CSM-S software release 4.1(1) also added the dynamic cookie stickiness feature that has the
capability to search for (and eventually learn or stick to) the cookie information as part of the URL.
(See the “URL-Learn” section on page 10-4.) URL learning is useful with applications that insert
cookie information as part of the HTTP URL. In some cases, this feature can be used to work around
clients that reject cookies.

e Cookie insert

The CSM-S inserts the cookie on behalf of the server, so that cookie stickiness can be performed
even when the servers are not configured to set cookies. The cookie contains information that the
CSM-S uses to ensure persistence to a specific real server.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
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Configuring Sticky Groups

Note

A

Configuring a sticky group involves configuring the sticky method (source IP, SSL ID, cookie) and
parameters of that group and associating it with a policy. The sticky timeout specifies the period of time
that the sticky information is kept in the sticky tables. The default sticky timeout value is 1440 minutes
(24 hours). The sticky timer for a specific entry is reset each time that a new connection matching that
entry is opened.

The sticky timer for a specific entry is reset from the point where the last session ends. This timeout
policy applies to sessions using IP_Sticky only. Sessions using other forms of persistence (for example,
cookie and url-hash) are not affected by this behavior.

Use this command to configure the sticky environment variable:

Router (config-module-csm) # variable NO_TIMEOUT_ IP_STICKY_ ENTRIES 1

Multiple policies or virtual servers potentially can be configured with the same sticky group. In that case,
the stickiness behavior applies to all connections to any of those policies or virtual servers. These
connections are also referred to as “buddy connections” because a client stuck to server A through policy
or virtual server 1 also will be stuck to the same server A through policy or virtual server 2, if both policy
or virtual server 1 and 2 are configured with the same sticky group.

Caution

When using the same sticky group under multiple policies or virtual servers, it is important to make sure
that all are using the same server farm or a different server farm with the same servers in it.

To configure sticky groups, perform this task:

Command Purpose

Router (config-module-csm) # sticky Ensures that connections from the same client
sticky-group-id {netmask netmask | cookie matching the same policy use the same real
name | ssl} [address [source | destination | server!

both]] [timeout sticky-timel :

1. The no form of this command restores the defaults.

This example shows how to configure a sticky group and associate it with a policy:

Router (config-module-csm)# sticky 1 cookie foo timeout 100
Router (config-module-csm)# serverfarm pl stick

Router (config-slb-sfarm)# real 10.8.0.18

Router (config-slb-real)# inservice

Router (config-slb-sfarm)# real 10.8.0.19

Router (config-slb-real)# inservice

Router (config-slb-real)# exit

Router (config-slb-sfarm)# exit

Router (config-module-csm) # policy policy sticky_ ck
Router (config-slb-policy)# serverfarm pl stick

Router (config-slb-policy)# sticky-group 1

Router (config-slb-policy)# exit

Router (config-module-csm) # vserver vs_sticky ck

Router (config-slb-vserver)# virtual 10.8.0.125 tcp 90
Router (config-slb-vserver)# slb-policy policy sticky_ ck
Router (config-slb-vserver)# inservice

Router (config-slb-vserver) # exit
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Cookie Insert

Use cookie insert when you want to use a session cookie for persistence if the server is not currently
setting the appropriate cookie. With this feature enabled, the CSM-S inserts the cookie in the response
to the server from the client. The CSM-S then inserts a cookie in traffic flows from a server to the client.

This example shows how to specify a cookie for persistence:

Cat6k-2 (config-module-csm) # sticky 5 cookie mycookie insert

Cookie Sticky Offset and Length

URL-Learn

The cookie value may change with only a portion remaining constant throughout a transaction between
the client and a server. The constant portion may be used to make persistent connections back to a
specific server. To stick or maintain the persistence of that connection, you can specify the portion of the
cookie that remains constant with the offset and length values of a cookie in the cookie offset num
[length num] command.

You specify the offset in bytes, counting from the first byte of the cookie value and the length (also in
bytes) that specifies the portion of the cookie that you are using to maintain the sticky connection. These
values are stored in the sticky tables.

The offset and length can vary from 0 to 4000 bytes. If the cookie value is longer than the offset but
shorter than the offset plus the length of the cookie, the CSM-S sticks the connection based on that
portion of the cookie after the offset.

This example shows how to specify set the cookie offset and length:

Cat6k-1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Cat6k-1(config)# module csm 4

Catb6k-1(config-module-csm)# sticky 20 cookie SESSION_ID

Cat (config-slb-sticky-cookie)# cookie offset 10 length 6

The URL-learn cookie sticky feature allows the CSM-S to capture the session information of the
set-cookie field or cookies embedded in URLs. The CSM-S creates a sticky table entry based on the
value of a specified cookie embedded in the set-cookie HTTP header of the server’s response.

When URL-learn is configured, the CSM-S can learn the cookie value in three different ways:
¢ Cookie message in the server to client direction
e Cookie in a client request
e Cookie value embedded in the URL

The behaviors in the first two bullets are already supported by the standard dynamic cookie learning
feature, and the behavior in the last bullet is added with the URL-learn feature.

In most cases, the client then returns the same cookie value in a subsequent HTTP request. The CSM-S
sticks the client to the same server based on that matching value. Some clients, however, disable cookies
in their browser making this type of cookie sticky connection impossible. With the new URL cookie
learn feature, the CSM-S can extract the cookie name and value embedded in the URL string. This
feature works only if the server has embedded the cookie into the URL link in the web page.
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If the client’s request does not carry a cookie, the CSM-S looks for the session ID string (?session-id=)
configured on the CSM-S. The value associated with this string is the session ID number that the CSM-S
looks for in the cache. The session ID is matched with the server where the requested information is
located and the client’s request is sent.

Because the session cookie and the URL session ID may be different, the Cisco 10S sticky id cookie
name command was updated. The example in this section shows the correct syntax.

The offset and length clauses were included in this updated command to support the cookie sticky offset
feature in this release. See the “Cookie Sticky Offset and Length” section on page 10-4.

Depending on client and server behavior and the sequence of frames, the same cookie value may appear
in the standard HTTP cookies appearing in the HTTP cookie, set-cookie headers, or cookies embedded
in URLs. The name of a cookie may be different from the URL depending on whether the cookie is
embedded in a URL or appears in an HTTP cookie header. The use of a different name for the cookie
and the URL occurs because these two parameters are configurable on the server and are very often set
differently. For example, the set-cookie name might be as follows:

Set-Cookie: session_cookie = 123

The URL might be as follows:

http://www.example.com/?session-1d=123

The name field in the sticky command specifies the cookie name that appears in the cookie headers. The
secondary session_id clause added to this command specifies the corresponding cookie name that
appears in the URL.

This example shows how to configure the URL learning feature:

Cat6k-1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Cat6k-1(config)# module csm 4

Cat6k-1(config-module-csm)# sticky 30 cookie session_cookie
Cat (config-slb-sticky-cookie)# cookie secondary session-id
Cat (config-slb-sticky-cookie) #

Configuring Route Health Injection

These sections describe how to configure route health injection (RHI):
e Understanding RHI, page 10-5
e Configuring RHI for Virtual Servers, page 10-7

Understanding RHI

These sections describe the RHI:
e RHI Overview, page 10-6
e Routing to VIP Addresses Without RHI, page 10-6
e Routing to VIP Addresses With RHI, page 10-7
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RHI Overview

Note

Note

e Understanding How the CSM-S Determines VIP Availability, page 10-7
e Understanding Propagation of VIP Availability Information, page 10-7

RHI allows the CSM-S to advertise the availability of a VIP address throughout the network. Multiple
CSM-S devices with identical VIP addresses and services can exist throughout the network. One CSM-S
can override the server load-balancing services over the other devices if the services are no longer
available on the other devices. One CSM-S also can provide the services because it is logically closer to
the client systems than other server load-balancing devices.

RHI is restricted to intranets because the CSM-S advertises the VIP address as a host route and most
routers do not propagate the host-route information to the Internet.

To enable RHI, configure the CSM-S to do the following:
e Probe real servers and identify available virtual servers and VIP addresses
e Advertise accurate VIP address availability information to the MSFC whenever a change occurs
A

Note At startup with RHI enabled, the CSM-S sends a message to the MSFC as each VIP address
becomes available.

The MSFC periodically propagates the VIP address availability information that RHI provides.

RHI is normally restricted to intranets; for security reasons, most routers do not propagate host-route
information to the Internet.

Routing to VIP Addresses Without RHI

Note

Without RHI, traffic reaches the VIP address by following a route to the client VLAN to which the VIP
address belongs. When the CSM-S starts up, the MSFC creates routes to client VLANS in its routing
table and shares this route information with other routers. To reach the VIP, the client systems rely on
the router to send the requests to the network subnet address where the individual VIP address lives.

If the subnet or segment is reachable but the virtual servers on the CSM-S at this location are not
operating, the requests fail. Other CSM-S devices can be at different locations. However, the routers send
the requests based on the logical distance to the subnet only.

Without RHI, traffic is sent to the VIP address without any verification that the VIP address is available.
The real servers attached to the VIP might not be active.

By default, the CSM-S will not advertise the configured VIP addresses.
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Routing to VIP Addresses With RHI

With RHI, the CSM-S sends advertisements to the MSFC when VIP addresses become available and
withdraws advertisements for VIP addresses that are no longer available. The router looks in the routing
table to find the path information it needs to send the request from the client to the VIP address. When
the RHI feature is turned on, the advertised VIP address information is the most specific match. The
request for the client is sent through the path where it reaches the CSM-S with active VIP services.

When multiple instances of a VIP address exist, a client router receives the information it needs
(availability and hop count) for each instance of a VIP address, allowing it to determine the best available
route to that VIP address. The router chooses the path where the CSM-S is logically closer to the client
system.

Note  With RHI, you must also configure probes because the CSM-S determines if it can reach a given VIP
address by probing all the real servers that serve its content. After determining if it can reach a VIP
address, the CSM-S shares this availability information with the MSFC. The MSFC, in turn, propagates
this VIP availability information to the rest of the intranet.

Understanding How the CSM-S Determines VIP Availability

For the CSM-S to determine if a VIP is available, you must configure a probe (HTTP, ICMP, Telnet, TCP,
FTP, SMTP, or DNS) and associate it with a server farm. When probes are configured, the CSM-S
performs these checks:

e Probes all real servers on all server farms configured for probing
e Identifies server farms that are reachable (have at least one reachable real server)
e Identifies virtual servers that are reachable (have at least one reachable server farm)

e Identifies VIPs that are reachable (have at least one reachable virtual server)

Understanding Propagation of VIP Availability Information

With RHI, the CSM-S sends advertisement messages to the MSFC containing the available VIP
addresses. The MSFC adds an entry in its routing table for each VIP address it receives from the CSM-S.
The routing protocol running on the MSFC sends routing table updates to other routers. When a VIP
address becomes unavailable, its route is no longer advertised, the entry times out, and the routing
protocol propagates the change.

Note For RHI to work on the CSM-S, the MSFC in the chassis in which the CSM-S resides must run Cisco 10S
Release 12.1.7(E) or later releases and must be configured as the client-side router.

Configuring RHI for Virtual Servers

To configure RHI for the virtual servers, perform these steps:

Step 1 Verify that you have configured the VLANs. See Chapter 4, “Configuring VLANs.”

Step2  Associate the probe with a server farm. See the “Configuring Probes for Health Monitoring” section on
page 11-1.
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Step3  Configure the CSM-S to probe real servers. See the “Configuring Probes for Health Monitoring”
section on page 11-1.

Step4  Enter the advertise active SLB virtual server command to enable RHI for each virtual server:

Router (config-module-csm)# vserver virtual_ server_name
Router (config-slb-vserver)# advertise active

This example shows how to enable RHI for the virtual server named vserverl:

Router (config-module-csm) # vserver vserverl
Router (config-slb-vserver)# advertise active

Environmental Variables

You can enable the environmental variables in the configuration with the variable name string
command. Table 10-1 describes the CSM-S environmental values.

Table 10-1 CSM-S Environmental Values

Name Default Valid Values Description
ARP_INTERVAL 300 Integer (15 to 31536000) |Time (in seconds) between ARP
requests for configured hosts.
ARP_LEARNED_INTERVAL 14400 Integer (60 to 31536000) |Time (in seconds) between ARP
requests for learned hosts.
ARP_GRATUITOUS_INTERVAL 15 Integer (10 to 31536000) |Time (in seconds) between
gratuitous ARP requests.
ARP_RATE 10 Integer (1 to 60) Seconds between ARP retries.
ARP_RETRIES 3 Integer (2 to 15) Count of ARP attempts before
flagging a host as down.
ARP_LEARN_MODE 1 Integer (0 to 1) Indicates whether the CSM-S learns

MAC addresses on responses only
(0) or all traffic (1).

ARP_REPLY_FOR_NO_INSERVICE_VIP D 0 Integer (0 to 1).

ADVERTISE_RHI_FREQ 10 Integer (1 to 65535) Frequency in second(s) that the
CSM-S uses to check for RHI
updates.

AGGREGATE_BACKUP_SF_STATE_TO_VS |0 Integer (O to 1) Specifies whether to include the

operational state of a backup server
farm into the state of a virtual

server.

COOKIE_INSERT _EXPIRATION_DATE Fri, 1 String (2 to 63 chars) Configures the expiration time and
Jan 2010 date for the HTTP cookie inserted
01:01:50 by the CSM-S.

GMT
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Table 10-1 CSM-S Environmental Values (continued)

Environmental Variables 1l

Default

Valid Values

Description

DEST_UNREACHABLE_MASK

65535

Integer (0 to 65535)

Bitmask defining which ICMP
destination unreachable codes are
to be forwarded.

FT_FLOW_REFRESH_INT

60

Integer (1 to 65535)

Interval for the fault-tolerant slow
path flow refresh in seconds.

HTTP_CASE_SENSITIVE_MATCHING

Integer (0 to 1)

Specifies whether the URL (cookie,
header) matching and sticky are to
be case sensitive.

HTTP_URL_COOKIE_DELIMITERS

[?7&H#+

String (1 to 64 chars)

Configures the list of delimiter
characters for cookies in the URL
string.

MAX_PARSE_LEN_MULTIPLIER

Integer (1 to 16)

Multiplies the configured
max-parse-len by this amount.

NAT_CLIENT_HASH_SOURCE_PORT

Integer (0 to 1)

Specifies whether to use the source
port to pick client NAT IP address.

ROUTE_UNKNOWN_FLOW_PKTS

Integer (0 to 1)

Specifies whether to route
non-SYN packets that do not match
any existing flows.

NO_RESET_UNIDIRECTIONAL_FLOWS

Integer (0 to 1)

Specifies, if set, that unidirectional
flows do not be reset when timed
out.

SWITCHOVER_RP_ACTION

Integer (0 to 1)

Specifies whether to recover (0) or
halt/reboot (1) after a supervisor
engine route processor switchover
occurs.

SWITCHOVER_SP_ACTION

Integer (0 to 1)

Specifies whether to recover (0) or
halt/reboot (1) after a supervisor
engine switch processor switchover
occurs.

SYN_COOKIE_INTERVAL

Integer (1 to 60)

Specifies the interval, in seconds, at
which a new syn-cookie key is
generated.

SYN_COOKIE_THRESHOLD

5000

Integer (0 to 1048576)

Specifies the threshold (in number
of pending sessions) at which
syn-cookie is engaged.

TCP_MSS_OPTION

1460

Integer (1 to 65535)

Specifies the maximum segment
size (MSS) value sent by CSM-S
for Layer 7 processing.

TCP_WND_SIZE_OPTION

8192

Integer (1 to 65535)

Specifies the window size value
sent by CSM-S for Layer 7
processing.
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Table 10-1 CSM-S Environmental Values (continued)

Name Default Valid Values Description

VSERVER_ICMP_ALWAYS_RESPOND false String (1 to 5 chars) If “true,” respond to ICMP probes
regardless of virtual server state.

XML_CONFIG_AUTH_TYPE Basic String (5 to 6 chars) Specifies the HTTP authentication

type for xml-config: Basic or
Digest.

This example shows how to display the environmental variables in the configuration:

Router# show mod csm 5 variable

variable

ARP_INTERVAL
ARP_LEARNED_INTERVAL
ARP_GRATUITOUS_INTERVAL
ARP_RATE

ARP_RETRIES
ARP_LEARN_MODE
ARP_REPLY_FOR_NO_INSERVI
ADVERTISE_RHI_FREQ

AGGREGATE_BACKUP_SF_STATE_TO_VS

DEST_UNREACHABLE_MASK
FT_FLOW_REFRESH_INT
GSLB_LICENSE_KEY
HTTP_CASE_SENSITIVE_MATC
MAX_PARSE_LEN_MULTIPLIER
NAT_CLIENT_HASH SOURCE_P
ROUTE_UNKNOWN_FLOW_PKTS
NO_RESET_UNIDIRECTIONAL_.
SYN_COOKIE_INTERVAL
SYN_COOKIE_THRESHOLD
TCP_MSS_OPTION
TCP_WND_SIZE_OPTION
VSERVER_ICMP_ALWAYS_RESP
XML_CONFIG_AUTH_TYPE
Cat6k-2#

CE_VIP

HING

ORT

FLOWS

OND

10
0

Oxffff

60

(no valid license)

1
1
0
0
0

3

5000
1460
8192
false

Basic

To display all information for the current set of environmental variables in the configuration, use the
show module csm slot variable [detail] command as follows:

Cat6k-2# show mod csm 5 variable detail

Name : ARP_INTERVAL Right
Value:300
Default:300

S:RW

Valid values:Integer (15 to 31536000)

Description:

Time (in seconds) between ARPs for configured hosts

Name : ARP_LEARNED_INTERVAL Rights:RW

Value:14400
Default:14400

Valid values:Integer (60 to 31536000)

Description:

Time (in seconds) between ARPs for learned hosts

Name : ARP_GRATUITOUS_INTERVAL Rights:RW

Value:15
Default:15
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Valid values:Integer (10 to 31536000)
Description:
Time (in seconds) between gratuitous ARPs

Name:ARP_RATE Rights:RW
Value:10

Default:10

Valid values:Integer (1 to 60)
Description:

Seconds between ARP retries

Name :ARP_RETRIES Rights:RW

Value:3

Default:3

Valid values:Integer (2 to 15)

Description:

Count of ARP attempts before flagging a host as down

Name : ARP_LEARN_MODE Rights:RW

Value:1

Default:1

Valid values:Integer (0 to 1)

Description:

Indicates whether CSM-S learns MAC address on responses only (0) or all traffic (1)

Name : ARP_REPLY_FOR_NO_INSERVICE_VIP Rights:RW

Value: 0

Default:0

Valid values:Integer (0 to 1)

Description:

Whether the CSM-S would reply to ARP for out-of-service vserver

Name : ADVERTISE_RHI_FREQ Rights:RW

Value:10

Default:10

Valid values:Integer (1 to 65535)

Description:

The frequency in second(s) the CSM-S will check for RHI updates

Name : AGGREGATE_BACKUP_SF_STATE_TO_VS Rights:RW

Value:0

Default:0

Valid values:Integer (0 to 1)

Description:

Whether to include the operational state of a backup serverfarm into the state of a
virtual server

Name : DEST_UNREACHABLE_MASK Rights:RW

Value:0xffff

Default:65535

Valid values:Integer (0 to 65535)

Description:

Bitmask defining which ICMP destination unreachable codes are to be forwarded

Name: FT_FLOW_REFRESH_INT Rights:RW
Value:60

Default:60

Valid values:Integer (1 to 65535)
Description:

FT slowpath flow refresh interval in seconds

Name :GSLB_LICENSE_KEY Rights:RW
Value: (no valid license)
Default: (no valid license)

[ oL-7030-01

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note g



Chapter 10 Configuring Additional Features and Options |

B Environmental Variables

Valid values:String (1 to 63 chars)
Description:
License key string to enable GSLB feature

Name : HTTP_CASE_SENSITIVE_MATCHING RightS:RW

Value:1

Default:1

Valid values:Integer (0 to 1)

Description:

Whether the URL (Cookie, Header) matching and sticky to be case sensitive

Name :MAX_PARSE_LEN_MULTIPLIER Rights:RW

Value:1

Default:1

Valid values:Integer (1 to 16)

Description:

Multiply the configured max-parse-len by this amount

Name : NAT_CLIENT_HASH_SOURCE_PORT Rights:RW

Value:0

Default:0

Valid values:Integer (0 to 1)

Description:

Whether to use the source port to pick client NAT IP address

Name : ROUTE_UNKNOWN_FLOW_PKTS Rights:RW

Value: 0

Default:0

Valid values:Integer (0 to 1)

Description:

Whether to route non-SYN packets that do not matched any existing flows

Name :NO_RESET_UNIDIRECTIONAL_FLOWS Rights:RW

Value:0

Default:0

Valid values:Integer (0 to 1)

Description:

If set, unidirectional flows will not be reset when timed out

Name: SYN_COOKIE_INTERVAL Rights:RW

Value:3

Default:3

Valid values:Integer (1 to 60)

Description:

The interval, in seconds, at which a new syn-cookie key is generated

Name : SYN_COOKIE_THRESHOLD Rights:RW

Value:5000

Default:5000

Valid values:Integer (0 to 1048576)

Description:

The threshold (in number of pending sessions) at which syn-cookie is engaged

Name : TCP_MSS_OPTION Rights:RW

Value:1460

Default:1460

Valid values:Integer (1 to 65535)

Description:

Maximum Segment Size (MSS) value sent by CSM-S for L7 processing

Name : TCP_WND_SIZE_OPTION Rights:RW
Value:8192

Default:8192

Valid values:Integer (1 to 65535)
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Description:
Window Size value sent by CSM-S for L7 processing

Name : VSERVER_ICMP_ALWAYS_RESPOND Rights:RW

Value: false

Default:false

Valid values:String (1 to 5 chars)

Description:

If "true" respond to ICMP probes regardless of vserver state

Name : XML,_CONFIG_AUTH_TYPE Rights:RW

Value:Basic

Default:Basic

Valid values:String (5 to 6 chars)

Description:

HTTP authentication type for xml-config:Basic or Digest

Configuring Persistent Connections

The CSM-S allows HTTP connections to be switched based on a URL, cookies, or other fields contained
in the HTTP header. Persistent connection support in the CSM-S allows for each successive HTTP
request in a persistent connection to be switched independently. As a new HTTP request arrives, it may
be switched to the same server as the prior request, it may be switched to a different server, or it may be
reset to the client preventing that request from being completed.

As of software release 2.1(1), the CSM-S supports HTTP 1.1 persistence. This feature allows browsers
to send multiple HTTP requests on a single persistent connection. After a persistent connection is
established, the server keeps the connection open for a configurable interval, anticipating that it may
receive more requests from the same client. Persistent connections eliminate the overhead involved in
establishing a new TCP connection for each request.

HTTP 1.1 persistence is enabled by default on all virtual servers configured with Layer 7 policies. To
disable persistent connections, enter the no persistent rebalance command. To enable persistent
connections, enter the persistent rebalance command.

This example shows how to configure persistent connections:

Router# configure terminal

Enter configuration commands, one per line. End with
CNTL/Z.

Router (config)# mod csm 2

111 configuring serverfarm

Router (config-module-csm) # serverfarm sf3

Router (config-slb-sfarm)# real 10.1.0.105

Router (config-slb-real)# inservice

111 configuring vserver

Router (config-slb-real) # vserver vs3

Router (config-slb-vserver)# virtual 10.1.0.83 tcp 80
Router (config-slb-vserver)# persistent rebalance
Router (config-slb-vserver) # serverfarm sf3
Router (config-slb-vserver)# inservice
Router (config-slb-vserver)# end
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HTTP Header Insert

The HTTP header insert feature provides the CSM-S with the ability to insert information, such as the
client’s IP address, into the HTTP header. This feature is useful in situations where the CSM-S is
performing source NAT and the application on the server side still requires visibility to the original
source IP.

The CSM-S can insert the source IP address from the client into the header in the client-to-server
direction.

Use the insert protocol http header name header-value value command to insert information into the
HTTP header.

e name—Literal name of the generic field in the HTTP header. The name is a string with a range from
1 to 63 characters.

¢ value—Specifies the literal header value string to insert in the request.

You can also use the %is and %id special parameters for the header values. The %is value inserts
the source IP into the HTTP header and the %id value inserts the destination IP into the header. Each
special parameter may only be specified once per header map.

N

Note A header map may contain multiple insert headers. If you insert header values that are made
of multiple keywords that include spaces, you must use double quotes around the entire
expression.

When configuring HTTP header insert, you must use a header map and a policy. You cannot use the
default policy for HTTP header insert to work.

This example shows how to specify header fields and values to search upon a request:

Catb6k-2 (config-module-csm) # natpool TESTPOOL 10.10.110.200 10.10.110.210 netmask
255.255.255.0

|

Catb6k-2 (config-module-csm) # map HEADER-INSERT header

Catb6k-2 (config-slb-map-header)# insert protocol http header Source-IP header-value %is
Cat6k-2 (config-slb-map-header)# insert protocol http header User-Agent header-value
"MyBrowser 1.0"

|

Cat6k-2(config-module-csm)# real SERVER1

Cat6k-2(config-slb-real)# address 10.10.110.10

Cat6k-2(config-slb-real)# inservice

Cat6k-2 (config-module-csm)# real SERVER2

Cat6k-2(config-slb-real)# address 10.10.110.20

Cat6k-2 (config-slb-real) # inservice

|

Cat6k-2 (config-module-csm) # serverfarm FARM-B

Catb6k-2 (config-slb-sfarm)# nat server

Cat6k-2 (config-slb-sfarm)# nat client TESTPOOL

Cat6k-2 (config-slb-real)# real name SERVER1

Cat6k-2 (config-slb-real)# inservice

Cat6k-2 (config-slb-real)# real name SERVER2

Cat6k-2 (config-slb-real)# inservice

|

Cat6k-2 (config-module-csm)# policy INSERT

Cat6k-2(config-slb-policy)# header-map HEADER-INSERT

Cat6k-2(config-slb-policy)# serverfarm FARM-B

I

Cat6k-2 (config-module-csm)# vserver WEB

Cat6k-2(config-slb-vserver)# wvirtual 10.10.111.100 tcp www
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Cat6k-2 (config-slb-vserver)# persistent rebalance
Cat6k-2 (config-slb-vserver)# slb-policy INSERT
Catb6k-2 (config-slb-vserver)# inservice

Configuring Global Server Load Balancing

This section contains the CSM global server load-balancing (GSLB) advanced feature set option and
instructions for its use. You should review the terms of the software license agreement in the “Licenses”
section on page xxvi in the Preface and on the back of the title page carefully before using the advanced
feature set option.

Note By downloading or installing the software, you are consenting to be bound by the license agreement. If
you do not agree to all of the terms of this license, then do not download, install, or use the software.

Using the GSLB Advanced Feature Set Option

To enable GSLB, perform this task in privileged mode:

Command Purpose

Router# config t Enters the configuration mode and enters CSM-S
Router (config)# mod csm 5 configuration mode for the specific CSM-S (for
example, module 5, as used here).

Router (config-module-csm)# variable name value Enables GSLB by using the name and value
provided as follows:
Name= '
Value=

Router (config-module-csm) # exit Exits CSM-S module configuration mode and saves

Router (config)# write mem the configuration changes.

Router#:hw-module slot number reset Reboots your CSM-S to activate changes.

1. GSLB requires a separately purchased license. To purchase your GSLB license, contact your Cisco representative.

Table 10-2 lists the GSLB environmental values used by the CSM-S.

Table 10-2 GSLB Environmental Values

Name Default Valid Values Description
GSLB_LICENSE_KEY (no valid |String (1 to 63 chars) License key string to enable GSLB
license) feature.

GSLB_KALAP_UDP_PORT 5002 Integer (1 to 65535) Specifies the GSLB KAL-AP UDP
port number.

GSLB_KALAP_PROBE_FREQ 45 Integer (45 to 65535) Specifies the frequency of the
GSLB KAL-AP probes.

GSLB_KALAP_PROBE_RETRIES 3 Integer (1 to 65535) Specifies the maximum retries for
GSLB KAL-AP probes.
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Table 10-2 GSLB Environmental Values (continued)

Name Default Valid Values Description
GSLB_ICMP_PROBE_FREQ 45 Integer (45 to 65535) Specifies the frequency of the
GSLB ICMP probes.
GSLB_ICMP_PROBE_RETRIES 3 Integer (1 to 65535) Specifies the maximum retries for
GSLB ICMP probes.
GSLB_HTTP_PROBE_FREQ 45 Integer (45 to 65535) Specifies the frequency of the
GSLB HTTP probes.
GSLB_HTTP_PROBE_RETRIES 3 Integer (1 to 65535) Specifies the maximum retries for
the GSLB HTTP probes.
GSLB_DNS_PROBE_FREQ 45 Integer (45 to 65535) Specifies the frequency of the
GSLB DNS probes.
GSLB_DNS_PROBE_RETRIES 3 Integer (1 to 65535) Specifies the maximum retries for
GSLB DNS probes.

Configuring GSLB

GSLB performs load balancing between multiple, dispersed hosting sites by directing client connections
through DNS to different server farms and real servers based on load availability. GSLB is performed
using access lists, maps, server farms, and load-balancing algorithms. Table 10-3 provides an overview
of what is required for a GSLB configuration on the CSM-S.

Table 10-3 GSLB Operations

Client Request (From) Domain (For) Server farm (To) Algorithm (Method)

Access lists can be used to
filter incoming DNS
requests, and policies are
used to associate the
configured maps, client
groups, and server farms for
incoming DNS requests.

A map is configured to specify
the domain names that client
requests must match. Regular
expression syntax is supported.

A server farm specifies a
group of real servers where
information is located that
satisfies the client’s request.

The GSLB probe is available
for determining the
availability of a target real
server, using the probe type

. configured on the real server.
For example, domain names are

cnn.com or yahoo.com that a
client request must be matched

GSLB server farm predictors
are round-robin least load,

against. If the domain name
matches the specified map of a
policy, the primary server farm
is queried for a real server to
respond to the request.

ordered list, hash address
source, hash domain, and hash
domain address source.

Figure 10-1 shows a basic configuration for GSLB.
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Figure 10-1 Global Server Load Balancing Configuration
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In Figure 10-1, these guidelines apply to the configuration task and example:
e CSM-S 1 does both GSLB and SLB, while CSM-S 2 and CSM-S 3 only do SLB.

e (CSM-S 1 has both a virtual server for SLB (where the real servers in the server farm are the IP
addresses of the local servers) and a virtual server for GSLB.

e The DNS policy uses a primary server farm (where one of the real servers is local and the other two
real servers are virtual servers configured on CSM-S 2 and CSM-S 3).

¢ Probes should be added for both the remote locations and the local real and virtual server.

e DNS requests sent to a CSM-S 1 management IP address (a CSM-S 1 VLAN address or alias IP)
will receive as a response one of the three real server IPs configured in the server farm GSLBFARM.

To configure GSLB, perform this task:

Command Purpose

Step 1 Router (config-slb-vserver) # Creates a server farm to associate with the virtual server.
serverfarm serverfarm-name

Step2  Router (config-module-csm) # Identifies a virtual server for SLB on CSM-S 1 and enters the
vserver virtserver-name virtual server submode.

Step3  Router (config-slb-vserver)# Configures the virtual server attributes.

virtual ip-address [ip-mask]
protocol port-number [service

ftp]

Step4  Router (config-slb-vserver)# Enables the virtual server for load balancing.
inservice

Step5  Router (config-module-csm)# Identifies a virtual server for GSLB and enters the virtual server
vserver virtserver-name dns Submode
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Step 6

Step 7

Step 8

Step 9

Step 10
Step 11
Step 12
Step 13
Step 14
Step 15

Step 16

Step 17

Step 18

Step 19
Step 20

Step 21

Step 22

Step 23

Step 24

Command

Purpose

Router (config-slb-vserver) #
dns-policy [group group-id]
[netmask ip-netmask]

Ensures that connections from the same client use the same server
farm.

Router (config-slb-vserver) #
inservice

Enables the virtual server for GSLB.

Router (config-module-csm) #
serverfarm GSLBFARM dns-vip

Creates and names the GSLBFARM server farm (which is
actually a forwarding policy) and enters server farm
configuration mode.

Router (config-slb-sfarm) #
predictor hash address source

Configures the hash address source for the load-balancing
predictor for the server farm.

Router (config-module-csm) #
real ip-addres

Identifies the alias IP address of the real server and enters real
server configuration submode.

Router (config-slb-real) #
inservice

Enables the virtual server for load balancing.

Router (config-module-csm) #
map dns-map-name dns

Configures a DNS map.

Router (config-dns-map) # match
protocol dns domain name

Adds a DNS name to the DNS map.

Router (config-module-csm) #
policy policy name

Configures a policy.

Router (config-slb-policy)#
dns map map_name

Adds the DNS map attribute to the policy.

Router (config-slb-policy) #
serverfarm primary-serverfarm
[backup sorry-serverfarm
[sticky]]

Associate the server farm with the policy.

Router (config-module-csm) #
vserver virtserver-name

Configures a virtual server on CSM-S 2 and enters the virtual
server submode.

Router (config-slb-vserver) #
virtual ip-address [ip-mask]
protocol port-number [service
ftp]

Configures the virtual server attributes.

Router (config-slb-vserver) #
serverfarm serverfarm-name

Associates a server farm with the virtual server.

Router (config-slb-vserver) #
inservice

Enables the virtual server for load balancing.

Router (config-module-csm) #
vserver virtserver-name

Configures a virtual server on CSM-S 3 and enters the virtual
server submode.

Router (config-slb-vserver) #
virtual ip-address [ip-mask]
protocol port-number [service
ftp]

Configures the virtual server attributes.

Router (config-slb-vserver) #
serverfarm serverfarm-name

Associates a server farm with the virtual server.

Router (config-slb-vserver) #
inservice

Enables the virtual server for load balancing.
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This example shows how to configure GSLB:

On CSM1:

Router (config-module-csm) # serverfarm WEBFARM
Router (config-slb-sfarm)# predictor round-robin
Router (config-slb-sfarm)# real 3.5.5.5

Router (config-slb-real)# inservice

Router (config-slb-real) # inservice
Router (config-slb-real)# exit

(
(
(
(
Router (config-slb-sfarm)# real 3.5.5.6
(
(
(

Router (config-slb-sfarm)# exit

Router
Router
Router

Router

config-module-csm)# vserver WEB
config-slb-vserver)# virtual 10.10.10.10 tcp www
config-slb-vserver)# serverfarm WEBFARM
config-slb-vserver)# inservice

Router (config-module-csm)# serverfarm GSLBSERVERFARM dns-vip
Router (config-slb-sfarm)# predictor round-robine

Router (config-slb-sfarm)# real 10.10.10.10

Router (config-slb-real) # inservice

Router (config-slb-real)# exit

Router (config-slb-real)# inservice

Router (config-slb-real) # exit

Router (config-slb-sfarm)# real 30.30.30.30
Router (config-slb-real)# inservice

(
(
(
(
(
Router (config-slb-sfarm)# real 20.20.20.20
(
(
(
(
(

Router (config-slb-real) # exit

Router (config-module-csm)# map MAP1l dns
Router (config-dns-map) # match protocol dns domain foobar.com
Router (config-dns-map) # exit

Router (config-module-csm) #
Router (config-slb-policy)#
Router (config-slb-policy)#
Router (config-slb-policy)#

policy DNSPOLICY dns

dns map MAP1

serverfarm primary GSLBSERVERFARM ttl 20 responses 1
exit

Router (config-module-csm)# vserver DNSVSERVER dns
Router (config-slb-vserver)# dns-policy DNSPOLICY
Router (config-slb-vserver)# inservice

On CSM-S 2:

Router (config-module-csm)# serverfarm WEBFARM
Router (config-slb-sfarm)# predictor round-robin
Router (config-slb-sfarm)# real 4.5.5.5

Router (config-slb-real)# inservice

Router (config-slb-real)# inservice
Router (config-slb-real) # exit

(
(
(
(
Router (config-slb-sfarm)# real 4.5.5.6
(
(
(

Router (config-slb-sfarm)# exit

Router (config-module-csm) # vserver WEB

Router (config-slb-vserver) #s erverfarm WEBFARM

(

Router (config-slb-vserver)# wvirtual 20.20.20.20 tcp www
(
(

Router (config-slb-vserver)# inservice

On CSM-S 3:

Router (config-module-csm) # serverfarm WEBFARM

Router (config-slb-sfarm)# real 5.5.5.5

(

Router (config-slb-sfarm)# predictor round-robin
(
(

Router (config-slb-real)# inservice
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Router (config-slb-sfarm)# real 5.5.5.6

Router (config-slb-real)# inservice

Router (config-slb-real)# exit

Router (config-slb-sfarm)# exit

Router (config-module-csm) # vserver WEB

Router (config-slb-vserver)# virtual 30.30.30.30 tcp www
Router (config-slb-vserver) # serverfarm WEBFARM

Router (config-slb-vserver)# inservice

Configuring Network Management

This section describes how to manage the CSM-S on the network and contains these sections:
e Configuring SNMP Traps for Real Servers, page 10-20
e Configuring the XML Interface, page 10-20

Configuring SNMP Traps for Real Servers

When enabled, an SNMP trap is sent to an external management device each time that a real server
changes its state (for example, each time that a server is taken in or out of service). The trap contains an
object identifier (OID) that identifies it as a real server trap.

Note  The real server trap OID is 1.3.6.1.4.1.9.9.161.2

The trap also contains a message describing the reason for the server state change.

Use the snmp-server enable traps slb ft command to enable or disable fault-tolerant traps associated
with the SLB function of the Catalyst 6500 series switch. A fault-tolerant trap deals with the
fault-tolerance aspects of SLB. For example, when fault-tolerant traps are enabled and the SLB device
detects a failure in its fault-tolerant peer, it sends an SNMP trap as it transitions from standby to active.

To configure SNMP traps for real servers, perform this task:

Command Purpose

Step1  Router (config)# smmp-server |Defines a password-like community string sent with the
community public notification operation. The example string is public.

Step2  Router (config)# snmp-server |Defines the IP address of an external network management device
host host-addr to which traps are sent.

Step3  Router (config)# smnmp-server |Enables SNMP traps for real servers'.

enable traps slb csrp

1. The no form of this command disables the SNMP fault-tolerant traps feature.

Configuring the XML Interface

In previous releases, the only method available for configuring the CSM-S was the Cisco IOS CLI. With
XML, you can configure the CSM-S using a Document Type Definition or DTD. (See Appendix D,
“CSM XML Document Type Definition” for a sample of an XML DTD.)
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These guidelines apply to XML for the CSM-S:

Up to five concurrent client connections are allowed.

The XML configuration is independent of the IP SLB mode with the following exception: The
csm_module slot='x' sense="no command does have the desired effect and generates an XML error.

Pipelined HTTP posts are not supported.
There is a 30-second timeout for all client communication.
Bad client credentials cause a message to be sent to the Cisco IOS system log.

A single CSM-S can act as proxy for other CSM-S configurations by specifying a different slot
attribute.

When you enable this feature, a network management device may connect to the CSM-S and send the
new configurations to the device. The network management device sends configuration commands to the
CSM-S using the standard HTTP protocol. The new configuration is applied by sending an XML
document to the CSM-S in the data portion of an HTTP POST.

This example shows an HTTP conversation:

khkkkkkkk Client *EFAKkkkkkkkkkk

POST /xml-config HTTP/1.1
Authorization: Basic VTpQ
Content-Length: 95

<?xml version="1.0"?>

<config><csm_module slot="4"><vserver name="FOO"/></csm_module></config>
* ok ok k ok ok kk Server Kk hkkkkkhkkhkkkkkkk

HTTP/1.1 200 OK

Content-Length: 21

<?xml version="1.0"?>

* ok ok kk ok ok ok Client Kk hkhkhkkkkhkkkkkkk
POST /xml-config HTTP/1.1
Content-Length: 95

<?xml version="1.0"?>

<config><csm_module slot="4"><vserver name="FOO"/></csm_module></config>
* ok ok kk ok ok ok Server Kk hkhkhkkkkhkkkkkkk

HTTP/1.1 401 Unauthorized

Connection: close

WWW-Authenticate: Basic realm=/xml-config

Table 10-4 lists the supported HTTP return codes.

Table 10-4 HTTP Return Codes for XML

Return Code Description

200 OK

400 Bad Request

401 Unauthorized (credentials required, but not provided)

403 Forbidden (illegal credentials submitted; syslog also generated)

404 Not Found (“/xml-config” not specified)

408 Request Time-out (more than 30 seconds has passed waiting on receive)
411 Missing Content-Length (missing or zero Content-Length field)

500 Internal Server Error
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Note

Step 1

Step 2

Step 3

Step 4

Table 10-4 HTTP Return Codes for XML (continued)

Return Code Description

501 Not Implemented (“POST” not specified)

505 HTTP Version Not Supported (“1.0” or “1.1” not specified)

These HTTP headers are supported:
¢ Content-Length (nonzero value required for all POSTs)
e Connection (close value indicates that a request should not be persistent)
e WWW-Authenticate (sent to client when credentials are required and missing)
e Authorization (sent from client to specify basic credentials in base 64 encoding)

For the XML feature to operate, the network management system must connect to a CSM-S IP address,
not to a switch interface IP address.

Because the master copy of the configuration must be stored in Cisco IOS software, as it is with the CLI
when XML configuration requests are received by the CSM-S, these requests must be sent to the
supervisor engine.

XML configuration allows a single CSM-S to act as proxy for all the CSMs in the same switch chassis.
For example, an XML page with configuration for one CSM-S may be successfully posted through a
different CSM-S in the same switch chassis.

The Document Type Description (DTD), now publicly available, is the basis for XML configuration
documents that you create. (See Appendix D, “CSM XML Document Type Definition.””) The XML
documents are sent directly to the CSM-S in HTTP POST requests. To use XML, you must create a
minimum configuration on the CSM-S in advance, using the Cisco IOS CLI. Refer to the Catalyst 6500
Series Content Switching Module Command Reference for information on the xml-config command.

The response is an XML document mirroring the request with troublesome elements flagged with
child-error elements and with an error code and error string. You can specify which types of errors
should be ignored by using an attribute of the root element in the XML document.

In addition to the ability to enable and disable the TCP port, security options for client access lists and
HTTP authentication are supported.

To configure XML on the CSM, perform this task:

Command Purpose

Router (config-module-csm)# module csm |Specifies the module and slot number.
slot

Router (config-module-csm)# xml-config Enables XML on the CSM and enters the XML
configuration mode.

Router (config-slb-xml)# port (Optional) Specifies the TCP port where the CSM
port-number HTTP server listens.
Router (config-slb-xml) # vlan id (Optional) Restricts the CSM HTTP server to accept

connections only from the specified VLAN.
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Command Purpose
Step5  Router (config-slb-xml)# client-group (Optional) Specifies that only connections sourced
[1-99 | name] from an IP address matching a client group are accepted

by the CSM XML configuration interface.

Step6  Router (config-slb-xml)# credentials (Optional) Configures one or more username and

user-name password password password combinations. When one or more credentials
commands are specified, the CSM HTTP server
authenticates user access using the basic authentication
scheme described in RFC 2617.

Step7  Router(config-slb-xml)# inservice Enables the XML interface.

Step8 Router# show module csm 4 xml stats Displays a list of XML statistics.

Note  The statistics counters are 32 bit.

This example shows how to configure XML on the CSM:

Router (config-module-csm)# configure terminal
Router (config-module-csm)# module csm 4
Router (config-module-csm) # xml-config
Router (config-slb-xml)# port 80
Router (config-slb-xml)# wvlan 200
Router (config-slb-xml)# credentials eric password @#S#%3%@
Router (config-slb-xml)# inservice
Router# show module csm 4 xml stats
XML config: inservice, port = 80, vlan = 10 (10.0.0.247), client list = <none>
connection stats:
current = 0, total = 3
failed = 3, security failed =
requests: total = 5, failed = 3
Router#

0

When an untolerated XML error occurs, the HTTP response contains a 200 code. The portion of the
original XML document with the error is returned with an error element that contains the error type and
description.

This example shows an error response to a condition where a virtual server name is missing:

<?xml version="1.0"?>
<config>

<csm_module slot="4">

<vserver>

<error code="0x20">Missing attribute name in element
vserver</error>

</vserver>

</csm_module>
</config>

The error codes returned also correspond to the bits of the error-tolerance attribute of the configuration
element. The following list contains the returned XML error codes:

XML_ERR_INTERNAL = 0x0001,
XML_ERR_COMM_FAILURE = 0x0002,
XML_ERR_WELLFORMEDNESS = 0x0004,
XML_ERR_ATTR_UNRECOGNIZED = 0x0008,
XML_ERR_ATTR_INVALID = 0x0010,
XML_ERR_ATTR_MISSING = 0x0020,
XML_ERR_ELEM_UNRECOGNIZED = 0x0040,
XML_ERR_ELEM_INVALID = 0x0080,
XML_ERR_ELEM_MISSING = 0x0100,
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XML_ERR_ELEM_CONTEXT = 0x0200,
XML_ERR_TOS_PARSER = 0x0400,
XML_ERR_IOS_MODULE_IN_USE = 0x0800,
XML_ERR_IOS_WRONG_MODULE = 0x1000,
XML_ERR_TIOS_CONFIG = 0x2000

The default error_tolerance value is 0x48, which corresponds to ignoring unrecognized attributes and
elements.

Configuring Server Application State Protocol

The Server Application State Protocol (SASP) allows the CSM-S to receive traffic weight
recommendations from Workload Managers (WMs) register with the WMs, and enable the WMs to
suggest new load-balancing group members to the CSM-S.

SASP is supported on Cisco IOS Release 12.1(13)E3 or later releases and a Cisco IOS release supporting
4.1.2 or later releases is required.

To configure SASP, you must associate a special bind_id with a server farm (for example, a SASP group)
and a DFP agent (for example, a SASP Global Workload Manager [GWM]).

Configuring SASP Groups

A SASP group is equivalent to a server farm on the CSM-S. Use the serverfarm configuration command
to configure the group. The members of the group are all the real servers configured under the server
farm. To associate this group with a GWM, assign a SASP bind_id that matches the GWM. To configure
SASP groups, use the bindid command when you are in the serverfarm configuration submenu as
follows:

Router (config-slb-sfarm)# bindid 7

Configuring a GWM

A GWM is configured as a DFP agent. To configure a GWM, you must enter the DFP submenu under
the CSM-S configuration command. This example shows how to configure the GWM as a DFP agent:

Router (config-slb-dfp)# agent ip.address port bind id

Note  The CLI allows you to not enter a bind_id. However, the bind_id is required for the configuration of this
agent as a GWM. The CLI describes the bind_id keyword as an “activity timeout” or a “keepalive.” It
also allows you to enter two additional values. Do not enter any additional values unless you are
troubleshooting an SASP environment.

Alternatively, the GWM can be configured as follows:

Router (config-slb-dfp)# agent ip.address port bind id flags

or

Router (config-slb-dfp)# agent ip.address port bind id flags keep-alive-interval
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The keepalive interval is a number that represents seconds and defaults to 180. The flags control how the
CSM-S registers with the GWM. The default value is zero. See Table 10-5 for the meaning of the flags.

Table 10-5 SASP Flags

Flags Value Meaning
0 Uses the CSM-S default registration flags (37).

32 Specifies the default load-balancing registration of the GWM. The load balancer sends a “Get Weights”
message to get the new weights and pulls the weights from the GWM.

The GWM must include the weights of all group members when sending the weights to this load balancer
(including members whose weights have not changed).

33 Specifies that the load balancer should receive weights through the ‘Send Weights” message. (The GWM
pushes weights to the load balancer.)

34 Allows the GWM to trust any member-initiated registration and deregistration and immediately updates the
registration or deregistration in the weights sent.

35 Same as 33 and 34.

36 Specifies that the GWM must not include members whose weights have not changed since the last time
period.

37 Same as 33 and 36.

38 Same as 34 and 36.

39 Same as 33, 34, and 36.

Configuring Alternate bind_ids

By default, one bind_id is configured to be a SASP bind_id, 65520. The first bind_id can be any value
between 1 and 65525. This example shows how to set the bind_id through the CSM-S configuration
command:

Router (config-module-csm) # wvariable SASP_FIRST_BIND_ID value
The maximum number of bind_ids that can be used with SASP is eight, which is also the maximum

number of supported GWMs. The maximum number of bind_ids can be any value between 0 and 8. This
example shows how to set the maximum number of SASP bind_ids in use:

Router (config-module-csm) # variable SASP_GWM_BIND_ID_MAX value

~

Note  Restart the CSM-S after modifying one of these environment variables.

Configuring a Unique ID for the CSM-S

By default, the CSM-S has a unique identifying string of “Cisco-CSM.” This example shows how the
string can be set through the CSM-S configuration command:

Router (config-module-csm) # variable SASP_CSM UNIQUE_ID text

Note  Restart the CSM-S after modifying one of these environment variables.
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Configuring Weight Scaling

A weight for a real server on the CSM-S is a number between 0 and 100. SASP weights for members are
between 0 to 65536. If the GWM is only producing weights in the CSM-S range, no scaling is needed.
If the GWM is using the full SASP range, this range should be mapped. This example shows how to scale
SASP weights:

Router (config-module-csm)# variable SASP_SCALE_WEIGHTS value

The range for SASP_SCALE_WEIGHTS is 0 through 12. Values 0 through 11 cause SASP weights to
be divided by 2 raised to the n value. A value of 12 maps the entire 65536 values to the CSM-S 0-100
weight range.

This example shows how to display the SASP GWM details:

Router# show module csm 3 dfp detail
DFP Agent 64.100.235.159:3860 Connection state: Connected
Keepalive = 65521 Retry Count = 33 Interval = 180 (Default)
Security errors = 0
Last message received: 03:33:46 UTC 01/01/70
Last reported Real weights for Protocol any, Port 0

Host 10.9.10.22 Bind ID 65521 Weight 71
Host 10.10.12.10 Bind ID 65521 Weight 70
Host 10.10.12.12 Bind ID 65521 Weight 68
Last reported Real weights for Protocol any, Port 44
Host 10.9.10.9 Bind ID 65521 Weight 69

DFP manager listen port not configured
No weights to report to managers.

This example shows how to display the SASP group:

Router# show module csm 3 serverfarms detail
SVRFARM2, type = SLB, predictor = RoundRobin, nat = SERVER
virtuals inservice: 0, reals = 4, bind id = 65521, fail action = none
inband health config: <none>
retcode map = <none>
Real servers:
10.10.12.10, weight = 78, OUTOFSERVICE, conns = 0
10.10.12.12, weight = 76, OPERATIONAL, conns = 0
10.9.10.9:44, weight = 77, OPERATIONAL, conns = 0
10.9.10.22, weight = 79, OUTOFSERVICE, conns = 0
Total connections = 0

This example shows how to display the SASP environment variables:

Router# show module csm 3 variable

variable value
ARP_INTERVAL 300
ROUTE_UNKNOWN_FLOW_PKTS 0
SASP_FIRST_BIND_ID 65520
SASP_GWM_BIND_TID_MAX 2
SASP_CSM_UNIQUE_ID paula jones
XML_CONFIG_AUTH_TYPE Basic
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Back-End Encryption

Back-end encryption allows you to create a secure end-to-end environment. In Figure 10-2, the client
(7.100.100.1) is connected to switch port 6/47 in access VLAN 7. The server (191.162.2.8) is connected
to switch port 10/2 in access VLAN 190.

The SSL proxy VLAN 7 has the following configuration:
e [P address—7.100.100.150
e Static route and gateway:
- Route 191.0.0.0
— Gateway 7.100.100.100

The gateway IP address (the IP address of interface VLAN 7 on the MSFC) is configured so that the
client-side traffic that is destined to an unknown network is forwarded to that IP address for further
routing to the client.

e (Client-side gateway—7.100.100.100 (the IP address of VLAN 7 configured on the MSFC)
e Virtual IP address of client proxy service—7.100.100.150:81
e Server IP address—191.162.2.8

Figure 10-2 Basic Back-End Encryption

Catalyst 6500
series switch
Client VLAN 7 VLAN 190 Server
_a—
7.100.100.100 191.162.2.10 EI
7.100.100.1 191.162.2.8:443
C SSL Services E
Module
VLAN 7

7.100.100.150

Proxy service

E = Encrypted traffic 7.100.100.126:81

C = Clear text traffic

105724

Configuring the Client Side

This example shows how to configure the SSL proxy service:

config)# ssl-proxy service S1

config-ssl-proxy)# virtual ipaddr 10.1.0.21 protocol tcp port 443 secondary
config-ssl-proxy)# server ipaddr 10.2.0.100 protocol TCP port 80
config-ssl-proxy)# inservice

ssl-proxy
ssl-proxy
ssl-proxy
ssl-proxy

This example shows how to configure the CSM-S virtual server:

Cat6k-2 (config-module-csm) # serverfarm SSLfarm
Cat6k-2 (config-slb-sfarm)# real 10.1.0.21 local
Cat6k-2 (config-slb-real)# inservice
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Cat6k-2 (config-module-csm) # vserver VS1

Catb6k-2 (config-slb-vserver)# wvirtual 10.1.0.21 tcp https
Cat6k-2 (config-slb-vserver)# serverfarm SSLfarm

Cat6k-2 (config-slb-vserver)# inservice

You can perform SSL load balancing on the CSM-S and an SSL Services Module in mixed mode.

The CSM-S uses SSL-ID sticky functionality to stick SSL connections to the same SSL Services
Module. The CSM-S must terminate the client-side TCP connection in order to inspect the SSL-ID. The
CSM-S must then initiate a TCP connection to the SSL Services Module when a load-balancing decision
has been made.

The traffic flow has the CSM-S passing all traffic received on a virtual server to the SSL Services Module
with TCP termination performed on the SSL Services Module. When you enable the SSL sticky function,
the connection between the CSM-S and the SSL Services Module becomes a full TCP connection.

This example shows how to configure mixed-mode SSL load balancing:

Catb6k-2 (config-module-csm)# sticky 10 ssl timeout 60
Cat6k-2 (config-module-csm) # serverfarm SSLfarm
Cat6k-2 (config-slb-sfarm)# real 10.1.0.21 local
Cat6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-slb-sfarm)# real 10.2.0.21

Cat6k-2 (config-slb-sfarm)# inservice

Catb6k-2 (config-module-csm)# vserver VS1

Cat6k-2 (config-slb-vserver)# virtual 10.1.0.21 tcp https
Cat6k-2 (config-slb-vserver)# sticky 60 group 10
Catb6k-2 (config-slb-vserver)# serverfarm SSLfarm
Cat6k-2 (config-slb-vserver)# persistent rebalance
Cat6k-2 (config-slb-vserver)# inservice

You must make an internally generated configuration to direct traffic at the SSL Services Module when
the CSM-S must terminate the client-side TCP connection. You must create a virtual server with the
same IP address or port of each local real server in the server farm SSLfarm. Internally, this virtual server
is configured to direct all traffic that is intended for the virtual server to the SSL Services Module.

You must make an internally generated configuration because the IP address of the local real server and
the CSM-S virtual server address must be the same. When the CSM initiates a connection to this local
real server, the SYN frame is both sent and received by the CSM-S. When the CSM-S receives the SYN,
and the destination IP address or port is the same as the virtual server VS1, the CSM-S matches VS1
unless a more-specific virtual server is added.

Configuring the Server Side

A standard virtual server configuration is used for Layer 4 and Layer 7 load balancing when the SSL
Services Module uses the CSM-S as the back-end server.

This example shows how to restrict this virtual server to receive only traffic from the SSL Services
Module:

Cat6k-2 (config-module-csm) # serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Catb6k-2 (config-slb-sfarm)# inservice

Cat6k-2 (config-module-csm) # vserver VS2
Catb6k-2 (config-slb-vserver)# wvirtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-vserver)# vlan local
Cat6k-2 (config-slb-vserver)# inservice
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This example shows how to configure the real server as the back-end server:

Catb6k-2 (config-module-csm) # serverfarm SSLpredictorforward
Cat6k-2 (config-slb-sfarm)# predictor forward

Cat6k-2 (config-module-csm) # vserver VS3

Cat6k-2 (config-slb-vserver)# virtual 0.0.0.0 0.0.0.0 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SSLpredictorforward
Cat6k-2 (config-slb-vserver)# inservice

Configuring the CSM-S as the Back-End Server

The virtual server and server farm configurations permits you to use real servers as the back-end servers.
Use the configuration that is described in the “Configuring the Client Side” section on page 10-27 and
then configure the SSL daughter card to use the CSM-S as the back-end server:

This example shows the CSM-S virtual server configuration for Layer 7 load balancing:

Catb6k-2 (config-module-csm)# serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-real)# inservice

Cat6k-2 (config-module-csm) # serverfarm SLBjpgfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.21

Cat6k-2 (config-module-csm) # map JPG url
Catb6k-2 (config-slb-map-cookie)# match protocol http url *jpg*

Cat6k-2 (config-module-csm) # policy SLBjpg
Cat6k-2 (config-slb-policy)# url-map JPG
Catb6k-2 (config-slb-policy) #serverfarm SLBjpgfarm

Cat6k-2 (config-module-csm) # vserver VS2

Cat6k-2 (config-slb-vserver)# wvirtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Catb6k-2 (config-slb-vserver)# slb-policy SLBjpg

Cat6k-2 (config-slb-vserver)# inservice

This example shows the CSM-S virtual server configuration for Layer 4 load balancing:

Cat6k-2 (config-module-csm) # serverfarm SLBdefaultfarm
Cat6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-real)# inservice

Catb6k-2 (config-module-csm) # vserver VS2
Cat6k-2 (config-slb-vserver)# wvirtual 10.2.0.100 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SLBdefaultfarm
Catb6k-2 (config-slb-vserver)# vlan local
Cat6k-2 (config-slb-vserver)# inservice

Configuring the Real Server as the Back-End Server

The server-side configuration traffic flow with the real server as the back-end server is similar to the
client-side configuration. Use the configuration that is described in “Configuring the Client Side”
section on page 10-27 and then configure the SSL Services Module to use a real server as the back-end
server.
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No new configuration is required for the SSL Services Module proxy service configuration. This
example shows how the configuration is internally initiated and hidden from the user:

ssl-proxy (config)# ssl-proxy service S1

ssl-proxy (config-ssl-proxy)# virtual ipaddr 10.1.0.21 protocol tcp port 443 secondary
ssl-proxy (config-ssl-proxy)# server ipaddr 10.2.0.20 protocol TCP port 80

ssl-proxy (config-ssl-proxy)# inservice

This example shows how to configure the CSM-S virtual server:

Cat6k-2 (config-module-csm) # serverfarm SSLreals

Catb6k-2 (config-slb-sfarm)# real 10.2.0.20
Cat6k-2 (config-slb-sfarm)# inservice

Catb6k-2 (config-module-csm)# serverfarm SSLpredictorforward
Cat6k-2 (config-slb-sfarm)# predictor forward

Catb6k-2 (config-module-csm) # vserver VS3

Cat6k-2 (config-slb-vserver)# virtual 0.0.0.0 0.0.0.0 tcp www
Cat6k-2 (config-slb-vserver)# serverfarm SSLpredictorforward
Catb6k-2 (config-slb-vserver)# inservice
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Configuring Health Monitoring

This chapter describes how to configure the health monitoring on the CSM-S and contains these sections:
e Configuring Probes for Health Monitoring, page 11-1
¢ Understanding and Configuring Inband Health Monitoring, page 11-8
¢ Understanding and Configuring HTTP Return Code Checking, page 11-9

Configuring Probes for Health Monitoring

Configuring health probes to the real servers allows you to determine if the real servers are operating
correctly. A real server’s health is categorized as follows:

e Active—The real server responds appropriately.
e Suspect—The real server is unreachable or returns an invalid response. The probes are retried.

e Failed—The real server fails to reply after a specified number of consecutive retries. You are notified
and the CSM-S adjusts incoming connections accordingly. Probes continue to a failed server until
the server becomes active again.

The CSM-S supports probes used to monitor real servers. Configuring a probe involves the following:
¢ Entering the probe submode
e Naming the probe
e Specifying the probe type

The CSM-S supports a variety of probe types that monitor real servers, including FTP, DNS, or HTTP.

Note By default, no probes are configured on the CSM-S.

When configuring the CSM-S for health probe monitoring, you can use a multiple-tiered approach that
includes the following actions:

e Active probes—These probes run periodically. ICMP, TCP, HTTP, and other predefined health
probes fall into this category. Scripted health probes are included here as well. Active probes do not
impact the session setup or teardown system.

e Passive monitoring (in-band health monitoring)—Monitors sessions for catastrophic errors that can
remove a server from services. Catastrophic errors may be reset (RST) when there is no response
from a server. These health checks operate at a full-session rate, and recognize failing servers
quickly.
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Step 2
Step 3

Step 4

e Passive HTTP error code checking (in-band response parsing)—The CSM-S parses HTTP return
codes and watches for codes such as “service unavailable” so that it can take a server out of service.
Passive HTTP error code checking has a small impact on session performance.

To set up a probe, you must configure it by naming the probe and specifying the probe type while in
probe submode.

After configuring a probe, you must associate it with a server farm for the probe to take effect. All servers
in the server farm receive probes of the probe types that are associated with that server farm. You can
associate one or more probe types with a server farm.

If you assign a port number when configuring either the real server or the virtual server, you do not need
to specify a port number when you configure a probe. The probe inherits the port number from the real
or virtual server configuration.

You can override the real server’s and virtual server’s port information by explicitly specifying a port to
probe in the health probe configuration using the optional health probe port feature. This feature allows
you to set a port for use by the health probes when no port is specified either in the real server or virtual
server.

After you configure a probe, associate single or multiple probes with a server farm. All servers in the
server farm receive probes of the probe types that are associated with that pool.

If you associate a probe of a particular type with a server farm containing real servers that are not running
the corresponding service, the real servers send error messages when they receive a probe of that type.
This action causes the CSM-S to place the real server in a failed state and disable the real server from

the server farm.

To specify a probe type and name, perform this task:

Command Purpose

Router (config-module-csm) # Specifies a probe type and a name' %

probe probe-name {http | icmp ) . ) )

| telnet | tcp | £tp | smtp | e probe-name is the name of the probe being configured; it has a
dns | kal-ap-upd} character string of up to 15 characters.

e http creates an HTTP probe with a default configuration.

e icmp creates an ICMP probe with a default configuration.
e telnet creates a Telnet probe with a default configuration.
e tcp creates a TCP probe with a default configuration.

e ftp creates an FTP probe with a default configuration.

e smtp creates an SMTP probe with a default configuration.
e dns creates a DNS probe with a default configuration.

e kal-ap-upd creates a GSLB target probe.

Router (config-slb-probe-tcp)# |Configures an optional port for a probe’.
port port-number: 1-MAXUSHORT

Router# show module csm slot |Displays all probes and their configuration.
probe

Router# show module csm slot Displays probe statistics.
tech-support probe

1. The no form of this command removes the probe type from the configuration.

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note

0L-7030-01 |



| Chapter 11

Configuring Health Monitoring

Note

Note

Configuring Probes for Health Monitoring 1l

2. Inband health monitoring provides a more scalable solution if you are receiving performance alerts.
3. The port command does not exist for the ICMP or PING health probe.

When you specify a probe name and type, it is initially configured with the default values. Enter the
probe configuration commands to change the default configuration.

This example shows how to configure a probe:

Router (config-module-csm)# probe probel tcp
Router (config-slb-probe-tcp)# interval 120
Router (config-slb-probe-tcp)# retries 3
Router (config-slb-probe-tcp)# failed 300
Router (config-slb-probe-tcp)# open 10

Router (config-slb-probe-tcp)# serverfarm sf4
Router (config-slb-sfarm)# real 10.1.0.105
Router (config-slb-real)# inservice

Router (config-slb-real)# probe probel

Router (config-slb-sfarm)# vserver vs4d

Router (config-slb-vserver)# virtual 10.1.0.84 tcp 80
Router (config-slb-vserver)# serverfarm sf4
Router (config-slb-vserver)# inservice

Router (config-slb-vserver)# end

There are two different timeout values: open and receive. The open timeout specifies how many seconds
to wait for the connection to open (that is, how many seconds to wait for SYN ACK after sending SYN).
The receive timeout specifies how many seconds to wait for data to be received (that is, how many
seconds to wait for an HTTP reply after sending a GET/HHEAD request). Because TCP probes close as
soon as they open without sending any data, the receive timeout is not used.

Probe Configuration Commands

These commands are common to all probe types:

Command Purpose
Router (config-slb-probe) # Sets the interval between probes in seconds (from the end of the
interval seconds previous probe to the beginning of the next probe) when the

server is healthy' 2.
Range = 2-65535 seconds
Default = 120 seconds

Router (config-slb-probe) # Sets the number of failed probes that are allowed before marking
retries retry-count the server as failed'.

Range = 0-65535

Default =3
Router (config-slb-probe) # Sets the time between health checks when the server has been
failed failed-interval marked as failed. The time is in seconds’.

Range = 2-65535
Default = 300 seconds
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Command

Purpose

Router (config-slb-probe) #
recover recover_value

Sets the number of consecutive responses that are received
before marking a failed server as healthy!.

Range = 1-65535
Default = 1

Router (config-slb-probe)# open
open-timeout

Sets the maximum time to wait for a TCP connection. This
command is not used for any non-TCP health checks (ICMP or

DNSH.

Range = 1-65535
Default = 10 seconds

Router (config-slb-probe) #
description description

(Optional) Specifies a description for the probe. Limit the
description to 80 characters.

1. The no form of this command restores the defaults.

2. Inband health monitoring provides a more scalable solution if you are receiving performance alerts.

Configuring an HTTP Probe

An HTTP probe establishes an HTTP connection to a real server and then sends an HTTP request and

verifies the response. The probe probe-name http command places the user in HTTP probe

configuration submode.

To configure an HTTP probe, perform this task:

Command Purpose

Step1 Router(config-module-csm)# probe Configures an HTTP probe and enters the HTTP probe
probe-name http submode!.

Step2 Router (config-slb-probe-http)# Configures basic authentication values for the HTTP SLB
credentials username [password] probel.

Step3 Router (config-slb-probe-http)# expect |Configures a status code to expect from the HTTP probe.

status min-number [max-number]

You can configure multiple status ranges by entering one

expect status command at a time'.

min-number—If you do not specify a max-number, this
number is taken as a single status code. If you specify a
maximum number, this number is taken as the minimum
status code of a range.

max-number—The maximum status code in a range. The
default range is 0-999. (Any response from the server is
considered valid.)

Note If no maximum is specified, this command takes
a single number (min-number). If you specify
both a minimum number and a maximum number,

it takes the range of numbers.
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Command Purpose

Router (config-slb-probe-http)# header |Configures a header field for the HTTP probe. Multiple
field-name [field-value] header fields may be specified'.

Router (config-slb-probe-http) # request |Configures the request method used by an HTTP probe:

[method [get |head]] [url path] .
e get—The HTTP get request method directs the

server to get this page.

¢ head—The HTTP head request method directs the
server to get only the header for this page.

e url—A character string of up to 1275 characters
specifies the URL path; the default path is “/”.

Note The CSM-S supports only the get and head
request methods; it does not support the post and
other methods. The default method is get.

1. The no form of this command restores the defaults.

Configuring an ICMP Probe

Step 1

Step 2

Step 3

Step 4

An ICMP probe sends an ICMP echo (for example, ping) to the real server. The probe icmp command
enters the ICMP probe configuration mode. All the common probe commands are supported except the
open command, which is ignored.

To configure an ICMP probe, perform this task:

Command Purpose

Router (config-module-csm) # probe probe-name Configures an ICMP probe and enters the ICMP
icmp probe submode!.

Router (config-slb-probe-icmp)# interval Configures the intervals to wait between probes

of a failed server and between probes.

Router (config-slb-probe-icmp)# receive Specifies the time to make a TCP connection to
receive a reply from the server.

Router (config-slb-probe-icmp)# retries Limits the number of retries before considering
the server as failed.

1. The no form of this command restores the defaults.

Configuring a UDP Probe

The UDP probe requires ICMP because otherwise the UDP probe will be unable to detect when a server
has gone down or has been disconnected. You must associate UDP to the supervisor engine and then
configure ICMP.

Because the UDP probe is a raw UDP probe, the CSM-S is using a single byte in the payload for probe
responses. The CSM-S does not expect any meaningful response from the UDP application. The CSM-S
uses the ICMP Unreachable message to determine if the UDP application is not reachable. If there is no
ICMP unreachable reply in the receive timeout, the CSM-S assumes that the probe is operating correctly.
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If the IP interface of the real server is down or disconnected, the UDP probe by itself would not know
that the UDP application is not reachable. You must configure the ICMP probe in addition to the UDP

probe for any given server.

The CSM-S uses the DNS probe as the high-level UDP application. You can use a TCL script to
configure this probe. See Chapter 12, “Using TCL Scripts with the CSM-S.”

To configure an ICMP probe, perform this task:

Command

Purpose

Router (config-module-csm) # probe probe-name
udp

Configures a UDP probe and enters the UDP
probe submode!.

Router (config-slb-probe-icmp) # interval

Configures the intervals to wait between probes
of a failed server and between probes.

Router (config-slb-probe-icmp) # receive

Specifies the time to make a TCP connection to
receive a reply from the server.

Router (config-slb-probe-icmp) # retries

Limits the number of retries before considering
the server as failed.

1. The no form of this command restores the defaults.

Configuring a TCP Probe

Step 1

Step 2

Step 3

A TCP probe establishes and removes connections. The probe tcp command enters the TCP probe
configuration mode. All the common probe commands are supported.

To configure a TCP probe, perform this task:

Command

Purpose

Router (config-module-csm) # probe probe-name
tcp

Configures a TCP probe and enters the TCP probe
submode'.

Router (config-slb-probe-icmp) # interval

Configures the intervals to wait between probes of
a failed server and between probes.

Router (config-slb-probe-icmp)# retries

Limits the number of retries before considering the
server as failed.

1. The no form of this command restores the defaults.

Configuring FTP, SMTP, and Telnet Probes

An FTP, SMTP, or Telnet probe establishes a connection to the real server and verifies that a greeting
from the application was received. The probe (ftp, smtp, or telnet) command enters the corresponding
probe configuration mode. All the probe common options are supported. Multiple status ranges are

supported, one command at a time.
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Step 1

Step 2

Step 3

Step 4

Configuring Probes for Health Monitoring 1l

To configure a status code to expect from the FTP, SMTP, or Telnet probe, perform this task:

Command

Purpose

Router (config-module-csm) # probe probe-name
[ftp | smtp | telnet]

Configures an FTP, SMTP, or Telnet probe and
enters the FTP, SMTP, or Telnet probe submode'.

Router (config-slb-probe-icmp)# interval

Configures the intervals to wait between probes of
a failed server and between probes.

Router (config-slb-probe-icmp) # receive

Specifies the time to make a TCP connection to
receive a reply from the server.

Router (config-slb-probe-icmp) # retries

Limits the number of retries before considering the
server as failed.

1. The no form of this command restores the defaults.

Specifying the DNS Resolve Request

Step 1

Step 2

A DNS probe sends a domain name resolve request to the real server and verifies the returned IP address.
The probe dns command places the user in DNS probe configuration submode. All the probe common
options are supported except open, which is ignored.

To specify the domain name resolve request, perform this task:

Command

Purpose

Router (config-module-csm) # probe probe-name
dns

Configures a DNS probe and enters the tcp
probe submode!.

Router (config-slb-probe-dns)# [failed |
interval | retries | receive]

Configures the times to wait between probes to
make a DNS connection, to receive a reply from
the server, and to limit the number of retries
before considering the real server as failed.

1. The no form of this command restores the defaults.

Configuring GSLB Probes

GSLB capabilities for the Cisco CSM were introduced in the CSM software release 3.1. With this
capability, the CSM combines GSLB with route health injection.

When configuring Global Server Load Balancing (GSLB) type probes, the port submode command is
not used to specify which destination UDP port to query. Use the CSM environment variable
GSLB_KALAP_UDP_PORT instead. The default is port 5002.

To specify probe frequency and the number of retries for KAL-AP, ICMP, HTTP, and DNS probes when
associated with a GSLB server farm environment, the following variables must be used instead of the

probe configuration submode commands:

GSLB_KALAP_PROBE_FREQ 10
GSLB_KALAP_PROBE_RETRIES 3
GSLB_ICMP_PROBE_FREQ 10
GSLB_ICMP_PROBE_RETRIES 3
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GSLB_HTTP_PROBE_FREQ 10
GSLB_HTTP_PROBE_RETRIES 2
GSLB_DNS_PROBE_FREQ 10
GSLB_DNS_PROBE_RETRIES 3

GSLB for the CSM is deployed such that the CSM becomes the DNS authoritative name server for the
GSLB subdomain. Although the CSM does not use CAPP, it keeps track of local and remote devices by
using health-checking probes. Theses probes are sent to the local real server within the data center and
to the remote virtual server on the remote CSMs. The CSM should be configured with the same probes
to monitor the availability of the local server and the remote virtual server at the active data center.

When DNS requests are sent to the CSM, the CSM assesses the load and availability of the local virtual
servers and the remote virtual servers that support the requested domain. The CSM then responds with
the IP address of the local or remote virtual servers, depending on the availability and load of these
servers. If the information collected by the health probes confirms that the local virtual server is
unavailable or overloaded, the CSM responds with the IP address of the remote virtual server.

Understanding and Configuring Inband Health Monitoring

These sections describe inband health monitoring:
¢ Understanding Inband Health Monitoring, page 11-8
¢ Configuring Inband Health Monitoring, page 11-8

Understanding Inband Health Monitoring

To efficiently balance connections, the CSM-S must continuously monitor the health of all real servers
in its configuration. The inband health monitoring feature is configured for each server farm to monitor
the health of the servers. The parameters configured per server farm are then applied to each real server
in that server farm. You can configure the number of abnormal end sessions that occur before the system
considers the real server unreachable. You also can specify a time to wait before a real server is
reintroduced into the server farm and a connection attempt is made.

This feature works with health probes. If health probes and inband health monitoring are both configured
on a particular server, both sets of health checks are required to keep a real server in service within a
server farm. If either health-checking feature finds a server out of service, the server will not be selected
by the CSM-S for load balancing.

Configuring Inband Health Monitoring

To configure inband health monitoring, perform these steps:

Step1  Verify that you have configured server farms. (See the “Configuring Server Farms” section on
page 5-1.)

Step2  Enter the serverfarm submode command to enable inband health monitoring for each server farm:

Router (config-module-csm) # serverfarm serverfarm-name
Router (config-slb-sfarm)# health retries count failed seconds

Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note
[ 11-8 | oL-7030-01 |



| Chapter 11

Configuring Health Monitoring

Note

Understanding and Configuring HTTP Return Code Checking

Retries are the number of abnormal end sessions that the CSM-S will tolerate before removing a real
server from service. The failed time is the number of seconds that the CSM-S waits before reattempting
a connection to a real server that was removed from service by inband health checking.

This example shows how to enable inband health monitoring for a server farm named geo:

Router (config-module-csm) # serverfarm geo
Router (config-slb-sfarm)# health retries 43 failed 160

Understanding and Configuring HTTP Return Code Checking

These sections describe HTTP return code checking:
e Understanding HTTP Return Code Checking, page 11-9
e Configuring HTTP Return Code Checking, page 11-10

Understanding HTTP Return Code Checking

Note

The return error code checking (return code parsing) feature is used to indicate when a server is not
returning web pages correctly. This feature extends the capability of CSM-S to inspect packets, parse the
HTML return codes, and act upon the return codes returned by the server.

After receiving an HTTP request from the CSM-S, the server responds with an HTTP return code. The
CSM-S can use the HTTP return error codes to determine the availability of the server. The CSM-S can
be configured to take a server out of use in response to receiving specific return codes.

A list of predefined codes (100 through 599) are in RFC 2616. For return code checking, some codes are
more usable than others. For example, a return code of 404 is defined as a URL not found, which may
be the result of the user entering the URL incorrectly. Error code 404 also might mean that the web server
has a hardware problem, such as a defective disk drive preventing the server from finding the data
requested. In this case, the web server is still alive, but the server cannot send the requested data because
of the defective disk drive. Because of the inability of the server to return the data, you do not want future
requests for data sent to this server. To determine the error codes you want to use for return code
checking, refer to RFC 2616.

When HTTP return code checking is configured, the CSM-S monitors HTTP responses from all balanced
HTTP connections and logs the occurrence of the return code for each real server. The CSM-S stores
return code counts. When a threshold for a return code is reached, the CSM-S may send syslog messages
or remove the server from service.

A default action, counting return codes, syslog messaging, or removing the real server from service or a
set of these actions can be applied to a server farm. You also can bind a single virtual group to multiple
server farms allowing you to reuse a single return code server farm policy on multiple server farms.

When you configure HTTP return code checking on a virtual server, the performance of that virtual
server is impacted. Once return code parsing is enabled, all HTTP server responses must be parsed for
return codes.
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Configuring HTTP Return Code Checking

Step 1

Step 2

Step 3

Step 4

When you configure return error code checking, you configure the attributes of a server farm and
associate it with a return code map.

To configure the return code checking, perform these steps:

Verify that you have configured HTTP virtual servers. (See the “Configuring Redirect Virtual Servers”
section on page 6-6.)

Enter the map return code command to enable return code mapping and enter the return code map
submode:

Router (config-module-csm) # map name retcode

Configure the return code parsing:

Router (config-slb-map-retcode)# match protocol http retcode min max action [count | log |
remove] threshold [reset seconds]

You can set up as many matches as you want in the map.
Assign a return code map to a server farm:

Router (config-slb-sfarm)# retcode-map name

This example shows how to enable return error code checking:

Router (config-module-csm)# map httpcodes retcode
Route (config-slb-map-retcode) # match protocol http retcode 401 401 action log 5 reset 120
Route (config-slb-map-retcode)# match protocol http retcode 402 415 action count

(
Route (config-slb-map-retcode) # match protocol http retcode 500 500 action remove 3 reset 0
Route (config-slb-map-retcode) # match protocol http retcode 503 503 action remove 3 reset 0

Route (config-slb-map-retcode) # exit

Router (config-module-csm)# serverfarm farml
Router (config-slb-sfarm)# retcode-map httpcodes
Router (config-slb-sfarm)# exit

Router (config-module-csm) # end

i Catalyst 6500 Series Switch Content Switching Module with SSL Installation and Configuration Note

0L-7030-01
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This chapter describes how to configure content switching and contains these sections:
e Loading Scripts, page 12-2
e TCL Scripts and the CSM-S, page 12-3
e Probe Scripts, page 12-7
e Standalone Scripts, page 12-15
e TCL Script Frequently Asked Questions (FAQs), page 12-17

The CSM-S allows you to upload and execute Toolkit Command Language (TCL) scripts on the CSM-S.
Using TCL scripts, you can write customized TCL scripts to develop customized health probes or
standalone tasks.

The TCL interpreter code in CSM-S is based on Release 8.0 of the standard TCL distribution. You can
create a script to configure health probes (see the “Configuring Probes for Health Monitoring” section
on page 11-1) or perform tasks on the CSM-S that are not part of a health probe. The CSM-S periodically
executes the scripts at user-configurable intervals.

TCL is a widely used scripting language within the networking community. TCL also has huge libraries
of scripts developed that can easily be found from various sites.

The CSM-S currently supports two script modes:

¢ Probe script mode—These scripts must be written using some simple rules. The execution of these
scripts is controlled by health-monitoring module.

As part of a script probe, the script is executed periodically, and the exit code that is returned by the
executing script indicates the relative health and availability of specific real servers. Script probes
operate similarly to other health probes available in the current implementation of CSM-S software.

¢ Standalone script mode—These scripts are generic TCL scripts. You control the execution of these
scripts through the CSM-S configuration. A probe script can be run as a standalone task.

For your convenience, sample scripts are available to support the TCL feature. Other custom scripts will
work, but these sample scripts are supported by Cisco TAC. The file with sample scripts is located at this
URL:

http://www.cisco.com/cgi-bin/tablebuild.pl/cat6000-intellother

The file containing the scripts is named: c6slb-script.3-3-1.tcl.
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Loading Scripts

Scripts are loaded onto the CSM-S through script files. A script file may contain zero, one, or more
scripts. Each script requires 128 KB of stack space. Because there can be a maximum of 50 health
scripts, the maximum stack space for script probes is 6.4 MB. Standalone scripts may also be running,
which would consume more stack space.

Examples for Loading Scripts

Scripts can be loaded from a TFTP server, bootflash, slot0, and other storage devices using the script
file [file-url] command.

This example shows how to load a script:

Router (config) # module csm 4
Router (config-module-csm)# script file tftp://192.168.1.1/httpProbe.test

The script name is either the filename of the script or a special name encoded within the script file. Each
script file may contain a number of scripts in the same file. To run the script or create a health probe
using that script, you must refer to the script name, not the script file from which the script was loaded.

In order to identify each relevant script, each script must start with a line:

#!name = script_name

This example shows a master script file in which the scripts are bundled:

#!name = SCRIPT1

puts "this is scriptl"”
'name = SCRIPT2

puts "this is script2"

This example shows how to find the scripts available in a master script file:

Router (config)# configure terminal

Router (config-t)# module csm 4

Router (config-module-csm) # script file tftp://192.168.1.1/script.master
Router (config-module-csm) # end

This example shows three scripts available from the script.master file:

Router (config)# show module csm 4 file tftp://192.168.1.1/script.master
scriptl, file tftp://192.168.1.1/script.master

size = 40, load time = 03:49:36 UTC 03/26/93
script2, file tftp://192.168.1.1/script.master

size = 40, load time = 03:49:36 UTC 03/26/93

To show the contents of a loaded script file, use this command:

Router (config) # show module csm slot script full_file URL code

This example shows how to display the code within a named script:

routerl# show module csm 6 script name scriptl code
scriptl, file tftp://192.168.1.1/script.master

size = 40, load time = 03:04:36 UTC 03/06/93
#!name = scriptl
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TCL Scripts and the CSM-S W

One major difference between a standalone script task and a script probe is that the health script is
scheduled by the health monitoring CSM-S module. These conditions apply:

e A script can be modified while a script probe is active. The changes are applied automatically in the
next script execution and for command line arguments.

e During probe configuration, a particular script is attached to the probe. If the script is unavailable at
that time, the probe executes with a null script. If this situation occurs, a warning flag is generated.
However, when the script is loaded again, the binding between the probe object and the script does
not run automatically. You must use the no script and script commands again to do the binding.

e After a script is loaded, it remains in the system and cannot be removed. You can modify a script by
changing a script and then by entering the no script file and script file commands again.

e Each script is always identified by its unique name. If two or more scripts have identical names, the
last loaded script is used by the CSM-S. When there are duplicate script names, a warning message
is generated by the CSM-S.

Reloading TCL Scripts

After a script file has been loaded, the scripts in that file exist in the CSM-S independent of the file from
which that script was loaded. If a script file is subsequently modified, use the script file command to
reload the script file and enable the changes on the CSM-S. (Refer to the Content Switching Module with
SSL Command Reference for more information.) For example:

router (config)# module csm 4

router (config-module-csm)# no script file tftp://192.168.1.1/script.master
router (config-module-csm) # script file tftp://192.168.1.1/script.master
Loading script.master from 192.168.1.1 (via V1anlO00): t!ttrrrrrrrrrrrrtd

[OK - 74804 bytes]

router (config-module-csm) # end

The no script file command removes the script file command from the running configuration. This
command does not unload the scripts in that file and does not affect scripts that are currently running on
the CSM-S. You cannot unload scripts that have been loaded. If a loaded script is no longer needed, it is
not necessary to remove it.

TCL Scripts and the CSM-S

The CSM-S Release 1.1(1) TCL script feature is based on the TCL 8.0 source distribution software.
CSM-S TCL is modified so that it can be interrupted to call another process unlike the standard TCL
library, allowing for concurrent TCL interpreter execution. The CSM-S TCL library does not support
any standard TCL file I/O command, such as file, fcopy, and others.

Table 12-1 lists the TCL commands that are supported by the CSM-S.

Table 12-1 TCL Commands Supported by the CSM-S

Command

Generic TCL Commands

append array binary break
catch concat continue error
eval exit expr fblocked
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Table 12-1 TCL Commands Supported by the CSM-S (continued)

Command

for foreach format global
gets if incr info
join lappend lindex linsert
list llength Irange Ireplace
Isearch Isort proc puts
regexp regsub rename return
set split string subst
switch unset uplevel upvar
variable while namespace

Time-Related Commands

after clock time

Socket Commands

close blocked fconfigured fileevent
flush eof read socket
update vwait

Table 12-2 lists the TCL command not supported by the CSM-S.

Table 12-2 TCL Commands Not Supported by the CSM-S

Generic TCL Commands

cd fcopy file open
seek source tell filename
load package
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Table 12-3 lists the TCL commands specific to the CSM-S.

Table 12-3 CSM-S Specific TCL Commands

Command

Definition

disable_real serverfarmName reallp port ,-1 | all
probeNumld probeNameld

Disables a real server from the server farm by
placing it in the PROBE_FAIL state. This command
returns a 1 if successful and returns a O if it fails, as
follows:

disable_real SF_TEST 1.1.1.1 -1 10 cisco

Note  The server farm name must be uppercase per
the caveat CSCec72471.

enable_real serverfarmName reallp port ,-1 | all
probeNumld probeNameld

Enables areal server from the PROBE_FAIL state to
the operational state. This command returns a 1 if
successful and returns a O if it fails, as follows:

enable_real SF_TEST 1.1.1.1 -1 10 cisco

Note  The server farm name must be uppercase per
the caveat CSCec72471.

gset varname value

Allows you to preserve the state of a probe by
setting a variable that is global to all probe threads
running from the same script. This command works
properly only for probe scripts, not for standalone
scripts.

Variables in a probe script are only visible within
one probe thread. Each time a probe exits, all
variables are gone. For example, if a probe script
contains a 'gset x 1 ; incr x', variable x would
increase by 1 for each probe attempt.

e To getthe value of a variable from script, set var
or $var.

e To reset the value of a variable from script,
unset var.

e To display the current value of a variable, use
the show module csm slof tech script
command. See the “Debugging Probe Scripts”
section on page 12-13 for additional details.
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Table 12-3 CSM-S Specific TCL Commands (continued)

Command

Definition

socket -graceful host A.B.C.D port

By default, all CSM-S script probes close the TCP
socket by sending a reset. This action is taken to
avoid the TIME_WAIT state when the CSM-S
initializes an active TCP close.

Due to the limitation of 255 sockets available on
vxworks, when there are too many probes running at
the same time, the CSM-S can run out of system
resources and the next probe attempt will fail when
opening the socket.

When the socket -graceful command is entered, the
CSMS-S closes TCP connections with a FIN instead
of a reset. Use this command only when there are
fewer then 250 probes on the system, as follows:

set sock [socket -graceful 192.168.1.1 23]

ping [numpacket] host A.B.C.D

This command is currently disabled in CSM-S
release 3.2.

Allows you to ping a host from a script. This
command returns a 1 if successful and returns a 0 if
it fails, as follows:

set result [ping 3 1.1.1.1]
Note  This command blocks the script if the

remote host is not in the same subnet as the
CSM-S per caveat CSCea67098.

xml xmlConfigString

Sends an XML configuration string to the CSM-S
from a TCL script. This command works only when
the XML server is enabled on the CSM-S. Refer to
the XML configuration section.

This command returns a string with the XML
configuration result, as follows:

set cfg_result [ xml {
<config>
<csm_module slot="6">

<serverfarm name="SF_TEST">
</serverfarm>

</config>

}

]

The UDP command set allows Scot