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VFrame™ - Enabling service orchestration
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VFrame Data Center 1.1 Overview

VFrame Components
–Appliances
–Java based GUI
–Web Services API
–Host Agent
–Extensible Macros
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VFrame DC Current Status

Product initial launch: Summer 2007.
Status: Generally Available
Current Support Matrix Summary:

– Catalyst 6500, 4948, 3750 Switches and Cisco Ethernet Blade 
Switching in IBM BladeCenter H and HP c-Class

– MDS and MDS Blade Switches
– Cisco Firewall Service Module (FWSM)
– Cisco Content Switching Module (CSM)
– x86 Servers from HP, IBM , Dell (Modular addition for servers)
– FC Storage – EMC, IBM (Modular addition for storage arrays)
– NAS storage – NetApp

– SNMPv3 support
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VFrame DC: Service Template Design GUI
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VFrame DC: Service Template: Events & Actions
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VFrame DC: Discovered Resources
Server

– Server discovery and inventory of CPU, 
Memory, Local hard disk

– Server to switch port binding for Ethernet 
and Fibre Channel

– LOM and server/LOM binding

Storage
– Storage LUN Discovery 

– NAS Volume Discovery

SAN
– MDS Switches, VSANs, Zones and IVR

Network
– Cat6k chassis, L2/L3 connectivity and L2 

topology

– VLANs, SVIs

Network Services
– Service modules (FWSM, CSM), pre-

created contexts and HA pairs
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VFrame DC: Resource Pooling
Pool Types
– Static and Dynamic  Resource Pools

– Grouping based on resource attribute

– Attributes can follow Boolean logic
e.g. Servers with 2 CPUs AND 4GB 
memory
e.g. Switch port with IOS version xx

Resource Types
– Resources can be physical or logical 

e.g. physical server, storage, IP 
addresses, VLANs

Pool Association
– Service levels of the service 

networks can be controlled through 
the assignment of appropriate 
resources

– Example: High powered servers for 
high priority application

Server 
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LUN
Group
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Group

A
ttribute Filter

A
ttribute Filter

A
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VFrame DC: Service Templates and Networks
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VFrame DC: Server Operations
Boot methods
– PXE over NFS (Linux only)

– PXE boot , SAN root (Linux Only)

– SAN Boot (Linux and Windows)

Server OS Image Management
– Golden Master Image is snapshot 

from server and copied over to SAN 
or NAS storage

– New copy of OS image is created in 
SAN or NAS for each virtual server

Server counts and start/stop
– Automated server failover with 

network and storage config

– Server group can have its own count 
of target, max and min servers

– Servers can be started and stopped 
manually or through the API
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VFrame DC: Network Operations
Network Operations:

L2 Topology Discovery
VLAN creation and 
configuration
Macro based FWSM, CSM 
configurations
Server NIC Teaming
IP addressing
SVI Creation
HSRP configuration

Catalyst 6500

VFrame DC

Catalyst 4948

Catalyst 3750
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VFrame DC: Storage Operations
Two modes of storage operations

1. Fabric mode
– Arrays are open

– LUN zoning is done in the fabric

– Change to existing operations that 
involves buy-in from storage vendor

2. Array mode
– Storage Macro interfaces with 

Storage Array Manager

– LUN masking and mapping done on 
the array

– No change to existing operations

Support for NAS volumes through 
API to NetApp filers 
Support for QLogic and Emulex 
HBAs

Fabric 
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Array

1

1

VFrame DC

2

2

NAS
Device

Array 
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VFrame DC: Policy Framework
Policies are trigger – action pairs
– Uses monitored variables

– Thresholds defined according to business 
rules

– When thresholds are met or exceeded for 
pre defined time intervals, alert is 
generated

– Built in policies for time based start/stop of 
networks and servers

– Load based policies for server addition 
and deletion

– Server Host Agent monitors CPU and 
memory utilization

– These can be used as triggers for server 
add/delete

Service networks can be associated 
with one or more policies depending 
on business requirements
Policy triggers can be external 
through the API
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Delegate resources to a particular customer or department
Securely share global templates
Control access to specific users based on role

sysadmins, storage admins, network admins
Specify the role for the user

Designer, Operator

Admin Context

Customer
/Dept. 1

Customer
/Dept.2 ... Customer

/Dept. n

Virtual Contexts 

VFrame DC: Roles and Virtual Contexts
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Unlocking the Benefits of Virtualization

Currently Virtualized Servers

Virtualizable Servers

All Servers

+

• Kickstarting/Ghost Imaging the ESX software is the easy part

• Configuring the network and storage for the ESX is the hard part

• Repeatability, compliant provisioning of network and storage is key 

• VFrame DC provides automated, requirements based provisioning for VMware ESX
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VFrame Services with ESX Deployments
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ESX Cluster design in VFrame
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Repeatable, compliant deployments

Multiple clusters derived 
from the same template
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Policy based physical server add/delete

VFrame™
Data Center

VMware
Virtual Center

ESX Cluster 2
ESX Cluster 1 

Spare Pool Physical
Failover

Policy Input through 
API

Physical Resource Management Virtual Machine Management

Cluster 
Migration
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New features in support of VMware integration

Shared LUN support

LUN path selection

802.1q VLAN trunking

Template representation of ESX cluster, SAN and Storage

New Server Configuration Wizard for 
–VLANs, Port Groups and Teaming

ESX as a SAN boot image
–Snapshot

–Replication

–Image fixups

Virtual Center API – Discovery, ESX Registration
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Upcoming release updates

Release 1.2 VMware ESX integration beta – December 2007
Release 1.2 – Q2CY08

–VMware ESX Integration
–Flexible SAN provisioning (WWN)
–ACE/ANM integration (eng scoping in progress)
–DC3/DCNM integration (eng scoping in progress)
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VFrame Data Center Resources

VFrame Data Center Introducation

– http://www.cisco.com/go/vframe

VFrame Data Center Product Literature

– http://www.cisco.com/en/US/products/ps8463/prod_literature.html

Training (future)

– http://www.fireflycom.net/classes/schedules.asp
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