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Preface


Obtaining Documentation



These sections explain how to obtain documentation from Cisco Systems.

World Wide Web



You can access the most current Cisco documentation on the World Wide Web at this URL: http://www.cisco.com/
Translated documentation is available at this URL: http://www.cisco.com/public/countries_languages.shtml


Documentation CD-ROM



Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM package, which is shipped with your product. The Documentation CD-ROM is updated monthly and may be more current than printed documentation. The CD-ROM package is available as a single unit or through an annual subscription.



Ordering Documentation


You can order Cisco documentation in these ways:
Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from the Networking Products MarketPlace: http://www.cisco.com/cgi-bin/order/order_root.pl
Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription Store: http://www.cisco.com/go/subscription
Nonregistered Cisco.com users can order documentation through a local account representative by calling Cisco Systems Corporate Headquarters (California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by calling 800 553-NETS (6387).



Documentation Feedback 



You can submit comments electronically on Cisco.com. In the Cisco Documentation home page, click the Fax or Email option in the “Leave Feedback” section at the bottom of the page. 

You can e-mail your comments to mailto:bug-doc@cisco.com.

You can submit your comments by mail by using the response card behind the front cover of your document or by writing to the following address:

Cisco Systems, INC.

Attn: Document Resource Connection

170 West Tasman Drive

San Jose, CA 95134-9883


Obtaining Technical Assistance



Cisco provides Cisco.com as a starting point for all technical assistance. Customers and partners can obtain online documentation, troubleshooting tips, and sample configurations from online tools by using the Cisco Technical Assistance Center (TAC) Web Site. Cisco.com registered users have complete access to the technical support resources on the Cisco TAC Web Site: http://www.cisco.com/tac


Cisco.com



Cisco.com is the foundation of a suite of interactive, networked services that provides immediate, open access to Cisco information, networking solutions, services, programs, and resources at any time, from anywhere in the world. 

Cisco.com is a highly integrated Internet application and a powerful, easy-to-use tool that provides a broad range of features and services to help you with these tasks:

Streamline business processes and improve productivity 

Resolve technical issues with online support

Download and test software packages

Order Cisco learning materials and merchandise

Register for online skill assessment, training, and certification programs

If you want to obtain customized information and service, you can self-register on Cisco.com. To access Cisco.com, go to this URL: http://www.cisco.com/


Technical Assistance Center



The Cisco Technical Assistance Center (TAC) is available to all customers who need technical assistance with a Cisco product, technology, or solution. Two levels of support are available: the Cisco TAC Web Site and the Cisco TAC Escalation Center.

Cisco TAC inquiries are categorized according to the urgency of the issue:

Priority level 4 (P4)—You need information or assistance concerning Cisco product capabilities, product installation, or basic product configuration.

Priority level 3 (P3)—Your network performance is degraded. Network functionality is noticeably impaired, but most business operations continue.

Priority level 2 (P2)—Your production network is severely degraded, affecting significant aspects of business operations. No workaround is available.

Priority level 1 (P1)—Your production network is down, and a critical impact to business operations will occur if service is not restored quickly. No workaround is available.

The Cisco TAC resource that you choose is based on the priority of the problem and the conditions of service contracts, when applicable.



Cisco TAC Web Site



You can use the Cisco TAC Web Site to resolve P3 and P4 issues yourself, saving both cost and time. The site provides around-the-clock access to online tools, knowledge bases, and software. To access the Cisco TAC Web Site, go to this URL: http://www.cisco.com/tac
All customers, partners, and resellers who have a valid Cisco service contract have complete access to the technical support resources on the Cisco TAC Web Site. The Cisco TAC Web Site requires a Cisco.com Log in ID and password. If you have a valid service contract but do not have a Log in ID or password, go to this URL to register: http://www.cisco.com/register/
If you are a Cisco.com registered user, and you cannot resolve your technical issues by using the Cisco TAC Web Site, you can open a case online by using the TAC Case Open tool at this URL: http://www.cisco.com/tac/caseopen
If you have Internet access, we recommend that you open P3 and P4 cases through the Cisco TAC Web Site: http://www.cisco.com/tac


Cisco TAC Escalation Center



The Cisco TAC Escalation Center addresses priority level 1 or priority level 2 issues. These classifications are assigned when severe network degradation significantly impacts business operations. When you contact the TAC Escalation Center with a P1 or P2 problem, a Cisco TAC engineer automatically opens a case.

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml
Before calling, please check with your network operations center to determine the level of Cisco support services to which your company is entitled: for example, SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When you call the center, please have available your service agreement number and your product serial number. 













Chapter 1

Upgrade Requirements



Introduction


Application software loads are designated as Release 900-aa.bb.cc.Vxx, where 

· aa=major release number, for example, 01

· bb=minor release number, for example, 03

· cc=maintenance release, for example, 00

· Vxx=Version number, for example V04

This procedure can be used on an in-service system, but the steps must be followed as shown in this document in order to avoid traffic interruptions. 



	
	Caution   Performing the steps in this procedure will bring down and restart individual platforms in a specific sequence. Do not perform the steps out of sequence, as it could affect traffic. If you have questions, contact Cisco TAC.




This procedure should be performed during a maintenance window. 



	
	Note   In this document, the following designations are used:

EMS = Element Management System; CA/FS = Call Agent / Feature Server
"Primary" is also referred to as "Side A", and "Secondary" is also referred to as "Side B".




Assumptions



The following assumptions are made. 

· The installer has a basic understanding of UNIX and Oracle commands.

· The installer has the appropriate user name(s) and password(s) to log on to each EMS/CA/FS platform as root user, and as Command Line Interface (CLI) user on the EMS.

· The installer has a NETWORK INFORMATION DATA SHEET (NIDS) with the IP addresses of each EMS/CA/FS to be upgraded, and all the data for the opticall.cfg file.

· Confirm that all names in opticall.cfg are in the DNS server 

· The CD-ROM for the correct software version is available to the installer, and is readable.



	
	Note   Contact Cisco TAC before you start if you have any questions. 




Requirements



Verify that opticall.cfg has the correct information for each of the following machines.

· Side A EMS

· Side B EMS

· Side A CA/FS

· Side B CA/FS

Determine the oracle and root passwords for the systems you are upgrading. If you do not know these passwords, ask your system administrator. 

Refer to local documentation to determine if CORBA installation is required on this system. If unsure, ask your system administrator. 



Important notes about this procedure



Throughout this procedure, each command is shown with the appropriate system prompt, followed by the command to be entered in bold. The prompt is generally one of the following: 

· Host system prompt (<hostname>#)

· Oracle prompt (<hostname>$)

· SQL prompt (SQL>)

· CLI prompt (CLI>)

· SFTP prompt (sftp>)

Note the following conventions used throughout the steps in this procedure: 

· Enter commands as shown, as they are case sensitive (except for CLI commands).

· Press the Return (or Enter) key at the end of each command, as indicated by "<Return>".

It is recommended that you read through the entire procedure before performing any steps.

There will be no CLI provisioning allowed during entire upgrade process.  Close all CLI sessions before upgrade or fallback.


Chapter 2

Preparation



This section describes the steps a user must complete in the week prior to upgrade. 

Task 1: Requirements and Prerequisites



· For 4.5.1 and 4.5.13 load

· One CD-ROM disc labeled as Release 4.5.1 Vxx or 4.5.13 Vxx BTS 10200 Application Disk
· Where x is 00 -99
· One CD-ROM disc labeled as Release 4.5.1 Vxx or 4.5.13 Vxx BTS 10200 Database Disk
· Where x is 00 -99
· One CD-ROM disc labeled as Release 4.5.1 Vxx or 4.5.13 Vxx BTS 10200 Oracle Disk
· Where x is 00 -99
· For 4.5.0 V13 Load 
· One CD-ROM disc labeled as Release 4.5.0 V13 BTS 10200 System Disk
· One CD-ROM disc labeled as Release 4.5.0 V13 BTS 10200 Oracle Disk
· For 4.5.0 V14 Load 
· One CD-ROM disc labeled as Release 4.5.0 V14 BTS 10200 Application Disk
· One CD-ROM disc labeled as Release 4.5.0 V14 BTS 10200 Database Disk
· One CD-ROM disc labeled as Release 4.5.0 V14 BTS 10200 Oracle Engine Disk
· Host names for the system

· DNS information (network information data sheets)

· Location of archive(s)

· Console access

· Confirm that all domain names in /etc/opticall.cfg are in the DNS server


Task 2: Preparation



A week before the upgrade, you must perform the following list of tasks: 

· Make sure all old tar files and/or any large data files on the systems are removed from the system before the upgrade.

· Verify the CD ROM drive is in working order by using the mount command and a valid CD ROM.



Task 3: Stage the load to the system



From EMS Side A


Step 1   Log in as root.

Step 2   If /opt/Build contains the currently running load, please save it in case fallback is needed.  Use the following commands to save /opt/Build.

<hostname># cat /opt/Build/Version

· Assume the above command returns the following output
900-04.05.00.V13
· Use “04.05.00.V13” as part of the new directory name



<hostname># mv /opt/Build /opt/Build.04.05.00.V13
Step 3   Repeat Step 1 and Step 2 for EMS Side B.

Step 4   Repeat Step 1 and Step 2 for CA/FS Side A.

Step 5   Repeat Step 1 and Step 2 for CA/FS side B.

Step 6   Use the appropriate Appendix to stage the load

· To stage 4.5.0 V13, load using CD-ROM, use Appendix D.
· To stage 4.5.0 V14, load using CD-ROM, use Appendix E.
· To stage 4.5.1 Vxx or 4.5.13 Vxx load using CD-ROM, use Appendix F.


Task 4: Save the current opticall.cfg



Please perform the following steps on all 4 BTS nodes
Step 1   Log in as root.

Step 2   Save the current /etc/opticall.cfg before it’s updated
<hostname># cp  –fp  /etc/opticall.cfg  /opt/.upgrade/opticall.cfg.fallback

· If the above command returns error, /opt/.upgrade directory may not exist yet.  Please do the following commands.
· <hostname># mkdir –p /opt/.upgrade
· run “cp –fp /etc/opticall.cfg /opt/.upgrade/opticall.cfg.fallback” command again


Task 5: Check for any installed BTS software patches


[image: image1.wmf]Caution : This task must be performed before the upgrade .Check and record if any BTS software patches are installed on the system. This information will be required during the fallback. 



Task 6: Check for HW errors



On all four systems, check /var/adm/messages file for any hardware related errors conditions. Rectify the error conditions before proceeding with the upgrade



Task 7: CDR delimiter customization



CDR delimiter customization is not retained after software upgrade. If the system has been customized, then the operator must manually recustomize the system after the upgrade. 

The following steps must be executed on both EMS side A and side B

Step 1 <hostname># cd /opt/bdms/bin
Step 2 <hostname># vi platform.cfg
Step 3 Locate the section for the command argument list for the BMG process

Args=-port 15260 -h localhost -u optiuser -p optiuser -fmt default_formatter -UpdIntvl 3300 -ems_local_dn blg-aSYS14EMS.cisco.com -FD semicolon -RD linefeed
Step 4   Record the customized values. These values will be used for CDR customization in the post upgrade steps.


Task 8: Change NAMED_ENABLED value


[image: image2.wmf]Note: Following steps are only valid if the upgrade process is from 4.5.1V13 and earlier (it includes all the upgrade from 4.5.0 also). 
Please do not execute following steps on any upgrade which is from 4.5.1V14 and above.

Step 1 Execute following steps on all four nodes.
Step 2 Login to the system and execute following command.

<hostname># grep ‘^NAMED_ENABLED’ /etc/opticall.cfg



EXAMPLE OUTPUT:



<hostname># grep ‘^NAMED_ENABLED’ /etc/opticall.cfg

NAMED_ENABLED= < y or n>
Step 3 If the above displayed value is “y” then change the value to “cache_only”; otherwise leave it as “n”.


Task 9: Check CA-CONFIG Table 

[image: image3.wmf]Note: Following steps are only valid if the upgrade process is from 4.5.1V06 or 4.5.1V14 to 4.5.1V24 or 4.5.1V32. 
Please do not execute following steps on any upgrade which is other then above mentioned releases.
From Active EMS

Step 1   Login to active EMS side and execute the following commands.

Step 2   <hostname># su – btsadmin
Step 3     CLI> show ca-config type=MGCP-MAX-UNREACH-COUNT;
Please check following three possible return results:

· If the result returns with no entry, then execute following command.
CLI>add ca-config type=MGCP-MAX-UNREACH-COUNT; datatype=INTEGER   ; value=1

· If the result return one entry with value=0, then execute following command.
For Example:

TYPE=MGCP-MAX-UNREACH-COUNT

DATATYPE=INTEGER

VALUE=0

CLI>change ca-config type=MGCP-MAX-UNREACH-COUNT; datatype=INTEGER   ; value=1
· If the result return one entry with value=1 or any number other then 0, then leave it as is. 

 For Example:

TYPE=MGCP-MAX-UNREACH-COUNT

DATATYPE=INTEGER

VALUE=1 or any number other then 0
Task 10: Check SUBSCRIBER Table 


From Active EMS



Step 1   Log in the active EMS as “root” user 
Step 2   <hostname># su – oracle
Step 3    <hostname>$ sqlplus optiuser/optiuser 

Step 4   SQL> select id,term_id,mgw_id from subscriber where (term_id,mgw_id) in (select term_id,mgw_id from subscriber group by term_id,mgw_id having count(*) > 1); 

· If the above query returns a result. For example,
   ID                                         TERM_ID                                     MGW_ID                               

------------------------   --------------------------------   -------------------------------------

 IAD3194HOU-13               aaln/S2/12                                 IAD3194HOU
IAD3194HOU-16                aaln/S2/12                                 IAD3194HOU 
   
You may notice from above query that multiple Subscriber IDs assigned to the same Term_ID and MGW_ID. Please use CLI command to delete or change the subscriber. Failure to do so will result in an upgrade failure.
Task 11: Check AOR2SUB Table 


From Active EMS



Step 1   SQL> select AOR_ID from AOR2SUB where upper(AOR_ID) in
              (select upper(AOR_ID) from AOR2SUB group by upper(AOR_ID)
              having count(*) > 1);
· If the above query returns a result. For example,
AOR_ID
     ----------------------------------------
              john@cisco.com
              John@cisco.com
              JOHN@cisco.com    
You may notice from above query that there are duplicate AOR_ID with different in case. Please use CLI command to delete or change the duplicate AOR_ID. Failure to do so will result in an upgrade failure.
Task 12: Check TERMINATION Table 


From Active EMS



Step 1   SQL> select id, mgw_id from termination where (upper(id), mgw_id) in
(select upper(id),mgw_id from termination group by upper(id),mgw_id having count(*) > 1);

· If the above query returns a result. For example,
                
 ID                               MGW_ID
                    ----------------------------       --------------------------------
                           s0/ds1-1/18                     c5300_162
                           s0/DS1-1/18                    c5300_162
You may notice from above query that there are multiple IDs only in different in the case assigned to the same MGW_ID. Please use CLI command to delete one of the termination IDs. Failure to do so will result in an upgrade failure.
Step 2 Exit from Oracle:

 
SQL> quit;

<hostname>$ exit
Chapter 3


Complete the following tasks the night before the scheduled upgrade


This chapter describes the tasks a user must complete the night before the scheduled upgrade.



Task 1 : Perform full database audit



[image: image4.wmf]All provisioning activity MUST be suspended before executing the following pre-upgrade DB integrity checks. 



In this task a full database audit is performed and errors if any are corrected. Refer to Appendix G to perform full data base Audit.
	
	[image: image5.wmf] Caution: It is recommended that a full-data base audit be executed 24 hours prior to performing the upgrade. Execution of full database audit within this time period will provide the ability to bypass a full database audit during the upgrade. 

In deployments with large databases the full database audit can take several hours which may cause the upgrade to extend beyond the maintenance window. 


Chapter 4


Upgrade the System



1. [image: image6.wmf]Caution: Suspend all CLI provisioning activity during the entire upgrade process.  Close all the CLI provisioning sessions.





2[image: image7.wmf]Note: In the event of the following conditions, use Appendix A to fallback side B systems to the old release. 

· Failure to bring up the side B systems to standby state with the new release

· Failure to switch over from Side A systems to side B systems


3. [image: image8.wmf] Note: In the event of the following conditions, use Appendix B to fallback the entire system to the old release. 

· Failure to bring up the side A systems to standby state with the new release

· Failure to switch over from Side B systems to side A systems


4. [image: image9.wmf] Note: If the upgrade of the entire systems is successful but it is still required to rollback the entire system to the old release then use Appendix B to fallback the entire system.



Task 1: Verify system in normal operating status



Make sure the Primary systems are in ACTIVE state, and Secondary systems are in STANDBY state.



From Active EMS



Step 1   Log in as CLI user. 

Step 2   CLI> status system;

· Verify the Primary systems are in ACTIVE state and the Secondary systems are in STANDBY state. If not, please use the control command to bring the system to the desired state.

Step 3   CLI> exit



Task 2: Alarms

Refer to Appendix H to verify that there are no outstanding major or critical alarms. 

Task 3: Audit Oracle Database and Replication



Refer to Appendix I to verify Oracle database and replication functionality. 
	
	[image: image10.wmf] Caution   Do NOT continue until all data base mismatches and errors have been completely rectified.




[image: image11.wmf] Note: The upgrade script must be executed from the Console port 
[image: image12.wmf] Note : If the upgrade script exits as a result of any errors or otherwise, the operator can continue the upgrade process by restarting the upgrade script after rectifying the error that caused the script execution failure. The script will restart at the last recorded successful checkpoint.    



Task 4: Start Upgrade Process by Starting the Upgrade Control Program



On all 4 BTS nodes



Step 1   Log in as root user.

Step 2   Execute the following commands on all 4 BTS nodes and remove the install.lock file if it is present. .
<hostname># ls /tmp/install.lock

· If the lock file is present, please do the following command to remove it.
<hostname># \rm -f /tmp/install.lock



From EMS side B



Step 1   Log in as root user.

Step 2   Log all upgrade activities and output to a file
<hostname># script /opt/.upgrade/upgrade.log

· If you get an error from the above command, “/opt/.upgrade” may not exist yet.

· Please do the following command to create this directory.

<hostname># mkdir –p /opt/.upgrade

· Run the “script /opt/.upgrade/upgrade.log”again.

Step 3   Execute the BTS software upgrade script. 

· <hostname># /opt/Build/bts_upgrade.exp
Step 4   If this BTS system does not use the default root password, you will be prompted for the root password.  The root password must be identical on all the 4 BTS nodes.  Enter the root password when you get following message:

root@[Side A EMS hostname]'s password: 
Step 5
The upgrade procedure prompts the user to populate the values of certain parameters in opticall.cfg file. Be prepared to populate the values when prompted. 

[image: image13.wmf]Caution: The parameter values that the user provides will be written into /etc/opticall.cfg and sent to all 4 BTS nodes. Ensure that you enter the correct values when prompted to do so. Refer to Appendix K for further details on the following parameters.

· Please provide a value for CA146_LAF_PARAMETER: 

· Please provide a value for FSPTC235_LAF_PARAMETER: 

· Please provide a value for FSAIN205_LAF_PARAMETER: 

· Please provide a value for BILLING_FILENAME_TYPE: : 
.
Step 6   Answer “n” to the following prompt.
· Would you like to perform a full DB audit again?? (y/n) [n] n

Step 7   [image: image14.wmf]Caution: It is not recommended to continue the upgrade with outstanding major/critical alarms. Refer to appendix H to mitigate outstanding alarms.  

· Question: Do you want to continue (y/n)? [n] y

Step 8   [image: image15.wmf] Caution: It is not recommended to continue the upgrade with outstanding major/critical alarms. Refer to appendix H to mitigate outstanding alarms. 

· Question: Are you sure you want to continue (y/n)? [n] y

Step 9   Answer “y” to the following prompts.

· <hostname> # About to change platform to standby-active.  Continue? [y/n] y 

· <hostname> # About to change platform to active-standby.  Continue? [y/n] y

· <hostname># About to stop platforms on secemsxx and seccaxx.Continue? [y/n] y

· <hostname># About to change platform to standby-active.  Continue? [y/n] y


Task 5: Validate New Release operation 



Step 1   Once the side B systems are upgraded and are in ACTIVE state, validate the new release software operation.  If the validation is successful, continue to next step, otherwise refer to Appendix A , Backout Procedure for Side B Systems. 

· Verify existing calls are still active

· Verify new calls can be placed

· Verify billing records generated for the new calls just made are correct

· Log in as CLI user

· CLI> report billing-record tail=1;

· Verify that the attributes in the CDR match the call just made.



Task 6: Upgrade Side A 



Note : These prompts are displayed on EMS Side B.

Step 1   Answer “y” to the following prompts.

· <hostname># About to stop platforms on priemsxx and pricaaxx. Continue? [y] y
· <hostname># About to change platform to active-standby.  Continue? [y] y
· <hostname> # About to change platform to standby-active.  Continue (y/n) y 
· <hostname> # About to change platform to active-standby.  Continue (y/n) y


Chapter 5
Finalizing Upgrade



Task 1: Restore cron jobs for EMS



Restoration of root cron jobs for the system is not necessary as the upgrade procedure does not overwrite the previous root cron jobs, however a backup was taken for safety purposes and if needed can be found on each system in the /opt/.upgrade directory. 



From EMS side A



Step 1   Log in as root.

Step 2   <hostname># cp -p /opt/.upgrade/root   /var/spool/cron/crontabs
Step 3   <hostname># cp -p /opt/.upgrade/oracle   /var/spool/cron/crontabs

Step 4   Update any customized cron jobs using “crontab –e” command.
Step 5   <hostname># svcadm disable system/cron
Step 6   <hostname># svcadm enable system/cron


From EMS side B



Step 1   Log in as root.

Step 2   <hostname># cp -p /opt/.upgrade/root   /var/spool/cron/crontabs

Step 3   <hostname># cp -p /opt/.upgrade/oracle   /var/spool/cron/crontabs

Step 4   Update any customized cron jobs using “crontab –e” command.

Step 5   <hostname># svcadm disable system/cron
Step 6   <hostname># svcadm enable system/cron

Step 7   Exit the “script /opt/.upgrade/upgrade.log” session:
<hostname># exit



Task 2: CDR delimiter customization



CDR delimiter customization is not retained after software upgrade. The system must be  manually recustomized the system after the upgrade. 

The following steps must be executed on both EMS side A and side B
Step 1 <hostname># cd /opt/bdms/bin
Step 2 <hostname># vi platform.cfg
Step 3 Locate the section for the command argument list for the BMG process
Args=-port 15260 -h localhost -u optiuser -p optiuser -fmt default_formatter -UpdIntvl 3300 -ems_local_dn blg-aSYS14EMS.cisco.com -FD semicolon -RD linefeed
Step 4 Modify the customized values. These values were recorded in Chapter 2 Task 7. Customize the CDR delimiters in the “Args=” line according to customer specific requirement. For Example: 
[image: image16.wmf] Note:These values were recorded in pre-upgrade steps in Chapter 2 Task 7.

Args=-port 15260 -h localhost -u optiuser -p optiuser -fmt default_formatter -UpdIntvl 3300 -ems_local_dn blg-aSYS14EMS.cisco.com -FD semicolon -RD linefeed
Step 5 Restart BDMS on side B EMS
<hostname># platform stop –i BDMS01

<hostname># platform start –i BDMS01

Step 6 Login into the EMS side A and execute the following commands.

<hostname># su – btsadmin


CLI>control bdms id=BDMSxx; target-state= STANDBY_ACTIVE;
Exit from cli and perform below commands on EMS side A.
<hostname># platform stop –i BDMS01

<hostname># platform start –i BDMS01

Step 7 Login into the EMS side A again, and execute the following commands.
<hostname># su – btsadmin


CLI>control bdms id=BDMSxx; target-state= ACTIVE_STANDBY;
Exit from cli.


Task 3: Add ISDN-DCHAN Licensed-record-count  


From Active EMS



Step 1 Login to CLI as “btsuser”.

<hostname> su – btsuser

Step 2 Issue the following CLI command. 
CLI> add db-license table-name=ISDN-DCHAN;licensed-record-count=2000;

Step 3 Show db-usage to verify licensed-record-count changed.

           CLI> show db-usage table-name=ISDN-DCHAN;
CLI > exit



Task 4: To install CORBA on EMS, please follow Appendix C.



You have completed the entire software upgrade process.


Appendix A
Backout Procedure for Side B Systems


Warning   After the side B system is upgraded to release 4.5, if the system is provisioned with new CLI data, fallback is not recommended. If fallback is absolutely required, please contact Cisco support.


Introduction



This procedure allows you to back out of the upgrade procedure if any verification checks (in "Verify system status" section) failed. This procedure is intended for the scenario in which the side B system has been upgraded to the new load and in active state, or side B system failed to upgrade to the new release, while the side A system is still at the previous load and in  standby state. The procedure will back out the side B system to the previous load. 

This backout procedure will: 

· Restore the side A system to active mode without making any changes to it

· Revert to the previous application load on the side B system

· Restart the side B system in standby mode

· Verify that the system is functioning properly with the previous load



Task 1: Save OS patch rollback scripts



· This task saves OS patch rollback scripts before staging the rollback release load so that these scripts can be used to rollback OS patch if necessary.
· Please execute the following commands on EMS side B and CA side B.

<hostname># tar cvf  /opt/.upgrade/patch_rollback.tar  /opt/Build/jumpstart-upgrade/btsrollback.sh  /opt/Build/jumpstart-upgrade/corerollback.sh


Task 2: Stage the fallback release load on the system



· Please stage the fallback release load on all 4 BTS nodes.

· If the fallback release load was saved before performing upgrade, please use the following commands as an example to stage the fallback load.
· Assume you want to fall back to 4.5.0Vxx from 4.5.1Vyy, where ‘xx’ and ‘yy’ are V load numbers.
<hostname># cd /opt

<hostname># mv Build Build.04.05.01.Vyy

<hostname># mv Build.04.05.00.Vxx Build

· Go to Task 2.
· Stage the fallback release load using CD-ROM
· To stage 4.5.0 V13, load using CD-ROM, use Appendix D.
· To stage 4.5.0 V14, load using CD-ROM, use Appendix E.
· To stage 4.5.1 Vxx or 4.5.13 Vxx load using CD-ROM, use Appendix F.


Task 3: Restore side B system to the fallback release



From EMS Side B



Step 1   Log in as root user.

Step 2   Restore opticall.cfg before fallback
<hostname># cd /opt/.upgrade
<hostname># cp  –fp  opticall.cfg.fallback  /etc/opticall.cfg

<hostname># cp  –fp  opticall.cfg.fallback  opticall.cfg

Step 3   Repeat Step 1 and Step 2 for EMS Side A

Step 4   Repeat Step 1 and Step 2 for CA/FS Side A

Step 5   Repeat Step 1 and Step 2 for CA/FS Side B

Step 6   Do the following commands on all 4 BTS nodes to ensure there is no install lock file present.
<hostname># ls /tmp/install.lock

· If the lock file is present, please do the following command to remove it.
<hostname># \rm -f /tmp/install.lock

Step 7   Log all upgrade activities and outputs to a file
<hostname># script /opt/.upgrade/fallback.log

· If you get an error from the above command, “/opt/.upgrade” may not exist yet.

· Please do the following command to create this directory.

<hostname># mkdir –p /opt/.upgrade

· Run the “script /opt/.upgrade/fallback.log”again.
Step 8   <hostname># cd /opt/Build

Step 9   <hostname># ./bts_upgrade.exp -fallback

Step 10   Enter the root password when get following message:
root@[Side A EMS hostname]'s password: 
Step 11   Please answer “y” when prompted during the fallback process
Step 12   After the fallback is completed, verify if Oracle is in duplex mode on EMS side A and EMS side B.  If it’s in simplex mode, it needs to be restored to duplex mode.
· On EMS side A:

<hostname># su - oracle

<hostname>$ cd /opt/oracle/admin/utl

<hostname>$ rep_toggle –s optical1 –t show_mode

· If the mode is duplex, please run the following command.

<hostname>$ exit
· If the mode is not duplex., please run the following commands.
<hostname>$ rep_toggle –s optical1 –t set_duplex

· Answer “y” when prompt

· Answer “y” again when prompt

<hostname>$ exit
<hostname># platform stop all

<hostname># platform start
· On EMS side B:
<hostname># su - oracle

<hostname>$ cd /opt/oracle/admin/utl

<hostname>$ rep_toggle –s optical2 –t show_mode

· If the mode is duplex, please run the following command.

<hostname>$ exit
· If the mode is not duplex., please run the following commands.
<hostname>$ rep_toggle –s optical2 –t set_duplex

· Answer “y” when prompt

· Answer “y” again when prompt

<hostname>$ exit
<hostname># platform stop all

<hostname># platform start
Step 13   If you are falling back to a release that does not have OS patch, please execute the following commands to rollback OS patch.

· If /opt/Build/jumpstart-upgrade does not exist, then this release does not have OS patch.
· Please execute the following commands on EMS side B and CA side B
<hostname># tar  xvf  /opt/.upgrade/patch_rollback.tar
<hostname># cd /opt/Build/jumpstart-upgrade

<hostname># ./btsrollback.sh

<hostname># ./corerollback.sh

Step 14   Warning: If this BTS system contained BTS software patches applied to the system before it was upgraded, as indicated in Chapter 2 Task 5, then those patches must now be manually added back to the system in the same order as they were originally applied.


Task 4: To install CORBA on EMS side B, please follow Appendix C.



This completes the side B system fallback. 



Appendix B
System Backout Procedure



Warning: After entire system is upgraded to release 4.5, if the system is provisioned with new CLI data fallback is not recommended. If fallback is absolutely required, please contact Cisco support.


Introduction



This procedure allows you to back out of the upgrade procedure if any verification checks (in "Verify system status" section) failed. This procedure is intended for the scenario in which both the side A and side B systems have been upgraded to the new load, or side A failed to upgrade and side B succeeded to upgrade. The procedure will back out the entire system to the previous load. 

This backout procedure will: 

· Revert to the previous application load on the side A system

· Restart the side A system and place it in active mode

· Revert to the previous application load on the side B system

· Restart the side B system and place it in active mode

· Verify that the system is functioning properly with the previous load



Task 1: Save OS patch rollback scripts


· This task saves OS patch rollback scripts before staging the rollback release load so that these scripts can be used to rollback OS patch if necessary.
· Please execute the following commands on all 4 BTS nodes.

<hostname># tar cvf  /opt/.upgrade/patch_rollback.tar  /opt/Build/jumpstart-upgrade/btsrollback.sh  /opt/Build/jumpstart-upgrade/corerollback.sh


Task 2: Stage the fallback release load on the system



· Please stage the fallback release load on all 4 BTS nodes.
· If the fallback release load was saved before performing upgrade, please use the following commands as an example to stage the fallback load.
· Assume you want to fall back to 4.5.0Vxx from 4.5.1Vyy, where ‘xx’ and ‘yy’ are V load numbers.
<hostname># cd /opt

<hostname># mv Build Build.04.05.01.Vyy

<hostname># mv Build.04.05.00.Vxx Build

· Go to Task 2.
· Stage the fallback release load using CD-ROM
· To stage 4.5.0 V13, load using CD-ROM, use Appendix D.
· To stage 4.5.0 V14, load using CD-ROM, use Appendix E.
· To stage 4.5.1 Vxx or 4.5.13 Vxx load using CD-ROM, use Appendix F.


Task 3: Restore the system to the fallback release



From EMS Side B



Step 1   Log in as root user.

Step 2   Restore opticall.cfg before fallback

<hostname># cd /opt/.upgrade

<hostname># cp –fp opticall.cfg.fallback /etc/opticall.cfg

<hostname># cp –fp opticall.cfg.fallback opticall.cfg

Step 3   Repeat Step 1 and Step 2 for EMS Side A

Step 4   Repeat Step 1 and Step 2 for CA/FS Side A

Step 5   Repeat Step 1 and Step 2 for CA/FS Side B

Step 6   Do the following commands on all 4 BTS nodes to ensure there is no install lock file present.
<hostname># ls /tmp/install.lock

· If the lock file is present, please do the following command to remove it.
<hostname># \rm -f /tmp/install.lock

Step 7   Log all fallback activities and outputs to a file
<hostname># script /opt/.upgrade/fallback.log

· If you get an error from the above command, “/opt/.upgrade” may not exist yet.

· Please do the following command to create this directory.

<hostname># mkdir –p /opt/.upgrade

· Run the “script /opt/.upgrade/fallback.log”again.
Step 8   <hostname># /opt/Build/bts_upgrade.exp -fallback

Step 9   Enter the root password when get following message:
root@[Side A EMS hostname]'s password

Step 10   Please answer “y” when prompted during the fallback process until side A system are in ACTIVE state.
Step 11   Once the side A systems have completed fallback and are in ACTIVE state, please validate new release software operation:
· When you see the following question on the screen, side A systems have completed fallback and become ACTIVE.

· About to stop platforms on secems_hn and secca_hn.  Continue? [y]

· Where secems_hn is the hostname of your side B EMS

· Where secca_hn is the hostname of your side B CA/FS

· Enter “n” if you want abort the fallback process

· If you do not want to abort the fallback process, please perform the following mid-fallback checking.

· Do not enter ‘y’ until the result of mid-fallback checking is all good.
· Warning: If this BTS system contained BTS software patches applied to the system before it was upgraded, as indicated in Chapter 2 Task 5, then those patches must now be manually added back to the system in the same order as they were originally applied.
· Verify existing calls are still active

· Verify new calls can be placed

· Verify billing records generated for the new calls just made are correct

· Log in as CLI user

· CLI> report billing-record tail=1;

· Verify that the attributes in the CDR match the call just made.

Step 12   Please answer “y” when prompted during the fallback process. 

Step 13   After the fallback is completed, verify if Oracle is in duplex mode on both EMS side A and B.  If it’s in simplex mode, it needs to be restored to duplex mode.

· On EMS side A:

<hostname># su - oracle

<hostname>$ cd /opt/oracle/admin/utl

<hostname>$ rep_toggle –s optical1 –t show_mode

· If the mode is duplex, please run the following command.

<hostname>$ exit
· If the mode is not duplex., please run the following commands.
<hostname>$ rep_toggle –s optical1 –t set_duplex

· Answer “y” when prompt

· Answer “y” again when prompt

<hostname>$ exit
<hostname># platform stop all

<hostname># platform start
· On EMS side B:
<hostname># su - oracle

<hostname>$ cd /opt/oracle/admin/utl

<hostname>$ rep_toggle –s optical2 –t show_mode

· If the mode is duplex, please run the following command.

<hostname>$ exit
· If the mode is not duplex., please run the following commands.
<hostname>$ rep_toggle –s optical2 –t set_duplex

· Answer “y” when prompt

· Answer “y” again when prompt

<hostname>$ exit
<hostname># platform stop all

<hostname># platform start
Step 14   If you are falling back to a release that does not have OS patch, please execute the following commands to rollback OS patch.
· If /opt/Build/jumpstart-upgrade does not exist, then this release does not have OS patch.
· Please execute the following commands on all 4 BTS nodes
<hostname># tar  xvf  /opt/.upgrade/patch_rollback.tar
<hostname># cd /opt/Build/jumpstart-upgrade
<hostname># ./btsrollback.sh
<hostname># ./corerollback.sh
Step 15   Warning: If this BTS system contained BTS software patches applied to the system before it was upgraded, as indicated in Chapter 2 Task 5, then those patches must now be manually added back to the system in the same order as they were originally applied.



Task 4: To install CORBA on EMS side A, please follow Appendix C.



Task 5: To install CORBA on EMS side B, please follow Appendix C.



This completes the entire system fallback



Appendix C
CORBA Installation



This procedure describes how to install the OpenORB Common Object Request Broker Architecture (CORBA) application on Element Management System (EMS) of the Cisco BTS 10200 Softswitch. 





	Note   This installation process is to be used for both EMS side A and EMS side B.    






	Caution  This CORBA installation will remove existing CORBA application on EMS machines. Once you have executed this procedure, there is no backout. Do not start this procedure until you have proper authorization. If you have questions, contact Cisco TAC.




Task 1: Install OpenORB CORBA Application



Remove Installed OpenORB Application



Step 1   Log in as root to EMS.

Step 2   Remove the OpenORB CORBA packages if they are installed, other wise go to next step. 

<hostname># pkginfo | grep BTScis

· If the output of the above command indicates that BTScis package is installed, then follow the next step to remove the BTScis package.

<hostname># pkgrm BTScis

· Answer “y” when prompted

<hostname># pkginfo | grep BTSoorb

· If the output of the above command indicates that BTSoorb package is installed, then follow the next step to remove the BTSoorb package.

<hostname># pkgrm BTSoorb

· Answer “y” when prompted

Step 3   Enter the following command to verify that the CORBA application is removed:

<hostname># pgrep cis3
The system will respond by displaying no data, or by displaying an error message. This verifies that the CORBA application is removed. 



Install OpenORB Packages



The CORBA application files are available for installation once the Cisco BTS 10200 Softswitch is installed. 



Step 1   Log in as root to EMS

Step 2   <hostname># cd /opt/Build
Step 3   <hostname># ./cis-install.sh

System responds:

	The NameService & CIS modules listen on a specific host interface.

        ***WARNING*** This host name or IP address MUST resolve on the CORBA

        client machine in the OSS. Otherwise, communication failures may occur.

Enter the host name or IP address [ local hostname ]:


Step 4   Confirm the “local hostname” is the machine you are on, then press return:

Enter the host name or IP address [ local hostname ]: 

· Answer “y” when prompt

Step 5   It will take about 5-8 minutes for the installation to complete.

Step 6   Verify CORBA Application is running On EMS:

<hostname># init q

<hostname># pgrep ins3
	Note   System will respond by displaying the Name Service process ID, which is a number between 2 and 32,000 assigned by the system during CORBA installation. By displaying this ID, the system confirms that the ins3 process was found and is running.


<hostname># pgrep cis3
	Note   The system will respond by displaying the cis3 process ID, which is a number between 2 and 32,000 assigned by the system during CORBA installation. By displaying this ID, the system confirms that the cis3 process was found and is running.


Step 7   If you do not receive both of the responses described in Step 6, or if you experience any verification problems, do not continue. Contact your system administrator. If necessary, call Cisco TAC for additional technical assistance.


Appendix D

Staging the 4.5.0 V 13 load to the system 



This Appendix describes how to stage the 4.5.0 V13 load to the system using CD-ROM. 

Note: Please ensure you have the correct CD-ROM for the release you want to fall back to.  


From EMS Side B



Step 1   Log in as root.

Step 2   Put BTS 10200 System Disk CD-ROM in the CD-ROM drive.

Step 3   Remove old files.

<hostname># cd /
<hostname># \rm –rf /opt/Build

Step 4   Create /cdrom directory and mount the directory.

<hostname># mkdir -p /cdrom
· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 5   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-opticall.tar.gz /opt

Step 6   Verify that the check sum values match with the values located in the “checksum.txt” file located on BTS 10200 System Disk CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-opticall.tar.gz
Step 7   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 8   Manually eject the CD-ROM and take out BTS 10200 System Disk CD-ROM from CD-ROM drive.

Step 9   Put BTS 10200 Oracle Disk CD-ROM in the CD-ROM drive of EMS Side B.

Step 10   Mount the /cdrom directory.

· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 11   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-oracle.tar.gz /opt

Step 12   Verify that the check sum values match with the values located in the “checksum.txt” file located on Oracle CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-oracle.tar.gz
Step 13   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 14   Manually eject the CD-ROM and take out BTS 10200 Oracle Disk CD-ROM from CD-ROM drive.

Step 15   Extract tar files.

<hostname># cd /opt

<hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -
<hostname># gzip -cd K9-oracle.tar.gz | tar -xvf -


	
	Note   The files will take up 5-10 minutes to extract. 




From EMS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz
Step 6   sftp> get K9-oracle.tar.gz
Step 7   sftp> exit

Step 8   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -
Step 9   <hostname># gzip -cd K9-oracle.tar.gz | tar -xvf -


	
	Note   The files will take up 5-10 minutes to extract. 




From CA/FS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz
Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -


	
	Note   The files will take up 5-10 minutes to extract. 




From CA/FS Side B 



Step 1   <hostname># cd /opt
Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz
Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -


	
	Note   The files will take up 5-10 minutes to extract. 




Appendix E

Staging the 4.5.0 V14 load to the system 



This Appendix describes how to stage the 4.5.0 V14 load to the system using CD-ROM. 

Note: Please ensure you have the correct CD-ROM for the release you want to fall back to.  


From EMS Side B



Step 1   Log in as root.

Step 2   Put BTS 10200 Application Disk CD-ROM in the CD-ROM drive.

Step 3   Remove old files.

<hostname># cd /
<hostname># \rm –rf /opt/Build

Step 4   Create /cdrom directory and mount the directory.

<hostname># mkdir -p /cdrom
· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 5   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-opticall.tar.gz /opt

Step 6   Verify that the check sum values match with the values located in the “checksum.txt” file located on Application CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-opticall.tar.gz

Step 7   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 8   Manually eject the CD-ROM and take out BTS 10200 Application Disk CD-ROM from CD-ROM drive.

Step 9   Put BTS 10200 Database Disk CD-ROM in the CD-ROM drive of EMS Side B.

Step 10   Mount the /cdrom directory.

· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 11   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-btsdb.tar.gz /opt

Step 12   Verify that the check sum values match with the values located in the “checksum.txt” file located on BTS 10200 Database Disk CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-btsdb.tar.gz

Step 13   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 14   Manually eject the CD-ROM and take out BTS 10200 Database Disk CD-ROM from CD-ROM drive.

Step 15   Put BTS 10200 Oracle Engine Disk CD-ROM in the CD-ROM drive of EMS Side B.

Step 16   Mount the /cdrom directory.

· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 17   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-oraengine.tar.gz /opt

Step 18   Verify that the check sum values match with the values located in the “checksum.txt” file located on Oracle Engine CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-oraengine.tar.gz

Step 19   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 20   Manually eject the CD-ROM and take out BTS 10200 Oracle Engine Disk CD-ROM from CD-ROM drive.

Step 21   Extract tar files.

<hostname># cd /opt

<hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -

<hostname># gzip -cd K9-btsdb.tar.gz | tar -xvf -

<hostname># gzip -cd K9-oraengine.tar.gz | tar -xvf -



	
	Note   The files may take up 30 minutes to extract. 




From EMS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> get K9-btsdb.tar.gz
Step 7   sftp> get K9-oraengine.tar.gz
Step 8   sftp> exit

Step 9   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -

Step 10   <hostname># gzip -cd K9-btsdb.tar.gz | tar -xvf -
Step 11   <hostname># gzip -cd K9-oraengine.tar.gz | tar -xvf -


	
	Note   The files will take up 30 minutes to extract. 




From CA/FS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -



	
	Note   The files may take up 5-10 minutes to extract. 




From CA/FS Side B 



Step 1   <hostname># cd /opt
Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -



	
	Note   The files may take up 5-10 minutes to extract. 


Appendix F
Staging the 4.5.1 or 4.5.13 load to the system 



This procedure describes how to stage the 4.5.1 or 4.5.13 load to the system using CD-ROM.



From EMS Side B



Step 1   Log in as root.

Step 2   Put BTS 10200 Application Disk CD-ROM in the CD-ROM drive.

Step 3   Remove old files.

<hostname># cd /
<hostname># \rm –rf /opt/Build

Step 4   Create /cdrom directory and mount the directory.

<hostname># mkdir -p /cdrom
· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 5   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-opticall.tar.gz /opt

Step 6   Verify that the check sum values match with the values located in the “checksum.txt” file located on Application CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-opticall.tar.gz

Step 7   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 8   Manually eject the CD-ROM and take out BTS 10200 Application Disk CD-ROM from CD-ROM drive.

Step 9   Put BTS 10200 Database Disk CD-ROM in the CD-ROM drive of EMS Side B.

Step 10   Mount the /cdrom directory.

· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 11   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-btsdb.tar.gz /opt

<hostname># cp –f /cdrom/K9-extora.tar.gz /opt

Step 12   Verify that the check sum values match with the values located in the “checksum.txt” file located on BTS 10200 Database Disk CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-btsdb.tar.gz

<hostname># cksum /opt/K9-extora.tar.gz

Step 13   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 14   Manually eject the CD-ROM and take out BTS 10200 Database Disk CD-ROM from CD-ROM drive.

Step 15   Put BTS 10200 Oracle Engine Disk CD-ROM in the CD-ROM drive of EMS Side B.

Step 16   Mount the /cdrom directory.

· A system with Continuous Computing hardware, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t6d0s0 /cdrom
· Other hardware platform, please run:

<hostname># mount -o ro -F hsfs /dev/dsk/c0t0d0s0 /cdrom

Step 17   Use the following commands to copy file from the CD-ROM to the /opt directory.

<hostname># cp –f /cdrom/K9-oraengine.tar.gz /opt

Step 18   Verify that the check sum values match with the values located in the “checksum.txt” file located on Oracle Engine CD-ROM.

<hostname># cat /cdrom/checksum.txt

<hostname># cksum /opt/K9-oraengine.tar.gz

Step 19   Unmount the CD-ROM.

<hostname># umount /cdrom
Step 20   Manually eject the CD-ROM and take out BTS 10200 Oracle Engine Disk CD-ROM from CD-ROM drive.

Step 21   Extract tar files.

<hostname># cd /opt

<hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -

<hostname># gzip -cd K9-btsdb.tar.gz | tar -xvf -

<hostname># gzip -cd K9-extora.tar.gz | tar -xvf -

<hostname># gzip -cd K9-oraengine.tar.gz | tar -xvf -



	
	Note   The files will take up 30 minutes to extract. 




From EMS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> get K9-btsdb.tar.gz
Step 7   sftp> get K9-extora.tar.gz
Step 8   sftp> get K9-oraengine.tar.gz
Step 9   sftp> exit

Step 10   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -

Step 11   <hostname># gzip -cd K9-btsdb.tar.gz | tar -xvf -
Step 12   <hostname># gzip -cd K9-extora.tar.gz | tar -xvf -
Step 13   <hostname># gzip -cd K9-oraengine.tar.gz | tar -xvf -


	
	Note   The files will take up 30 minutes to extract. 




From CA/FS Side A



Step 1   <hostname># cd /opt

Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS Side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -



	
	Note   The files will take up 5-10 minutes to extract. 




From CA/FS Side B 



Step 1   <hostname># cd /opt
Step 2   <hostname># \rm –rf /opt/Build

Step 3   <hostname># sftp <hostname of EMS side B>

Step 4   sftp> cd /opt

Step 5   sftp> get K9-opticall.tar.gz

Step 6   sftp> exit

Step 7   <hostname># gzip -cd K9-opticall.tar.gz | tar -xvf -



	
	Note   The files will take up 5-10 minutes to extract. 


Appendix G
Check database 



This procedure describes how to perform database audit and correct database mismatch as a result of the DB audit.



Perform database audit



In this task, you will perform a full database audit and correct any errors, if necessary.  The results of the audit can be found on the active EMS via the following Web location. For example ….https://priems108/report/



Step 1  Login as “ciscouser”

Step 2   CLI> audit database type=full; 

Step 3   Check the audit report and verify there is no discrepancy or error. If errors are found, please try to correct them. If you are unable to correct, please contact Cisco Support. 

Please follow the sample command provided below to correct the mismatches:
CLI> sync <table name> master=EMS; target=<CAxxx/FSPTCyyy/FSAINzzz>;
CLI> audit <table name> 

Step 4   CLI> exit

Use the following command to clear data base mismatches for the following tables.

· SLE
· SC1D
· SC2D
· SUBSCRIBER-FEATURE-DATA
Step 1 CLI> sync <table name> master=FSPTC; target=<EMS>;
Step 2 CLI> audit <table name> 

Step 3 CLI> exit
Appendix H
Check Alarm Status 



The purpose of this procedure is to verify that there are no outstanding major/critical alarms. 



From EMS side A



Step 1   Log in as “btsuser” user.

Step 2   CLI> show alarm 

· The system responds with all current alarms, which must be verified or cleared before proceeding with next step.



	
	Tip Use the following command information for reference material ONLY.




Step 3   To monitor system alarm continuously.

CLI> subscribe alarm-report severity=all; type=all; 

	
	Valid severity: MINOR, MAJOR, CRITICAL, ALL    

Valid types:     CALLP, CONFIG, DATABASE, MAINTENANCE, OSS, SECURITY, SIGNALING, STATISTICS, BILLING, ALL, SYSTEM, AUDIT 


Step 4   System will display alarms if alarm is reported.

	<------------------- START ALARM REPORT -------------------->

TIMESTAMP:                    20040503174759

DESCRIPTION:                 General MGCP Signaling Error between MGW and CA.

TYPE & NUMBER:           SIGNALING (79)

SEVERITY:                        MAJOR

ALARM-STATUS:            OFF

ORIGIN:                            MGA.PRIMARY.CA146

COMPONENT-ID:            null

ENTITY NAME:               S0/DS1-0/1@64.101.150.181:5555

GENERAL CONTEXT:    MGW_TGW

SPECIFC CONTEXT:       NA

FAILURE CONTEXT:      NA

<------------------- END ALARM REPORT ---------------------->


Step 5   To stop monitoring system alarm.

CLI> unsubscribe alarm-report severity=all; type=all; 

Step 6   CLI> exit 



Appendix I
Audit Oracle Database and Replication 



Perform the following steps on the Standby EMS side to check the Oracle database and replication status. 



Check Oracle DB replication status



From STANDBY EMS



Step 1   Log in as root.

Step 2   Log in as oracle.

<hostname># su – oracle 
Step 3   Enter the command to compare contents of tables on the side A and side B EMS databases:  

[image: image17.wmf]Note: This may take 5-20 minutes time, depending on the size of the database.

<hostname>$ dbadm –C db

Step 4 Please check following two possible return results:

A) If all tables are in sync, output will be as follows:

Number of tables to be checked:  234

Number of tables checked OK:    234

Number of tables out-of-sync:      0

Step 5 If the tables are in sync as above, then Continue on Step 7 and skip Step 6.

B) If tables are out of sync, output will be as follows:
Number of tables to be checked: 157
Number of tables checked OK:    154
Number of tables out-of-sync:   3

 

Below is a list of out-of-sync tables:

OAMP.SECURITYLEVELS   



=> 1/0 

OPTICALL.SUBSCRIBER_FEATURE_DATA

=> 1/2
OPTICALL.MGW                   



=> 2/2

Step 6 If the tables are out of sync as above, then Continue on Step C to sync the tables.
C) For each table that is out of sync, please run the following step:
[image: image18.wmf]Note: Execute below “dbadm –A copy” command from the EMS side that has *BAD* data.
  <hostname>$ dbadm -A copy -o <OWNER> -t <TABEL NAME> 

   Example:    dbadm –A copy –o opticall –t subscriber_feature_data

· Enter “y” to continue

· Please contact Cisco Support if the above command fails.

Step 7   Enter the command to check replication status:

<hostname>$ dbadm –C rep 
Verify that “Deferror is empty?” is “YES”.

OPTICAL2::Deftrandest is empty?           YES

OPTICAL2::dba_repcatlog is empty?       YES

OPTICAL2::Deferror is empty?              YES (Make sure it is “YES”

OPTICAL2::Deftran is empty?                  YES

OPTICAL2::Has no broken job?               YES

OPTICAL2::JQ Lock is empty?                YES

OPTICAL1::Deftrandest is empty?          YES

OPTICAL1::dba_repcatlog is empty?      YES

OPTICAL1::Deferror is empty?             YES (Make sure it is “YES”

OPTICAL1::Deftran is empty?                YES

OPTICAL1::Has no broken job?              YES

OPTICAL1::JQ Lock is empty?               YES

If the “Deferror is empty?” is “NO”, please try to correct the error using steps in “Correct replication error” below. If you are unable to clear the error or if any of the individual steps fails, please contact Cisco Support. If the “Deferror is empty?” is “YES”, then proceed to step 8.
Step 8 <hostname> $ exit   


Correct replication error





	
	Note   You must run the following steps on standby EMS side B first, then on active EMS side A.




From EMS Side B



Step 1   Log in as root

Step 2   <hostname># su – oracle 

Step 5   <hostname>$ dbadm –A truncate_deferror 

· Enter “y” to continue
Step 6 <hostname> $ exit


From EMS Side A



Step 1   Login in as root.

Step 2   <hostname> # su – oracle 

Step 3   <hostname>$ dbadm –A truncate_deferror 

· Enter “y” to continue
Step 4   Re-verify that “Deferror is empty?” is “YES” and none of tables is out of sync.

<hostname>$dbadm –C rep 
OPTICAL1::Deftrandest is empty?           YES

OPTICAL1::dba_repcatlog is empty?       YES

OPTICAL1::Deferror is empty?              YES ( Make sure it is “YES”

OPTICAL1::Deftran is empty?                  YES

OPTICAL1::Has no broken job?               YES

OPTICAL1::JQ Lock is empty?                YES

OPTICAL2::Deftrandest is empty?          YES

OPTICAL2::dba_repcatlog is empty?      YES

OPTICAL2::Deferror is empty?             YES ( Make sure it is “YES”

OPTICAL2::Deftran is empty?                YES

OPTICAL2::Has no broken job?              YES

OPTICAL2::JQ Lock is empty?               YES

Step 5   <hostname> # exit 
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