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BTS10200 2,2 to 4,2 Network Migration Procedure
Purpose

The purpose of this procedure is to convert a BTS10200 duplex system from a 2,2 network interface configuration to a 4,2 network interface configuration.  This procedure is intended as a preliminary step for the upgrade to R4.4.X.

Assumptions
· A BTS10200 release supporting the migration to 4,2 has been installed (3.5.3-V08, 3.5.4-I00, 4.2.0-V11, 4.2.1-D05, 4.3.0-Q05 or later).

· No provisioning is allowed during this procedure.

· The host addresses of the IPs used on the physical/logical interfaces are assumed to be the same on a given host. The network masks are also assumed to be 255.225.225.0. If these conditions are not met, some corrections will have to be made manually during the migration procedure (see TASK I (4) and Appendix I).

· This procedure will be executed by using the console of the various machines of the BTS10200 system (EMS/CA/2924).
 Preliminary information

· Identify switch A and switch B (see following drawing).

· If Omni is configured (R3.5.X), determine the ‘link names’ used by Omni.

· Provide a Network Information Data Sheet for the 4,2 configuration. The main change from the 2,2 configuration is the division of the networks into two groups. The existing 2,2 networks will become ‘signaling’ networks and two new networks will be added as ‘management’ networks. In order to separate management networks from signaling networks the two switches will have a signaling vlan and a management vlan. On the EMS host machine the two networks will be reconfigured as ‘management’ networks. On the CallAgent the two existing networks will be left untouched while two new networks are added for management. In order to avoid routing of signaling traffic to the management LANs, the priority of the IRDP messages from the routers on the management networks should be lower than the priority of the IRDP messages from the routers on the signaling network. However, because of this difference in priority the management routers will not be added by IRDP to the routing table on the CallAgent host machines. Static routes will have to be configured on these machines, if required, to reach networks via the management routers. The network changes are reported in the NIDS and mainly require three steps:

· Identify the two networks dedicated to management

· Identify the management router(s). NOTE: the second management network is optional but the cabling is still needed between the switches and the BTS boxes to allow for internal communication within the BTS 10200 softswitch.

· Identify the two new additional IPs on the signaling routers (one per router) to be used to cross-connect to the switches.

· Identify the two additional interfaces on the CA/FS hosts. On the switches identify the two new uplinks for the management networks, and two new uplinks used to cross-connect to the signaling routers. The switch ports used by the new cabling are presented in the following table.

	
	CCPU
	Netra
	Switch-Port

	CA/FS host A
	znbe1,

znbe2
	qfe1,

qfe2.
	A-5

B-5

	CA/FS host B
	znbe1,

znbe2
	qfe1,

qfe2.
	A-6

B-6

	Uplinks
	 MGMT1,
MGMT2,

RTR-cross*,

RTR-cross*
	 A-11,
B-11,

A-12,

B-12


* RTR-cross are the additional connections routers-to-switches on the signaling network (see Figure 2. 4,2 network interface configuration).

Table 1: Additional ports used on the 4,2 management network

· Primary sides must be active (EMS/BDMS & CA/FS) and secondary sides standby. If not, force this configuration from the CLI.
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Figure 1: Cisco BTS 100200 Softswitch

TASK 0

Pre-execution Verification Checks
1. Verify that switch A and switch B are configured for a 2,2 configuration

2. Verify that the interfaces on the CA/FS or EMS/BDMS hosts are connected to the proper switch ports on switch A and switch B.

3. Verify /etc/hosts is linked to ./inet/hosts

TASK I

Testbed Preparation
1. Obtain the “22to42netup.tar” file.

NOTE: If using a CD follow the procedure to mount it.

2. Copy the tar file to /opt on all nodes.

3. Untar the file “cd /opt ; tar –xvf 22to42netup.tar”.

4. Edit the “hostconfig” file in the /opt/22to42netup directory and change the hostnames/IPs according to the NIDS for R4.4.

NOTE:  If the network masks are different from 255.255.255.0 or the host addresses of the IPs used on the physical/logical interfaces are not the same on a given host, some manual intervention is expected (See Appendix I).

5. sftp the “hostconfig” file to all nodes using the same directory as the destination.

6. Perform Appendix A, B, C, D and E to verify system readiness.

7. Verify that there are no active “Link Monitor: Interface lost communication” alarms
a. Login as root on the primary EMS

b. <hostname># ssh optiuser@0
c. Enter password

d. cli>show alarm; type=maintenance;

On the primary EMS (active) machine

8. At the system console login as root and then as oracle.

<hostname># su – oracle
9. Disable Oracle replication

a. <optical1>:<hostname>:/opt/orahome$ dbinit –H –J -i stop
b. Verify results according to Appendix G 1.1
TASK II
Connect the additional networks
10. Connect the management uplinks to switch B and switch A as shown in Table 1.

11. Connect the two additional interfaces on the CA/FS hosts to switch B and switch A as shown in Table 1.

12. Connect the signaling Routers cross links to switch A and switch B as shown in Table 1.

TASK III

Isolate OMS hub communication between side A and side B
13. On the primary EMS system console login as root.

14. <hostname># /opt/ems/utils/updMgr.sh –split_hub
15. Verify that the OMS hub links are isolated.

<hostname># nodestat
16. On the secondary EMS system console login as root.

17. <hostname># /opt/ems/utils/updMgr.sh –split_hub
18. Verify that OMS hub links are isolated by requesting

<hostname># nodestat
TASK IV

Convert Secondary CA/FS and EMS/BDMS from 2,2 to 4,2
Perform the following steps from the system console.

On secondary CA/FS machine

19. If Omni is configured (R3.5.X), deactivate SS7 link on the secondary CA/FS.

a. On system console, login as root.

b. <hostname># cd /opt/omni/bin
c. <hostname># termhandler -node a7n1
d. OMNI [date] #1:deact-slk:slk=<link names >;
e. Enter y to continue.
f. Repeat (d) for each active link associated ONLY to the secondary CA/FS.

g. OMNI [date] #2:display-slk;
h. Enter y to continue.
i. Verify the state for each link is INACTIVE.
j. OMNI[date] #3:quit;
20. Stop all platforms

<hostname># platform stop all
21. <hostname># mv /etc/rc3.d/S99platform /etc/rc3.d/saved.S99platform
22. <hostname># cd /opt/22to42netup
23. <hostname># ./hostgen.sh  (Execute Appendix I (b) if needed)
24. <hostname># ./upgrade_CA.sh
25. If needed, add a second DNS server.

26. If the host addresses of the IPs used on the physical/logical interfaces are not the   same on a given host (as assumed in hostconfig) execute Appendix I.

27. <hostname># shutdown –y –g0 –i6
28. On the system console, login as root after the system comes back up.

29. Verify all interfaces are up.

<hostname># ifconfig –a
Example:

lo0: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1

        inet 127.0.0.1 netmask ff000000 

hme0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.89.224.189 netmask ffffff00 broadcast 10.89.224.255

        ether 8:0:20:d2:3:af

qfe0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.89.225.189 netmask ffffff00 broadcast 10.89.225.255

        ether 8:0:20:e4:d0:58 

qfe1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.89.226.189 netmask ffffff00 broadcast 10.89.226.255

        ether 8:0:20:d7:3:af 

qfe1:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.120.189 netmask ffffff00 broadcast 10.10.121.255

qfe1:2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.122.189 netmask ffffff00 broadcast 10.10.123.255

qfe1:3: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.124.189 netmask ffffff00 broadcast 10.10.125.255

qfe2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.89.223.189 netmask ffffff00 broadcast 10.89.223.255

        ether 8:0:20:ac:96:fd 

qfe2:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.10.121.189 netmask ffffff00 broadcast 10.10.120.255

qfe2:2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.10.123.189 netmask ffffff00 broadcast 10.10.122.255

qfe2:3: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index5

        inet 10.10.125.189 netmask ffffff00 broadcast 10.10.124.255

The network reconfiguration will not be propagated immediately. It might take a period of a few minutes (~10) depending on various circumstances. Run the following procedure until no errors are reported.

<hostname># cd /opt/22to42netup

<hostname># ./checkIP
30. Restart Omni (if Omni is configured: R3.5.X)
<hostname># platform start –i omni
31. If Omni is configured (R3.5.X), activate SS7 link on the secondary CA/FS.

a. On system console, login as root.

b. <hostname># cd /opt/omni/bin
c. <hostname># termhandler -node a7n1
d. OMNI [date] #1:actv-slk:slk=<link name>
e. Enter y to continue.
f. Repeat (d) for each active link associated ONLY to the secondary CA/FS.
g. OMNI [date] #2:display-slk;
h. Enter y to continue.
i. Verify the state for each link is ACTIVE.
j. Execute Appendix H 1.2 to check Omni stability.
k. OMNI[date] #3:quit;
32. Restart the CA/FS.

<hostname># platform start -reboot

33. <hostname># pkill IPManager (not needed in Rel4.X)
34. Verify that all platforms come up as standby normal.

35. Verify static route to the DNS server.

<hostname># netstat –r
Should show the DNS network in the destination column.

36. <hostname># mv /etc/rc3.d/saved.S99platform /etc/rc3.d/S99platform
On secondary EMS/BDMS machine

Login as root on the system console.

37. <hostname># platform stop all
38. <hostname># mv /etc/rc3.d/S99platform /etc/rc3.d/saved.S99platform
39. <hostname># cd /opt/22to42netup
40. <hostname># ./hostgen.sh  (Execute Appendix I (b) if needed)
41. <hostname># ./upgrade_EMS.sh
42. If needed, add a second DNS server.

43. If the host addresses of the IPs used on the physical/logical interfaces are not the same on a given host (as assumed in hostconfig), execute Appendix I.

44. <hostname># shutdown –y –g0 –i6
45. On the system console, login as root after the system comes back up.

46. Verify all interfaces are up

     <hostname># ifconfig –a
Example:

lo0: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1

        inet 127.0.0.1 netmask ff000000 

hme0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.89.224.229 netmask ffffff00 broadcast 10.89.224.255

        ether 8:0:20:d9:31:b4 

hme0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.10.122.229 netmask ffffff00 broadcast 10.10.123.255

hme0:2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet <OLD_SECEMS_IP1> netmask ffffff00 broadcast 10.10.123.255

qfe0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.89.223.229 netmask ffffff00 broadcast 10.89.223.255

        ether 8:0:20:ca:9c:19 

qfe0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.10.123.229 netmask ffffff00 broadcast 10.10.122.255

qfe0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet <OLS_SECMS_IP2> netmask ffffff00 broadcast 10.10.122.255

47. Setup Oracle to listen to all networks.

<hostname># su - oracle -c /opt/22to42netup/reload_2242_ora.sh
48. The network reconfiguration will not be propagated immediately. It might take a period of a few minutes (~10) depending on various circumstances. Run the following procedure until no errors are reported.

<hostname># cd /opt/22to42netup

<hostname># ./checkIP
49. Start all platforms.

<hostname># platform start
50. Verify that all platforms are up standby normal.
51. Verify static routes to the NTP and DNS servers.

<hostname># netstat –r

Should show the NTP and DNS networks in the destination column.

On primary EMS/BDMS machine

52. Enable Oracle replication to push pending transactions from the replication queue.

a. On system console login as root and then as oracle.

<hostname># su – oracle
b. <opticall>:<hostname>:/opt/orahome$ dbadm –r get_deftrandest
See if any transactions are pending in the replication queue.

c. <opticall>:<hostname>:/opt/orahome$ dbinit –H –i start 

d. <opticall>:<hostname>:/opt/orahome$ dbadm –r get_deftrandest
See that the replication queue is empty.

e. <opticall>:<hostname>:/opt/orahome$ test_rep.sh
Type ‘y’ when prompted.
On secondary EMS/BDMS machine

53. Verify the contents of both the Oracle databases.

a. On system console login as root and then as oracle.

<hostname># su – oracle
b. <opticall>:<hostname>:/opt/orahome$ dbadm –C rep
See Appendix H 1.1 to verify the results.

54. <hostname># mv /etc/rc3.d/saved.S99platform /etc/rc3.d/S99platform
TASK V

Convert Primary CA/FS and EMS/BDMS from 2,2 to 4,2

Perform the following steps from the console.

On primary EMS/BDMS machine

55. On the system console, login as root.

56. <hostname># ssh optiuser@0
57. Enter password.

NOTE: In the following commands xxx is the instance number.

58. cli>control call-agent id=CAxxx;target-state=forced-standby-active;
59. cli>control feature-server id=FSAINxxx;target-state=forced-standby-active;
60. cli>control feature-server id=FSPTCxxx;target-state=forced-standby-active;
61. cli>control bdms id=BDMS01; target-state=forced-standby-active;
62. cli>control element-manager id=EM01; target-state=forced-standby-active;
NOTE: if any of the previous commands does not report ‘success’, run ‘nodestat’ on the target console and verify the actual results.
63. cli>exit
NOTE: Alarm for ‘Switchover in progress’ will stay on.

On primary CA/FS machine

64. If Omni is configured (R3.5.X), deactivate SS7 link on the primary CA/FS.

a. On system console, login as root.

b. <hostname># cd /opt/omni/bin
c. <hostname># termhandler -node a7n1
d. OMNI [date] #1:deact-slk:slk=<link names >;
e. Enter y to continue.
f. Repeat (d) for each active link associates ONLY to the primary CA/FS.
g. OMNI [date] #2:display-slk;
h. Enter y to continue.
i. Verify the state for each link is INACTIVE.
j. OMNI[date] #3:quit;
65. <hostname># platform stop all
66. <hostname># mv /etc/rc3.d/S99platform /etc/rc3.d/saved.S99platform
67. <hostname># cd /opt/22to42netup
68. <hostname># ./hostgen.sh  (Execute Appendix I (b) if needed)
69. <hostname># ./upgrade_CA.sh
70. If needed, add a second DNS server.

71. If the host addresses of the IPs used on the physical/logical interfaces are not the   same on a given host (as assumed in hostconfig) execute Appendix I.

72. <hostname># shutdown –y –g0 –i6
73. On system console, login as root once the system is back up.

74. Verify that all interfaces are up.

<hostname># ifconfig –a
Example:

lo0: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1

        inet 127.0.0.1 netmask ff000000 

hme0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.89.224.188 netmask ffffff00 broadcast 10.89.224.255

        ether 8:0:20:d2:3:af 

qfe0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.89.225.188 netmask ffffff00 broadcast 10.89.225.255

        ether 8:0:20:e4:d0:58 

qfe1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.89.226.188 netmask ffffff00 broadcast 10.89.226.255

        ether 8:0:20:d7:3:af 

qfe1:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.120.188 netmask ffffff00 broadcast 10.10.121.255

qfe1:2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.122.188 netmask ffffff00 broadcast 10.10.123.255

qfe1:3: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 4

        inet 10.10.124.188 netmask ffffff00 broadcast 10.10.125.255

qfe2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.89.223.188 netmask ffffff00 broadcast 10.89.223.255

        ether 8:0:20:ac:96:fd 

qfe2:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.10.121.188 netmask ffffff00 broadcast 10.10.120.255

qfe2:2: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 5

        inet 10.10.123.188 netmask ffffff00 broadcast 10.10.122.255

qfe2:3: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index5

        inet 10.10.125.188 netmask ffffff00 broadcast 10.10.124.255

75. The network reconfiguration will not be propagated immediately. It might take a period of a few minutes (~10) depending on various circumstances. Run the following procedure until no errors are reported.

<hostname># cd /opt/22to42netup

<hostname># ./checkIP
76. <hostname># platform start –i omni  (if Omni is configured: R3.5.X)
77. If Omni is configured (R3.5.X), activate SS7 link on the primary CA/FS.

a. On the system console, login as root.

b. <hostname># cd /opt/omni/bin
c. <hostname># termhandler -node a7n1
d. OMNI [date] #1:actv-slk:slk=<link name>
e. Enter y to continue.
f. Repeat (d) for each active link associated ONLY to the primary CA/FS.
g. OMNI [date] #2:display-slk;
h. Enter y to continue.
i. Verify the state for each link is ACTIVE.
j. Execute Appendix H 1.2 to check Omni stability.
k. OMNI[date] #3:quit;
78. <hostname># platform start
79. Verify that all platforms are up standby forced.

80. <hostname># pkill IPManager (not needed in Rel4.X)
81. <hostname># mv /etc/rc3.d/saved.S99platform /etc/rc3.d/S99platform
On secondary EMS/BDMS machine

82. Execute Appendix B using secondary EMS instead of primary.
83. Check Oracle replication

a. On system console login as root and then as oracle.

b. <hostname># su - oracle 
c. <opticall>:<hostname>:/opt/orahome$ dbadm –C rep
See Appendix H 1.1 to verify the results.

84. Disable Oracle replication on secondary (active) EMS.

a. <opticall>:<hostname>:/opt/orahome$ dbinit –H –J –i stop
See Appendix G 1.1 to verify the results.

On primary EMS/BDMS machine

Perform the following steps from the console, logging in as root.

85. <hostname># platform stop all
86. <hostname># mv /etc/rc3.d/S99platform /etc/rc3.d/saved.S99platform
87. <hostname># cd /opt/22to42netup
88. <hostname># ./hostgen.sh  (Execute Appendix I (b) if needed)
89. <hostname># ./upgrade_EMS.sh
90. If needed, add a second DNS server.

91. If the host addresses of the IPs used on the physical/logical interfaces are not the   same on a given host (as assumed in hostconfig) execute Appendix I.

92. <hostname># shutdown –y –g0 –i6
93. Login as root on the system console after system comes back up.

94. Verify all interfaces are up

<hostname># ifconfig –a
Example:

lo0: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1

        inet 127.0.0.1 netmask ff000000 

hme0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.89.224.228 netmask ffffff00 broadcast 10.89.224.255

        ether 8:0:20:d9:31:b4 

hme0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.10.122.228 netmask ffffff00 broadcast 10.10.123.255

qfe0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.89.223.228 netmask ffffff00 broadcast 10.89.223.255

        ether 8:0:20:ca:9c:19 

qfe0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.10.123.228 netmask ffffff00 broadcast 10.10.122.255

95. The network reconfiguration will not be propagated immediately. It might take a period of a few minutes (~10) depending on various circumstances. Run the following procedure until no errors are reported.

<hostname># cd /opt/22to42netup

<hostname># ./checkIP
96. Setup Oracle 4,2 configuration.
a. On the system console, login as root and then as oracle.


<hostname># su - oracle 
b. <opticall>:<hostname>:/opt/orahome$ /opt/oracle/admin/scripts/reload_ora_42.sh
97. Restore the OMS hub communication.

a. On the system console login as root.

b. <hostname># /opt/ems/utils/updMgr.sh –restore_hub
On secondary (active) EMS/BDMS machine
98. Apply the final 4,2 configuration on the secondary (active) EMS/BDMS as root.

a. On the system console login as root

b. <hostname># cd /opt/22to42netup
c. <hostname># finalSecmes.sh
99. Verify the final 4,2 interface configuration

<hostname># ifconfig –a
Example:

lo0: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1

        inet 127.0.0.1 netmask ff000000 

hme0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.89.224.229 netmask ffffff00 broadcast 10.89.224.255

        ether 8:0:20:d9:31:b4 

hme0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 2

        inet 10.10.122.229 netmask ffffff00 broadcast 10.10.123.255

qfe0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.89.223.229 netmask ffffff00 broadcast 10.89.223.255

        ether 8:0:20:ca:9c:19 

qfe0:1: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index 3

        inet 10.10.123.229 netmask ffffff00 broadcast 10.10.122.255

100. Setup Oracle 4,2 configuration. 

a. On the system console login as root and then as oracle.

<hostname># su - oracle 
b. <opticall>:<hostname>:/opt/orahome$ /opt/oracle/admin/scripts/reload_ora_42.sh
101. Restore the OMS hub communication.

a. On system console login as root.

b. <hostname># /opt/ems/utils/updMgr.sh –restore_hub
On primary EMS machine
102. <hostname># platform start
103. Verify that all platforms are up standby forced.
<hostname># nodestat
104. Verify the static routes to the NTP and DNS servers.
<hostname># netstat –r
Should show the NTP and DNS servers in the destination column.

On Secondary-Active EMS machine
105. Enable Oracle replication to push pending transactions.

a. On system console login as root and then as oracle.
<hostname># su – oracle 
b. <opticall>:<hostname>:/opt/orahome$ dbadm –r get_deftrandest
See if any transactions are pending in the replication queue.

c. <opticall>:<hostname>:/opt/orahome$ dbinit –H –i start 

d. <opticall>:<hostname>:/opt/orahome$ dbadm –r get_deftrandest
Verify that the replication queue is empty.

e. <opticall>:<hostname>:/opt/orahome$ test_rep.sh
See Appendix G 1.2.

106. Verify contents of both the Oracle databases.

a. <opticall>:<hostname>:/opt/orahome$ dbadm –C rep 
See Appendix H 1.1 to verify the results.

On primary EMS machine
107. <hostname># mv /etc/rc3.d/saved.S99platform /etc/rc3.d/S99platform


TASKS VI

Enable 2 VLANs on both 2924s
108. Connect console to Cisco 2924 switch B.
109. Enable 2 VLANs on switch B. Refer to Appendix F.

110. “Link Monitor: Interface lost communication” will be generated (ON) for all interfaces and then clear (OFF) after a few seconds. Verify that all alarms on link interfaces are clear.

111. Verify that all platforms are still Active-Forced on secondary side and Standby-Forced on primary side.

112. Perform Appendix H.

113. Connect console to Cisco 2924 switch A.

114. Enable 2 VLANs on switch A. Refer to Appendix F.

115. “Link Monitor: Interface lost communication” will be generated (ON) for all interfaces and then clear (OFF) after a few seconds. Verify that all alarms on link interfaces are clear.

116. Verify that all platforms are still Active-Forced on secondary side and Standby-Forced on primary side.

117. Perform Appendix H.

TASK VII

Final touches
On Secondary (active) EMS/BDMS

118. On the system console, login as root.

119. <hostname># ssh optiuser@0
120. Enter password.

121. cli>control call-agent id=CAxxx;target-state=forced-active-standby
122. cli>control feature-server id=FSAINxxx;target-state=forced-active-standby;
123. cli>control feature-server id=FSPTCxxx;target-state=forced-active-standby;

Note:  xxx is the instance number.

124. cli>control bdms id=BDMS01; target-state=forced-active-standby;
125. cli>control element-manager id=EM01; target-state=forced-active-standby;
126. cli> exit
Update DNS server 

In the 4,2 configuration a few DNS entries need to be added/changed.

The following procedure may be run as root on anyone of the 4 hosts.

127. <hostname># cd /opt/22to42netup
128. <hostname># ./showDnsUpdate.sh
129. This command will present the DNS entries that need to be changed or added in the DNS server.

On Primary-Active EMS

130. On the system console, login as root.

131. <hostname># ssh optiuser@0
132. Enter password.

133. cli>control feature-server id=FSAINxxx;target-state=normal;
134. cli>control feature-server id=FSPTCxxx;target-state=normal;

135. cli>control call-agent id=CAxxx;target-state=normal;
Note: xxx is the instance number.

136. cli>control bdms id=BDMS01;target-state=normal;
137. cli>control element-manager id=EM01;target-state=normal;
138. Execute Appendix H.

On both 2924 switch consoles

Switch-A

139. hub-a>enable
140. Enter password

141. hub-a#wr mem
Switch-B

142. hub-b>enable
143. Enter password

144. hub-b#wr mem
Enabling IRDP on the management networks.

145. The management networks can be configured with IRDP following the procedure outlined in Appendix J.



Appendix A

Check System Status



The purpose of this procedure is to verify the system is running in NORMAL mode, with the side A system in ACTIVE state and the side B system in STANDBY state. This condition is illustrated in Figure A-1. 

Figure A-1   Side A ACTIVE_NORMAL and Side B STANDBY_NORMAL 
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	Note   In the commands below, "xxx", "yyy" or "zzz" is the instance for the process on your system, and DomainName is your system domain name. 




From Active EMS side A



Step 1   Log in as CLI user.

Step 2   CLI> status call-agent id=CAxxx; <Return>
System response:

	Reply : Success: 

APPLICATION INSTANCE -> Call Agent [CAxxx]

PRIMARY STATUS -> ACTIVE_NORMAL

SECONDARY STATUS -> STANDBY_NORMAL


Step 3   CLI> status feature-server id=FSAINyyy; <Return> 

System response:

	Reply : Success: 

APPLICATION INSTANCE -> Feature Server [FS205]

PRIMARY STATUS -> ACTIVE_NORMAL

SECONDARY STATUS -> STANDBY_NORMAL


Step 4   CLI> status feature-server id=FSPTCzzz; <Return>

System response:

	Reply : Success: 

APPLICATION INSTANCE -> Feature Server [FS235]

PRIMARY STATUS -> ACTIVE_NORMAL

SECONDARY STATUS -> STANDBY_NORMAL


Step 5   CLI> status bdms; <Return>

System response:

	Reply : Success: 

BILLING SERVER STATUS IS... -> 

APPLICATION INSTANCE -> Bulk Data Management Server [BDMS1]

PRIMARY STATUS -> ACTIVE_NORMAL

SECONDARY STATUS -> STANDBY_NORMAL

BILLING MYSQL STATUS IS... -> Daemon is running!


Step 6   CLI> status element-manager id=EM01; <Return>

System response:

	Reply : Success: 

ELEMENT MANAGER STATUS IS... -> 

APPLICATION INSTANCE -> Element Manager [EM1]

PRIMARY STATUS -> ACTIVE_NORMAL

SECONDARY STATUS -> STANDBY_NORMAL

EMS MYSQL STATUS IS ... -> Daemon is running!

ORACLE STATUS IS... -> Daemon is running!




Appendix B

Check Call Processing



This procedure verifies that call processing is functioning without error. The billing record verification is accomplished by making a sample phone call and verify the billing record is collected correctly.



From EMS side A



Step 1   Log in as CLI user.

Step 2   Make a new phone call on the system. Verify that you have two-way voice communication. Then hang up both phones.

Step 3   CLI>report billing-record tail=1; <Return>

	Reply : Success: Request was successful.

HOST=<hostname>

SEQUENCENUMBER=15

CALLTYPE=EMG

SIGSTARTTIME=2003-03-14 09:38:31

SIGSTOPTIME=2003-03-14 09:39:10

ICSTARTTIME=2003-03-14 09:38:31

ICSTOPTIME=2003-03-14 09:39:10

CALLCONNECTTIME=2003-03-14 09:38:47

CALLANSWERTIME=2003-03-14 09:38:47

CALLDISCONNECTTIME=2003-03-14 09:39:10

CALLELAPSEDTIME=00:00:23

INTERCONNECTELAPSEDTIME=00:00:39

ORIGNUMBER=9722550001

TERMNUMBER=911

CHARGENUMBER=9722550001

DIALEDDIGITS=911

FORWARDINGNUMBER=

QUERYTIME2=0

QUERYTIME3=0

OFFHOOKIND=1

SHORTOFFHOOKIND=0

CALLTERMCAUSE=NORMAL_CALL_CLEARING

OPERATORACTION=0

ORIGSIGNALINGTYPE=0

TERMSIGNALINGTYPE=3

ORIGTRUNKNUMBER=0

TERMTRUNKNUMBER=911 

OUTGOINGTRUNKNUMBER=0

ORIGCIRCUITID=0

TERMCIRCUITID=1

PICSOURCE=2

ICINCIND=1

ICINCEVENTSTATUSIND=20

ICINCRTIND=0

ORIGQOSTIME=2003-03-14 09:39:10

ORIGQOSPACKETSSENT=1081

ORIGQOSPACKETSRECD=494

ORIGQOSOCTETSSENT=171448

ORIGQOSOCTETSRECD=78084

ORIGQOSPACKETSLOST=0

ORIGQOSJITTER=512

ORIGQOSAVGLATENCY=6

TERMQOSTIME=2003-03-14 09:39:10

TERMQOSPACKETSSENT=494

TERMQOSPACKETSRECD=1081

TERMQOSOCTETSSENT=78084

TERMQOSOCTETSRECD=171448

TERMQOSPACKETSLOST=0

TERMQOSJITTER=440

TERMQOSAVGLATENCY=1

PACKETIZATIONTIME=20

SILENCESUPPRESION=1

ECHOCANCELLATION=0

CODERTYPE=PCMU

CONNECTIONTYPE=IP

OPERATORINVOLVED=0

CASUALCALL=0

INTERSTATEINDICATOR=0

OVERALLCORRELATIONID=CAxxx1

TIMERINDICATOR=0

RECORDTYPE=NORMAL RECORD

CALLAGENTID=CAxxx

POPTIMEZONE=CST

ORIGTYPE=ON NET

TERMTYPE=OFF NET

NASERRORCODE=0

NASDLCXREASON=0

FAXINDICATOR=NOT A FAX

FAXPAGESSENT=0

FAXPAGESRECEIVED=0

== 1 Record(s) retrieved


Step 4   Verify that the attributes in the CDR match the call just made.



Appendix C

Check Provisioning and Database 



From EMS side A



The purpose of this procedure is to verify that provisioning is functioning without error. The following commands will add a "dummy" carrier then delete it. 



Step 1   Log in as CLI user.

Step 2   CLI>add carrier id=8080; <Return>

Step 3   CLI>show carrier id=8080; <Return>

Step 4   CLI>delete carrier id=8080; <Return>

Step 5   CLI>show carrier id=8080; <Return>

· Verify message is: Database is void of entries.



Perform database audits


In this task, you will perform a full database audit and correct any errors, if necessary. 


Step 1   CLI>audit database type=full; <Return>

Step 2   Check the audit report and verify there is no discrepancy or errors. If errors are found, please try to correct them. If you are unable to correct, please contact Cisco TAC.



Check transaction queue


In this task, you will verify that the OAMP transaction queue status. The queue should be empty. 


Step 1   CLI>show transaction-queue; <Return>

· Verify there is no entry shown. You should get following reply back: 

Reply : Success: Database is void of entries. 

· If the queue is not empty, wait for the queue to empty. If the problem persists, contact Cisco TAC.
Step 2   CLI>exit <Return>



Appendix D

Check Alarm Status 



The purpose of this procedure is to verify that there are no outstanding major/critical alarms. 



From EMS side A



Step 1   Log in as CLI user.

Step 2  CLI>show alarm <Return>

· The system responds with all current alarms, which must be verified or cleared before executing this upgrade procedure. 



	
	Tip Use the following command information for reference material ONLY.




Step 3   To monitor system alarm continuously.

CLI>subscribe alarm-report severity=all; type=all; <Return>

	
	Valid severity: MINOR, MAJOR, CRITICAL, ALL    

Valid types:     CALLP, CONFIG, DATABASE, MAINTENANCE, OSS, SECURITY, SIGNALING, STATISTICS, BILLING, ALL, SYSTEM, AUDIT 


Step 4   System will display alarms if alarm is reported.

	CLI><------------------- START ALARM REPORT -------------------->

TIMESTAMP:                     Fri Mar 14 14:01:28 CST 2003

DESCRIPTION:                  Disk Partition Moderately Consumed

TYPE & NUMBER:            MAINTENANCE (90)

SEVERITY:                         MINOR

ALARM-STATUS:               ON

ORIGIN:                                <hostname>

COMPONENT-ID:                HMN

Disk Partition:                        /

Percentage Used:                   54.88

<------------------- END ALARM REPORT ---------------------->


Step 5   To stop monitoring system alarm.

CLI>unsubscribe alarm-report severity=all; type=all; <Return>

Step 6   Exit CLI.

CLI>exit <Return>



Appendix E

Check Oracle Database Replication and Error Correction



Perform the following steps on the Active EMS side A to check the Oracle database and replication status. 



Check Oracle DB replication status



From EMS  Active side



Step 1   Log in as root.

Step 2   Log in as oracle.

<hostname># su – oracle <Return>
Step 3   Enter the command to check replication status and compare contents of tables on the side A and side B EMS databases:

<hostname>$dbadm –C rep <Return>
Step 4   Verify that “Deferror is empty?” is “YES”.

java dba.rep.RepStatus -check

OPTICAL1::Deftrandest is empty?           YES

OPTICAL1::dba_repcatlog is empty?       YES

OPTICAL1::Deferror is empty?              YES (Make sure it is “YES”

OPTICAL1::Deftran is empty?                  YES

OPTICAL1::Has no broken job?               YES

OPTICAL1::JQ Lock is empty?                YES

OPTICAL2::Deftrandest is empty?          YES

OPTICAL2::dba_repcatlog is empty?      YES

OPTICAL2::Deferror is empty?             YES (Make sure it is “YES”

OPTICAL2::Deftran is empty?                YES

OPTICAL2::Has no broken job?              YES

OPTICAL2::JQ Lock is empty?               YES

….  

Step 5   If the “Deferror is empty?” is “NO” , please try to correct the error using steps in “Correct replication error” below. If you are unable to clear the error, Contact Cisco TAC.



Correct replication error





	
	Note   You must run the following steps on standby EMS side B first, then on active EMS side A.




From EMS Standby Side



Step 1   Log in as root

Step 2   <hostname># su – oracle <Return>

Step 3   <hostname>$dbadm -A copy -o oamp -t ALARM_LOG <Return>

· Enter “y” to continue

Step 4   <hostname>$dbadm -A copy -o oamp -t EVENT_LOG <Return>

· Enter “y” to continue

Step 4   <hostname>$dbadm -A copy -o oamp -t CURRENT_ALARM <Return>

· Enter “y” to continue

Step 5   <hostname>$dbadm –A truncate_deferror <Return>

· Enter “y” to continue


From EMS Side A



Step 1   <hostname>$dbadm –A truncate_def <Return>

· Enter “y” to continue
Step 2   Re-verify that “Deferror is empty?” is “YES”.

<hostname>$dbadm –C rep <Return>
java dba.rep.RepStatus -check

OPTICAL1::Deftrandest is empty?           YES

OPTICAL1::dba_repcatlog is empty?       YES

OPTICAL1::Deferror is empty?              YES ( Make sure it is “YES”

OPTICAL1::Deftran is empty?                  YES

OPTICAL1::Has no broken job?               YES

OPTICAL1::JQ Lock is empty?                YES

OPTICAL2::Deftrandest is empty?          YES

OPTICAL2::dba_repcatlog is empty?      YES

OPTICAL2::Deferror is empty?             YES ( Make sure it is “YES”

OPTICAL2::Deftran is empty?                YES

OPTICAL2::Has no broken job?              YES

OPTICAL2::JQ Lock is empty?               YES



Appendix F

a. Installation of 2 VLANs on switch B

	VLAN Number
	Description
	Ports used

	150
	123- Network Name-Management
	0/4 to 0/8

	149
	226-Network Name- Signaling


	0/11 to 0/15


Table 2 Final Switch B VLAN Configuration

NOTE: port 0/4 has been added to the Network Management VLAN in order to host the connection to the Network Management 2 router.

· Connect to console of  Switch B

· Enter configuration mode by executing ‘config t’

· For each VLAN, enable access to all required ports. Enabling the two VLANs needed  can be accomplished by the following commands:


interface FastEthernet0/1

description 123- Network Name-Signaling

switchport access vlan 149

!

interface FastEthernet0/2

description 123- Network Name-Signaling

switchport access vlan 149

!

interface FastEthernet0/10

 description 123- Network Name-Signaling

 switchport access vlan 149

!

interface FastEthernet0/12

 description 123- Network Name-Signaling

 switchport access vlan 149

!

interface FastEthernet0/3

description 226- Network Name-Management

switchport access vlan 150

!

interface FastEthernet0/4

description 226- Network Name-Management

switchport access vlan 150

!

interface FastEthernet0/5

 description 226- Network Name-Management

 switchport access vlan 150

!

interface FastEthernet0/6

 description 226- Network Name-Management

 switchport access vlan 150

!

interface FastEthernet0/11

 description 226-Network Name-Management

 switchport access vlan 150

!

end 

· Execute ‘sh run’ and verify that the new configuration is in effect.

b. Installation of 2 VLANs on switch A

	VLAN Number
	Description
	Ports used

	149
	225-Network Name- Signaling


	0/11 to 0/15

	150
	224-Network Name- Management 
	0/16 to 0/23


Table 3 Final Switch A VLAN configuration

· Connect to console of  Switch A


· Enter configuration mode by executing ‘config t’

· For each VLAN, enable access to all required ports. Enabling the two VLANs needed  can be accomplished by the following commands:
 

interface FastEthernet0/1

description 224- Network Name-Signaling

switchport access vlan 149

!

interface FastEthernet0/2

description 224- Network Name-Signaling

switchport access vlan 149

!

interface FastEthernet0/10

 description 224- Network Name-Signaling

 switchport access vlan 149

!

interface FastEthernet0/12

 description 224- Network Name-Signaling

 switchport access vlan 149

!

interface FastEthernet0/3

description 225- Network Name-Management

switchport access vlan 150

!

interface FastEthernet0/4

description 225- Network Name-Management

switchport access vlan 150

!

interface FastEthernet0/5

 description 225- Network Name-Management

 switchport access vlan 150

!

interface FastEthernet0/6

 description 225- Network Name-Management

 switchport access vlan 150

!

interface FastEthernet0/11

 description 225-Network Name-Management

 switchport access vlan 10

!

end

· Execute ‘sh run’ and verify that the new configuration is in effect.

Appendix G

Enabling/disabling Oracle replication 

1.1 Disabling and verifying

To disable oracle replication:

$ dbinit -H -J -i stop
The output of this command should look like this:

===>Stopping DBHeartBeat process ...

Terminating existing DBHeartBeat process pid=9453

===>Disabling replication Push Job (job# 2) ...

JOB 2 is disabled

The success of the above command can be assessed by running:

$ dbadm -s get_client_info |grep DBHeart
No output should be generated.

To verify that broken jobs are disabled:

$ dbadm -r get_broken_jobs
The ouput for job 2 should present BROKEN=Y and FAILURES=0 

  JOB BROKEN   FAILURES WHAT

-----  -----------   ------------- -------------------------------------------------------

     2                 Y                   0   declare rc binary_integer; begin rc := sys.dbms_defer_s

                                                   ys.push(destination=>'OPTICAL2', stop_on_error=>FALSE,

                                                   delay_seconds=>0, parallelism=>1); end;

1.2 Enabling and verifying

To enable replication:

$ dbinit -H -i start


===>Starting DBHeartBeat process ...

Note that when DBHeartBeat is started it will enable the Push job (#2) also.


To verify that replication is enabled:

$ dbadm -s get_client_info |grep DBHeart
This command should present a line with ‘DBHeartBeatMaster’

44    33819 REPADMIN   5086      DBHeartBeatMaster-1083774897463

To verify that the replication queue is empty:

$ dbadm -r get_deftrandest
The output of this command should look like this:
=============================================

Replication transactions waiting to be pushed

=============================================

no rows selected

To test the replication process:

$ test_rep.sh
****************************************************************************

This process tests replication activities between both EMS sites:

Local host =  secems10

Local database = optical2

Remote host = priems10

Remote database = optical1

The process will insert test records from optical2. The transactions will

be replicated to optical1.  Then it will delete the test records from

optical1. The transactions will then be replicated back to optical2.

In either cases, the test data should always be in sync between both

databases.

****************************************************************************

Do you want to continue? [y/n] y

The output generated after this selection should look like this:

**Local database = optical2   **Remote database = optical1

Test data is in sync between optical2 and optical1

===> Inserting TEST record from optical2 to optical1

Test data is in sync between optical2 and optical1

<=== Deleting TEST record from optical1 to optical2

Test data is in sync between optical2 and optical1

Appendix H

System stability

Verify that all components of BTS10200 are in stable state by executing the ‘status system’ on the CLI console. The report should present all components in the stable states of Active or Standby.

1.1  Checking oracle replication and auditing contents of primary and secondary databases.

Short procedure (without data base audit)

$ dbadm -C rep
On the secondary side (optical2) performing Active duties for Oracle, the corresponding output should be similar to the following one:

OPTICAL2::Deftrandest is empty?         NO  ( with ongoing replication
OPTICAL2::dba_repcatlog is empty?       YES

OPTICAL2::Deferror is empty?            YES ( with ongoing replication
OPTICAL2::Deftran is empty?             NO  ( with ongoing replication 

OPTICAL2::Has no broken job?            YES

OPTICAL2::JQ Lock is empty?             YES

OPTICAL1::Deftrandest is empty?         YES

OPTICAL1::dba_repcatlog is empty?       YES

OPTICAL1::Deferror is empty?            YES

OPTICAL1::Deftran is empty?             YES

OPTICAL1::Has no broken job?            YES

OPTICAL1::JQ Lock is empty?             YES

The output presented refers to a system where traffic, provisioning or alarms are present. The parameters to monitor for replication in progress are ‘Deftrandest’, ‘Deferror’ and ‘Deftran’ related to the side performing as Active. 

In  case the primary side (optical1) is the one functioning as Active, the output will become the following one:

OPTICAL2::Deftrandest is empty?         YES 

OPTICAL2::dba_repcatlog is empty?       YES

OPTICAL2::Deferror is empty?            YES 

OPTICAL2::Deftran is empty?             YES 

OPTICAL2::Has no broken job?            YES

OPTICAL2::JQ Lock is empty?             YES

OPTICAL1::Deftrandest is empty?         NO  ( with ongoing replication
OPTICAL1::dba_repcatlog is empty?       YES

OPTICAL1::Deferror is empty?            YES ( with ongoing replication
OPTICAL1::Deftran is empty?             NO  ( with ongoing replication
OPTICAL1::Has no broken job?            YES

OPTICAL1::JQ Lock is empty?             YES

Long procedure (with data base audit)

$ dbadm –C db 


The output of this procedure will present the same information of the previous command plus a detailed description of the synchronization state of each data base.

You are connecting to OPTICAL1, remote DB is OPTICAL2

Checking table => OAMP.ALARM_LOG....................Different

Checking table => OAMP.COMMANDPARAMETER......OK

Checking table => OAMP.COMMANDSECURITY....OK

Checking table => OAMP.COMMANDTABLE....OK

Checking table => OAMP.COMMAND_ALIAS....OK

Checking table => OAMP.CURRENT_ALARM....Different

Checking table => OAMP.EVENT_LOG..................Different

Checking table => OAMP.QUEUE_THROTTLE....OK

...

...

Number of tables to be checked: 130

Number of tables checked OK:    127

Number of tables out-of-sync:   3

Below is a list of out-of-sync tables:

OAMP.EVENT_LOG                  => 1/142

OAMP.CURRENT_ALARM              => 2/5

OAMP.ALARM_LOG                  => 1/111

### If there are tables that need to be synced..

### sync tables on the side with bad data..
1.3 Checking OMNI stability (rel 3.5.X only)

The ‘termhandler’ tool allows to monitor the status of the OMNI package on the CallAgent host. The information reported does not depend on the side, Active or Standby, used to invoke this command.

Run ‘termhandler –node a7n1” to enter interactive mode. Select “Designatable Process copies” by requesting:

“displ-designation;” and typing ‘y’ at the next request.

The output will show Active and Standby copies like this, when Primary Active and secondary Standby:

Designatable Process copies for system <XYZ>

Process
Active Copy 
Standby Copy   Idle Copies

TAP

<priHostName>
<secHostName>
PM

<priHostName>
<secHostName>
PortMon

<priHostName>
<secHostName>
OOSVR

<priHostName>
<secHostName>
GUISVR
<priHostName>
<secHostName>
MCONF

 (none) 

(none) 
a7n1_NM
<priHostName>
<secHostName>
a7n1_MEAS
<priHostName>
<secHostName>
a7n1_L3MTP
<priHostName>
<secHostName>
a7n1_SCMG
<priHostName>
<secHostName>
a7n1_ISMG
<priHostName>
<secHostName>
a7n1_TCMG
<priHostName>
<secHostName>
a7n1_ctrl
<priHostName>
<secHostName>        

Note that <priHostName> is the primary Host name and <secHostName> is the Secondary Host Name.

Select “signalling links” by requesting:

“displ-slk;” and typing ‘y’ at the next request.

The output will present the links status like this:

--- SIGNALLING LINKS -- 

Name    Nbr  LSet       LSet SLC Port Chan Speed        ADPC        State         Status
                      Name     Nbr
LNK0      1  LSET0        1     0      0             56000     1-101-000   ACTIVE    inbolraP
LNK1      2  LSET0        1     1      2             56000     1-101-000   ACTIVE    inbolraP

                  --- SIGNALLING LINK STATUS LEGEND ---

                i - installed                            I - not installed
                n - link normal                      F - link failed
                b - not locally blocked          B - link locally blocked
                o - not remotely blocked       O - link remote blocked
                l - not locally inhibited          L - locally inhibited
                r - not remotely inhibited      R - remotely inhibited
                a - SLT Alignment enabled   A - SLT Alignment disabled
                p - SLT Periodic enabled      P - SLT Periodic disabled

Here lower case status characters are indicative of normal behavior or enabled feature.

After migration to 2/2 network interface configuration the ‘Logical interface status’ will be populated by many other interfaces. The two IPs presented above will still populate the same section, and will be associated with a different interface.

1.4 Checking RDM replication

The ‘nodestat’ command output presents the state of the various RDM replications for each platform. This information is part of the main status section. For instance, on the Primary EMS running Active, this is how the main status section should look like: 

-------------------------------------------------------------
| EM01: ACTIVE                                              |
|           NORMAL PRIMARY 2002/11/20-18:33:59              |
|           Replication Status:  REPLICATING                |
| BDMS01: ACTIVE                                            |
|           NORMAL PRIMARY 2002/11/20-18:34:19              |
|           Replication Status:  REPLICATING                |
-------------------------------------------------------------

When the RDM works normally the ‘Replication Status’ is set to ‘REPLICATING’. 

Similarly, on the Mate side, the ‘nodestat’ output will present a main status section like the following one:

-------------------------------------------------------------
| EM01: STANDBY                                             |
|           NORMAL SECONDARY 2002/11/21-14:52:28            |
|           Replication Status:  REPLICATING                |
| BDMS01: STANDBY                                           |
|           NORMAL SECONDARY 2002/11/21-14:52:37            |
|           Replication Status:  REPLICATING                |
-------------------------------------------------------------

A ‘Replication Status’ set to ‘REPLICATING’ on both sides indicates that replication is stable.

1.5 Checking OMSHub and BMG-BLG (billing) stability 

The ‘nodestat’ command output has a section presenting the state of the OMS Hubs connections and the state of the BMG-BLG connection.

On a Call-Agent host this section should look like this:

------------------------------------------------------------
| OMSHub slave port status:                                |
|     10.89.225.205.16386  10.89.225.25.32770  ESTABLISHED |
|     10.89.226.205.16386  10.89.226.25.32773  ESTABLISHED |
|     10.89.225.205.16386  10.89.225.39.35030  ESTABLISHED |
|     10.89.226.205.16386  10.89.226.39.35031  ESTABLISHED |
| BMG-BLG port status:                                     |
|     10.10.122.205.51086  10.10.122.25.15260  ESTABLISHED |
------------------------------------------------------------

Under normal conditions, four connections should be ‘ESTABLISHED’ for the OMS Hubs and one for BMG-BLG connection.

Similarly on an EMS host this ‘nodestat’ output section should appear like this:

-------------------------------------------------------------
| OMSHub slave port status:                                 |
|      10.89.225.25.32770  10.89.225.205.16386  ESTABLISHED |
|      10.89.226.25.32771  10.89.226.204.16386  ESTABLISHED |
|      10.89.225.25.32772  10.89.225.204.16386  ESTABLISHED |
|      10.89.226.25.32773  10.89.226.205.16386  ESTABLISHED |
| OMSHub mate port status:                                  |
|       10.89.224.25.60876  10.89.224.39.16387  ESTABLISHED |
| BMG-BLG port status:                                      |
|      10.10.122.25.15260  10.10.122.205.51086  ESTABLISHED |
-------------------------------------------------------------

In the EMS case there is the addition of the OMS Hub connection to the Mate. Again this connection under proper functioning condition should be ‘ESTABLISHED’.

Appendix I

Customizing variable host-address on the same host and netmasks.

The procedure in this appendix should be applied if:

· The host address of the IPs used on the physical/logical interfaces is not the same on a given host. In this case a manual intervention is expected in order to update the entries in /etc/hosts that do not comply with the values created by the upgrade procedure.

· The netmasks are different from 255.255.255.0. In this case the  /etc/netmasks will need some manual correction.

The /etc/hosts and /etc/netmasks files are rebuilt, as part of the migration procedure, in all nodes. The content of these files will be the same in all machines. The modification happens in two steps. First two files are generated in /tmp, ‘host’ and ‘netmasks’, by running ‘hostgen.sh’. After this, ‘upgrade_CA.sh’ or ‘upgrade_EMS.sh’ will make the final changes in the /etc directory.

The customization can be done in two steps: 
a. On a machine of choice, long before the upgrade is actually implemented, run only ‘hostgen.sh’ in the /opt/22to42netup directory. The two files /tmp/host and /tmp/netmasks, produced by hostgen.sh, can be modified as needed, saved in the /opt/22to42netup directory and then propagated to all nodes.

b. During the execution of the actual migration procedure these two files must be manually copied to /tmp right after running hostgen.sh.

Among the entries that might need to be changed are the IPs needing public knowledge in the DNS server, added or updated by this procedure. These can be reported by running: 

showDnsUpdate.sh

in the /opt/22to42netup directory.

Another important group of entries is presented by the IPs associated with physical/logical interfaces. The following mapping is used between interfaces and DNS names.

On the EMS/BDMS host:

hme0                   <hostname>-nms1

hme0:1
          <hostname>-rep1

qfe3/znb3            <hostname>-nms2

(qfe3/znb3):1      <hostname>-rep2

On the CA/FS host:

hme0    

<hostname>-nms1

hme0:1  

<hostname>-red1

hme0:2

<hostname>-bill1

hme0:3

<hostname>-fs1

qfe0/znb0    
<hostname>-mgcp1

qfe4/znb4

<hostname>-mgcp2

qfe6/znb6    
<hostname>-nms2

(qfe6/znb6):1
<hostname>-red2

(qfe6/znb6):2
<hostname>-bill2

(qfe6/znb6):3
<hostname>-fs2
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Critical IP address Configuration: 
1) CA/FS

	Platform.cfg
	Side A
	Side B

	CriticalLocal IPsConnectedToRtr
	10.89.225.CA-A0, 10.89.226.CA-A0
	10.89.225.CA-B0, 10.89.226.CA-B0

	CriticalMateIPsConnectedToRtr
	10.89.225.CA-B0, 10.89.226.CA-B0
	10.89.225.CA-A0, 10.89.226.CA-A0

	CriticalRouterIPs
	10.89.225.RTR, 10.89.226.RTR
	10.89.225.RTR, 10.89.226.RTR


2) EM/BDMS

	Platform.cfg
	Side A
	Side B

	CriticalLocalIPsConnectedToRtr
	10.89.223.EM-A0, 10.89.224.EM-A0
	10.89.223.EM-B0, 10.89.224.EM-B0

	Critical MateIPsConnectedToRtr
	10.89.223.EM-B0, 10.89.224.EM-B0
	10.89.223.EM-A0, 10.89.224.EM-A0

	Critical Router IPs
	10.89.223.RTR, 10.89.224.RTR
	10.89.223.RTR, 10.89.224.RTR



Signaling* – MGCP,SIP & H323 use dynamically assigned logical IP addresses associated 

Internal*    – Logical IP addresses.

Figure 2. 4,2 network interface configuration

Appendix J

Configuring IRDP on Management Networks

The following procedure presents the steps needed to enable IRDP on the management networks.

1. On the Management router(s) change the Management interface to use IRDP. Set the priority of the Management interfaces to be lower then that of the Signaling interfaces. This can be achieved by setting the ‘irdp preference’ to –1.
For example if the interface used is 2/3:

interface FastEthernet 2/3


 description BTS NMS1 interface


 ip address 99.200.1.12 255.255.255.0


 ip irdp  


 ip irdp maxadvertinterval 4


 ip irdp minadvertinterval 3


 ip irdp holdtime 10


 ip irdp preference –1   (


2. On the EMS enable the IRDP discovery daemon.
This can be achieved as root by:

a. moving /usr/sbin/.in.rdisc to /usr/sbin/in.rdisc.

b. executing /usr/sbin/in.rdisc –s –f
3. On each host machine new default routes will appear (netstat –rn). At this point the static routes should be removed on the EMS hosts. 

route delete –net <destination-network> <routerIP>

4. As root remove, on the EMS host, all static route entries created in /opt/utils/S86StaticRoutes by editing this file.
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