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Preface 


This document describes the steps needed to install the Cisco BTS 10200 Softswitch Application Installation software. 
Table of Contents

    1Preface

Table of Contents
1
Obtaining Documentation
2
Obtaining Technical Assistance
3
Application Installation for Duplex Systems
5
Purpose
5
Prerequisites
6
Before You Start
7
Overview of the Installation Procedure
7
Open UNIX Shells and Create Log Files
9
Verify Host Tables
10
Verify Available Disk Space For Installation
11
Load the opticall.tar File on the EMS and CA/FS Platforms
12
Load the oracle.tar File on the EMS Platforms
19
Enter IP Addresses and Host Names in the opticall.cfg File
23
Run Verification Script to Validate Platform and DNS Data
26
Install the Primary EMS
27
Install Secondary EMS
29
Install the Primary CA/FS
31
Install the Secondary CA/FS
32
Provisioning DB License
34
NTP Provisioning
35
CORBA Installation
36
Start All Cisco BTS 10200 Softswitch Application Platforms
38
Remove the Build Directory to Free Disk Space
39
Appendix A:General Software Installation Procedure
40
Installation Scenarios
40
Package Information
42
Installation Steps and Utilities
46
Appendix B:Configure the Ethernet Switch for 4.1 Load
50


































































· 
Obtaining Documentation

The following sections provide sources for obtaining documentation from Cisco Systems. 

World Wide Web

You can access the most current Cisco documentation on the World Wide Web at the following sites: 

· http://www.cisco.com 
· http://www-china.cisco.com 
· http://www-europe.cisco.com 
Documentation CD-ROM

Cisco documentation and additional literature are available in a CD-ROM package, which ships with your product. The Documentation CD-ROM is updated monthly and may be more current than printed documentation. The CD-ROM package is available as a single unit or as an annual subscription. 

Ordering Documentation

Cisco documentation is available in the following ways: 

· Registered Cisco Direct Customers can order Cisco Product documentation from the Networking Products MarketPlace:

http://www.cisco.com/cgi-bin/order/order_root.pl 
· Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription Store:

http://www.cisco.com/go/subscription 
· Nonregistered Cisco.com users can order documentation through a local account representative by calling Cisco corporate headquarters (California, USA) at 408 526-7208 or, in North America, by calling 800 553-NETS(6387).

Documentation Feedback

If you are reading Cisco product documentation on the World Wide Web, you can submit technical comments electronically. Click Feedback in the toolbar and select Documentation. After you complete the form, click Submit to send it to Cisco. 

You can e-mail your comments to bug-doc@cisco.com. 

To submit your comments by mail, use the response card behind the front cover of your document, or write to the following address: 

Attn Document Resource Connection
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-9883 

We appreciate your comments. 

Obtaining Technical Assistance

Cisco provides Cisco.com as a starting point for all technical assistance. Customers and partners can obtain documentation, troubleshooting tips, and sample configurations from online tools. For Cisco.com registered users, additional troubleshooting tools are available from the TAC website. 

Cisco.com

Cisco.com is the foundation of a suite of interactive, networked services that provides immediate, open access to Cisco information and resources at anytime, from anywhere in the world. This highly integrated Internet application is a powerful, easy-to-use tool for doing business with Cisco. 

Cisco.com provides a broad range of features and services to help customers and partners streamline business processes and improve productivity. Through Cisco.com, you can find information about Cisco and our networking solutions, services, and programs. In addition, you can resolve technical issues with online technical support, download and test software packages, and order Cisco learning materials and merchandise. Valuable online skill assessment, training, and certification programs are also available. 

Customers and partners can self-register on Cisco.com to obtain additional personalized information and services. Registered users can order products, check on the status of an order, access technical support, and view benefits specific to their relationships with Cisco. 

To access Cisco.com, go to the following website: 

http://www.cisco.com 
Technical Assistance Center

The Cisco TAC website is available to all customers who need technical assistance with a Cisco product or technology that is under warranty or covered by a maintenance contract. 

Contacting TAC by Using the Cisco TAC Website

If you have a priority level 3 (P3) or priority level 4 (P4) problem, contact TAC by going to the TAC website: 

http://www.cisco.com/tac 
P3 and P4 level problems are defined as follows: 

· P3—Your network performance is degraded. Network functionality is noticeably impaired, but most business operations continue.

· P4—You need information or assistance on Cisco product capabilities, product installation, or basic product configuration.

In each of the above cases, use the Cisco TAC website to quickly find answers to your questions. 

To register for Cisco.com, go to the following website: 

http://www.cisco.com/register/ 
If you cannot resolve your technical issue by using the TAC online resources, Cisco.com registered users can open a case online by using the TAC Case Open tool at the following website: 

http://www.cisco.com/tac/caseopen 
Contacting TAC by Telephone 

If you have a priority level 1 (P1) or priority level 2 (P2) problem, contact TAC by telephone and immediately open a case. To obtain a directory of toll-free numbers for your country, go to the following website: 

http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml 
P1 and P2 level problems are defined as follows: 

· P1—Your production network is down, causing a critical impact to business operations if service is not restored quickly. No workaround is available.

· P2—Your production network is severely degraded, affecting significant aspects of your business operations. No workaround is available. 

Application Installation for Duplex Systems 



Purpose

This procedure is used to install the Cisco Broadband Telephony Services (BTS) 10200 Softswitch application software releases 4.1, and Oracle software, on Cisco BTS 10200  Softswitch hardware that is currently not carrying live traffic. The specific units on which this application will be installed are: 

· Side A (primary) Element Management System (EMS)

· Side B (secondary) EMS

· Side A (primary) call agent/feature server (CA/FS)

· Side B (secondary) CA/FS



	
	Caution   This is not an upgrade procedure. Performing the steps in this procedure will bring the platform down and stop call processing. Do not start this procedure unless you have authorization from your supervisor. Do not run it on an active system that is carrying live traffic. If you have questions, contact Cisco TAC.




This installation will clean out all existing applications and data. There is no back out once this procedure is executed. Before starting this procedure, perform a data backup using the applicable procedure in the Cisco BTS 10200 Softswitch Operations Manual. 



	
	Note   Close all CLI and oracle sessions before attempting to install the Cisco BTS 10200 Softswitch software. 




If you are reinstalling an existing Cisco BTS 10200 Softswitch software version, Cisco BTS 10200 Softswitch  data previously backed up can be restored using the procedure in the Cisco BTS 10200 Softswitch Operations Manual. 

If you are installing a new software version, data previously backed up will become obsolete and cannot be restored on the new software. Data must be reprovisioned. Data backups performed after the software installation can be restored in the usual manner. 



	
	Note   Cisco recommends that you back up data that has been restored or reprovisioned following software installation. 




Prerequisites

The following prerequisites must be satisfied before Cisco can prepare and ship the Cisco BTS 10200 Softswitch software to your site. 

Obtain a copy of the network site survey that Cisco provides, fill in the network configuration data you want your system to have, and return the survey to Cisco. The Cisco BTS 10200 Softswitch uses this information to communicate with your network. Cisco uses this information to create the customized configuration file for your system. 

Cisco will provide you with a network installation data sheet (NIDS). The system administrator must ensure that the applicable DNS domain names and IP addresses from the NIDS have been entered into the primary and secondary DNS servers. DNS lookup of host names is required for this procedure. This ensures that the system can resolve all qualified domain names. 

If you would like to enter any parameters different than the values on the NIDS, or use a different DNS server, contact Cisco TAC for an evaluation of the potential impact of the changes. Obtain Cisco TAC concurrence of any changes to these data sheets. 



	
	Caution   Do not continue with this procedure until the system administrator has confirmed the DNS server has the correct IP addresses and host or domain names. Otherwise, the Cisco BTS 10200 Softswitch platforms will not be able to communicate properly.




After your Cisco BTS 10200 Softswitch software arrives, the following prerequisites must be satisfied before starting this application installation procedure. 



	
	Note   This installation procedure should be performed by a user experienced in basic Unix commands. Some of the prerequisites require the involvement of the system administrator. 




Verify that there is sufficient disk space on each host machine for this installation. Each EMS requires 6 GB, and each CA requires 6 GB. 

You must have copies of the completed network site survey and NIDS provided by Cisco for your specific system. If you would like to enter any parameters different than the values on these data sheets, contact Cisco TAC for an evaluation of the potential impact of the changes. Obtain Cisco TAC concurrence on any changes. 

Verify that you have the correct Cisco BTS 10200 Softswitch application CD-ROM and Oracle application CD-ROM, as specified on the data sheets. 

Before you start the installation, make sure your network administrator set up and configure the Ethernet switch that connected to the BTS 10200 Softswitch properly (disable the auto-negotiation and enforce 100Mbps duplex link speed). For detail, refer to section “Configure the Ethernet switch for 4.1 load”.  

Also Verify the memory in each CA box has at least 4GB if user choose medium for MEM_CFG_SELECTION in opticall.cfg, and 2GB if user choose small. If the system does not meet this requirement, a warning message will issue during installation. User will then be prompted to continue or not. If user chooses to continue installation, user may encounter problem due to insufficient memory. 

Before You Start

Perform the following steps before starting the installation procedure: 



Step 1   Check with your system administrator to ensure that the requirements in the "Prerequisites" section have been satisfied.

Step 2   Ensure that the Cisco BTS 10200 Softswitch hardware components have been set up and turned on in accordance with manufacturer recommendations. 



Overview of the Installation Procedure

This procedure is used to install the Cisco BTS 10200 Softswitch application software, Release 4.1, and Oracle software, on Cisco BTS 10200 Softswitch hardware that is currently not carrying live traffic. The phases of the procedure are as follows: 

· Transfer the application files to each of the specified platforms

· Enter the IP addresses and host names in the opticall.cfg file

· Run the verification script to validate IP addresses and host names

· Install the application files on each of the specified platforms

· Start all Cisco BTS 10200 Softswitch application platforms (automatically)
· Remove the Build subdirectory to free disk space (recommended)

Cisco recommends that you completely read through this procedure before starting any steps. 

The basic flow of this procedure is illustrated in Figure 1. 
[image: image1.wmf]
Figure 1   Cisco BTS 10200 Softswitch Application Installation Procedure 




	
	Note   In all the steps in this procedure, enter the commands as shown; some commands are case sensitive. Press Enter at the end of each command. 




Open UNIX Shells and Create Log Files

Perform the following steps to open UNIX shells on the primary and secondary EMS platforms and on the primary and secondary CA/FS platforms. These four shells will be used throughout the application installation procedure. 

You will need the network site survey and NIDS (referred to in this procedure as data sheets) that were provided to you by the system administrator. 



	
	Note   For system which already has security package, use sftp and ssh. If the system is brand new and don’t have any security package, use ftp and telnet. The commands used in this procedure assume that a security package is already installed. 






Step 1   Ensure that your local PC or workstation has connectivity via TCP/IP to communicate with the primary EMS unit.

Step 2   Open four separate UNIX shells or XTerm windows. Each window will be dedicated to one of the four units: primary EMS, secondary EMS, primary CA/FS, and secondary CA/FS.

As an alternative, if using a Windows system, select Start/Run and enter cmd to open a command prompt. The four separate host windows will appear as you perform Step 3. 



	
	Note    Host names of the units are listed on the data sheets. 




Step 3   Enter ssh and the IP address or domain name of the applicable unit at the prompt in each of the four shells. This will be the unit to which this shell is dedicated. The system will respond with a login prompt.
ssh -l root xxx.xxx.xxx.xxx 



	
	Note    Host names and IP addresses of the units are listed on the data sheets. 





Step 4   Enter the root password for the applicable unit (these can be obtained from your system administrator) at the password prompt in each of the four shells. The system will respond with a command prompt.

Step 5   Create a troubleshooting log file at the command prompt in each of the four shells.

script /opt/mylog 



Verify Host Tables

Use the following steps to verify the host tables: 



Step 1   At the command prompt in each of the four shells, display the host table stored in the unit.

more /etc/hosts 

Step 2   In each of the four shells, examine the display. Verify that the IP addresses and host names of both EMS units and both CA/FS units are displayed and that they match the entries on the NIDS network 1.

If any entries are missing or do not match the NIDS network 1, stop and call your system administrator. 



	
	Note    Press the spacebar to view additional segments of the display; enter q to quit the display. Ignore other entries in the display (other than those specified for EMS and CA/FS in this step). 




Step 3   System administrator—When there is a mismatch in Step 2, there are two possible solutions:

a. Edit the host tables to match the NIDS network 1.

b. If values other than those in the NIDS network 1 are required, contact Cisco TAC before proceeding; Cisco TAC will assist you in evaluating the impact of these changes. Do not continue unless you have received concurrence from Cisco TAC.



	
	Note    If this step was performed, repeat the previous steps as needed to restart this procedure. 






Verify Available Disk Space For Installation

Use the following steps to verify your disk space availability before the software installation: 



Step 1   At the command prompt in each of the four shells, display the available disk space of the host.

df -k 



	
	Note    The available capacity of each disk partition will be shown in kilobytes. 




Step 2   For each EMS, verify that there is sufficient disk space in /opt (6 GB on each EMS) for this installation. If there is less than 6 GB available in /opt on any one of the EMS hosts, stop. Ask your system administrator to correct the problem.

Step 3   For each CA, verify that there is sufficient disk space in /opt (6 GB on each CA) for this installation. If there is less than 6 GB available in /opt on any one of the CA hosts, stop. Ask your system administrator to correct the problem.

Step 4   This step is necessary only if you had less than 6 GB free on an EMS or less than 6 GB free on a CA in Step 2 or Step 3.—After your system administrator has freed up sufficient disk space, and notified you to proceed, repeat Step 1 through Step 3.



	
	Note    If you logged off, repeat the steps in the "Open Unix Shells and Create Log Files" section, then repeat the steps in the "Verify Available Disk Space For Installation" section. 






Load the opticall.tar File on the EMS and CA/FS Platforms

This section describes how to transfer the software load from the CD-ROM to the host machine in preparation for software installation. 

Load the Cisco BTS 10200 Softswitch Application CD-ROM

Perform these steps to install the OptiCall application CD-ROM: 



Step 1   Verify with the system administrator that you have the correct Cisco BTS 10200 Softswitch  application CD-ROM as specified on the data sheets. Do not proceed until you have verified this.

Step 2   Insert the application CD-ROM into the CD-ROM drive of the primary EMS unit.



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS, and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.






Load the opticall.tar File on the Primary EMS

This section describes how to load the opticall.tar file on the primary EMS. 



	
	Note   Some steps indicate the time taken by the system to complete an operation. Actual times may vary depending on factors such as network speed and file size. 




In the primary EMS XTerm or terminal window, perform the following steps to load opticall.tar on the primary EMS: 



Step 1   At the command prompt of the primary EMS, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 2   This troubleshooting step is only necessary if you received an error response while attempting to navigate to the CD-ROM. If you did not receive an error response, go to Step 3.

a. If you receive the system response, cdrom not found, manually open and close the CD-ROM tray on the primary EMS unit. Wait 30 seconds and try the command again.

cd /cdrom/cdrom0. 

b. If you still receive an error response, it is possible that the CD-ROM driver is not yet mounted on the primary EMS. Enter the following command to create a directory:

mkdir -p /cdrom 



	
	Note    If the system responds that this directory already exists, you should ignore the response and continue with the next substep. 




c. Navigate to the CD ROM.

cd /cdrom 

d. Make a new directory.

mkdir -p cdrom0 

e. Enter the following command to mount the CD-ROM drive:

mount -F hsfs -o ro /dev/dsk/c0t6d0s0 /cdrom/cdrom0 

f. At the command prompt of the primary EMS, navigate to the CD-ROM:

cd /cdrom/cdrom0 

Step 3   Check that the proper file (opticall.tar) is present on the CD-ROM:

ls 

The file opticall.tar should be present. 

Step 4   Copy the file on the CD-ROM to the /opt directory:

cp opticall.tar /opt 

There will be a delay of 2 to 5 minutes while the file is copied and the command prompt reappears. Wait for the prompt. 



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 5   When the command prompt reappears, enter the command to expand the tar file:

cd /opt; tar xvf opticall.tar 

There will be a delay of 2 to 5 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt. 



Transfer and Load the opticall.tar File on the Secondary EMS

This section describes how to transfer and load the opticall.tar file on the secondary EMS. 



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.




Perform the following steps to transfer and load opticall.tar on the secondary EMS. Refer to the data sheets for addresses and names of the applicable units. 



Step 1   Click the shell (window) for the secondary EMS.

Step 2   At the command prompt of the secondary EMS, start an SFTP session directed to the primary EMS.

cd /opt; sftp <hostname or IP address of primary EMS> 



Step 3   At the password prompt, enter the root password for the primary EMS. The password can be obtained from your system administrator. The system will respond with an SFTP prompt.

Step 4   When the SFTP prompt appears, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 5   Check that the proper file (opticall.tar) is present on the CD-ROM.

ls 

The file opticall.tar should be present. 



Step 6   At the SFTP prompt, transfer the application file to the /opt directory.

get opticall.tar 

There will be a delay of 2 to 5 minutes while the file is being transferred, and the command prompt reappears. Wait for the prompt. 



	
	Note   If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 7 
  After the transfer is complete and the SFTP prompt reappears, exit the SFTP session.

exit
Step 8   When the command prompt of the secondary EMS reappears, enter the following command to expand the tar file:

cd /opt; tar xvf opticall.tar 

There will be a delay of 2 to 3 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt. 



Transfer and Load the opticall.tar File on the Primary CA/FS

This section describes how to transfer and load the opticall.tar file on the primary CA/FS. 



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.




Perform the following steps to transfer and load opticall.tar on the primary CA/FS. Refer to the data sheets for addresses and names of the applicable units. 



Step 1   Click the shell (window) for the primary CA/FS.

Step 2   At the command prompt of the primary CA/FS, start an SFTP session directed to the primary EMS.

cd /opt; sftp <hostname or IP address of primary EMS> 



Step 3   At the password prompt, enter the root password for the primary EMS. The system will respond with an SFTP prompt.

Step 4   When the SFTP prompt appears, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 5   Check that the proper file (opticall.tar) is present on the CD-ROM.

ls 

The opticall.tar file should be present. 



Step 6   At the SFTP prompt, transfer the application file to the /opt directory.

get opticall.tar 

There will be a delay of 1 minute while the file is being transferred, and the command prompt reappears. Wait for the prompt. 



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 7   After the transfer is complete and the SFTP prompt reappears, exit the SFTP session.

exit
Step 8   When the command prompt of the primary CA reappears, enter the following command to expand the tar file:

cd /opt; tar xvf opticall.tar 

There will be a delay of 2 to 5 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt. 



Transfer and Load opticall.tar File on the Secondary CA/FS

This section describes how to transfer and load the opticall.tar file on the secondary CA/FS. 



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.




Perform the following steps to transfer and load opticall.tar on the secondary CA/FS. Refer to the data sheets for addresses and names of the applicable units. 



Step 1   Click the shell (window) for the secondary CA/FS.

Step 2   At the command prompt of the secondary CA/FS, start an SFTP session directed to the primary EMS.

cd /opt; sftp <hostname or IP address of primary EMS> 


 

Step 3   At the password prompt, enter the root password for the primary EMS. The system will respond with an SFTP prompt.

Step 4   When the SFTP prompt appears, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 5   Check that the proper file (opticall.tar) is present on the CD-ROM.

ls 

Step 6   The opticall.tar file should be present.



Step 7   At the SFTP prompt, transfer the application file to the /opt directory.

get opticall.tar 

Step 8   There will be a delay of 1 minute while the file is being transferred, and the command prompt reappears. Wait for the prompt.



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 9   After the transfer is complete and the SFTP prompt reappears, exit the SFTP session.

exit
Step 10   When the command prompt of the secondary CA reappears, enter the following command to expand the tar file:

cd /opt; tar xvf opticall.tar 

Step 13   There will be a delay of 2 to 5 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt.



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.






Remove Cisco BTS 10200 Softswitch Application CD-ROM

Perform these steps to remove the Cisco BTS 10200 Softswitch application CD-ROM from the CD-ROM drive of the primary EMS. 



Step 1   Click the shell (window) for the primary EMS.

Step 2   At the command prompt of the primary EMS, enter one of the following commands:

a. If the CD was not manually mounted, eject it.

cd /; eject 

b. If the CD was manually mounted, manually unmount it.

umount /cdrom/cdrom0 

Step 3   Manually eject the CD-ROM.

Step 4   After the Cisco BTS 10200 Softswitch application CD-ROM comes out of the CD-ROM drive, place it in the CD case.



Load the oracle.tar File on the EMS Platforms

This section describes how to transfer the oracle database software from the CD-ROM to the EMS
machines in preparation for installation. 

Load the Oracle Application CD-ROM

Perform these steps to install the Oracle application CD-ROM: 



Step 1   Verify with the system administrator that you have the correct Oracle application CD-ROM as specified on the data sheets. Do not proceed until you have verified this.

Step 2   Insert the Oracle CD-ROM into the CD-ROM drive of the primary EMS unit.



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.






Load the oracle.tar File on the Primary EMS

In the primary EMS XTerm or terminal window, perform the following steps to load the oracle.tar file on the primary EMS: 



Step 1   At the command prompt of the primary EMS, navigate to the CD-ROM.

cd /cdrom/cdrom0 

If necessary, repeat the command cd /cdrom/cdrom0. 

Step 2   This troubleshooting step is only necessary if you received an error response while attempting to navigate to the CD-ROM. If you did not receive an error response, go to Step 3.

a. If you receive a system response, cdrom not found, manually open and close the CD-ROM tray on

the primary EMS unit. Wait 30 seconds and try the command again (cd /cdrom/cdrom0). 

b. If you still receive an error response, it is possible that the CD-ROM driver is not yet mounted on the primary EMS. Enter the following command to create a directory:

 mkdir -p /cdrom 



	
	Note    If the system responds that this directory already exists, you should ignore the response and continue with the next substep. 




c. Navigate to the CD-ROM

cd /cdrom 

d. Create a new directory.

mkdir -p cdrom0 

e. Enter the following command to mount the CD-ROM drive:

mount -F hsfs -o ro /dev/dsk/c0t6d0s0 /cdrom/cdrom0 

f. At the command prompt of the primary EMS, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 3   Check that the proper file (oracle.tar) is present on the CD-ROM.

ls 

The oracle.tar file should be present. 

Step 4   Copy the file on the CD-ROM.

cp K9-oracle.tar /opt 

Step 5   There will be a delay of approximately one hour while the file is copied and the command prompt reappears. Wait for the prompt.



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 6   When the command prompt reappears, enter the following command to expand the tar file:

cd /opt; tar xvf K9-oracle.tar 

Step 7   There will be a delay of 2 to 5 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt.



Transfer and Load oracle.tar on the Secondary EMS

In this section, you will transfer and load the oracle.tar file on the secondary EMS. 



	
	Caution   Do not remove the CD-ROM until directed to do so in this procedure. It must remain in the CD-ROM drive of the primary EMS and not be moved from machine to machine. There is a step later in this procedure that indicates when it is time to remove the CD-ROM.




Perform the following steps to transfer and load oracle.tar on the secondary EMS. Refer to the data sheets for addresses and names of the applicable units. 



Step 1   Click the shell (window) for the secondary EMS.

Step 2   At the command prompt of the secondary EMS, start an SFTP session directed to the primary EMS.

cd /opt; sftp <hostname or IP address of primary EMS> 



Step 3   At the password prompt, enter the root password for the primary EMS (can be obtained from your system administrator). The system will respond with an SFTP prompt.

Step 4   When the SFTP prompt appears, navigate to the CD-ROM.

cd /cdrom/cdrom0 

Step 5   Check that the proper file (oracle.tar) is present on the CD-ROM.

ls 

Step 6   The oracle.tar file should be present.



Step 7   At the SFTP prompt, transfer the application file to the preselected directory.

get K9-oracle.tar 

There will be a delay of approximately one hour while the file is being transferred, and the command 
prompt reappears. Wait for the prompt. 



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 8   After the transfer is complete and the SFTP prompt reappears, exit the SFTP session.

bye 

Step 9   When the command prompt reappears, enter the following command to expand the tar file:

cd /opt; tar xvf K9-oracle.tar 

There will be a delay of 2 to 5 minutes while the file is being expanded, and the command prompt reappears. Wait for the prompt. 

Remove Oracle Application CD-ROM

Perform these steps to remove the Oracle application CD-ROM from the CD-ROM drive of the primary 
EMS. 



Step 1   Click the shell (window) for the primary EMS.

Step 2   At the command prompt of the primary EMS, enter one of the following commands:

a. If the CD was not manually mounted, eject it.

cd /; eject 

b. If the CD was manually mounted, manually unmount it.

umount /cdrom/cdrom0 

Step 3   Manually eject the CD-ROM.

Step 4   After the CD-ROM is ejected from the CD-ROM drive, place it in the CD case.

Enter IP Addresses and Host Names in the opticall.cfg File

This section describes how to copy the opticall.cfg file from the install directory. It then describes how to edit the file with the data supplied in the opticall.cfg data sheet. Finally, the section describes how to copy the updated /etc/opticall.cfg file to the other three platforms (secondary EMS and primary and secondary CA/FS). 

Enter Addresses in the Primary EMS Configuration File

Perform the following steps to enter data into the configuration file on the primary EMS. You will need the data sheets provided to your system administrator by Cisco. 



Step 1   In the primary EMS shell, navigate to the install directory.

cd /opt/Build 

Step 2   Verify that the opticall.cfg file is present.

ls opticall.cfg 



	
	Note    If the system responds with file not found, stop immediately. Call Cisco TAC for assistance. 




Step 3   Copy the opticall.cfg file to the etc directory.

cp opticall.cfg /etc 

Step 4   Open the file for editing.

vi /etc/opticall.cfg 

The system will display the contents of the file.  The file has the format like this: PARAMETER=NAME.


	Note    No space around “=” 



	
	Note    If the system responds with file not found, stop immediately. Call Cisco TAC for assistance. 




Step 5   Verify that the parameters in the opticall.cfg file match the contents of the opticall.cfg data sheet, located in the NIDS. Then edit the values in the opticall.cfg to match the one from the NIDS data sheet. 
Review the opticall.cfg data sheet for correct entries for each item. 
Step 6   Save and exit the opticall.cfg file.



Run Verification Script on Primary EMS

Use the following steps to run the script to verify that the DNS server is configured correctly and that all the IP addresses entered in the DNS are reachable: 



Step 1   In the primary EMS shell, navigate to the install directory.

cd /opt/Build 

Step 2   Run the following command:

./checkCFG 

Step 3   The system will display a message Validating.... If no errors are found, the system will display the No errors found message. 

Example of checkCFG validation run: 

----------------------------------------------------------- 

--- CHECK DNS NAMES BEGIN                 --- 

------------------------------------------------------------ 

Validating opticall.cfg input file... 

Checking installation list CA_SIDE_A_INSTALLING_LIST... 

Checking installation list CA_SIDE_A_INSTALLING_LIST Complete... 

No errors found... 

The OptiCall System is configured as a DUPLEX system... 

Validating opticall.cfg input file complete... 

----------------------------------------------------------- 

--- CHECK DNS NAMES END                   --- 

------------------------------------------------------------ 

----------------------------------------------------------- 

--- CHECK DNS NAMES BEGIN                 --- 

------------------------------------------------------------ 

Validating opticall.cfg input file... 

Checking installation list CA_SIDE_A_INSTALLING_LIST... 

Checking installation list CA_SIDE_A_INSTALLING_LIST Complete... 

ping: unknown host red.aTRG4CA.lab.ipcell.com 

ERROR: red.aTRG4CA.lab.ipcell.com domain name ping FAILED... 

Please correct ERROR and try again... 

Validating opticall.cfg input file complete... 

----------------------------------------------------------- 

--- CHECK DNS NAMES END                   --- 

----------------------------------------------------------- 

Step 4   If the system does display an error, repeat Step 4 through Step 6 of the "Enter Addresses in the Primary EMS Configuration File". Make sure that all data has been entered exactly as shown on the supplied data sheets. Remember that values are case sensitive. Correct any values in opticall.cfg that differ from those on the data list.



	
	Note    Perform this step only once. 




Step 5   If the system still displays an error, stop and call your system administrator to resolve this problem. If necessary, call Cisco TAC for advice.



Copy Updated opticall.cfg File to Other EMS and CA/FS Platforms

Use the following steps to copy the updated opticall.cfg file from the primary EMS to the /etc directory on the other 3 platforms. 



Step 1   Click the shell (window) for the secondary EMS.

Step 2   At the command prompt of the secondary EMS, start an SFTP session directed to the primary EMS.

cd /etc; sftp <hostname or IP address of primary EMS> 



Step 4   At the password prompt, enter the root password for the primary EMS. The password can be obtained from your system administrator. The system will respond with an SFTP prompt.

Step 5   When the SFTP prompt appears, navigate to the /etc directory.

cd /etc 

Step 6   Check that the proper file (opticall.cfg) is present on the CD-ROM.

ls opticall.cfg 

The opticall.cfg file should be present. 



Step 8   At the SFTP prompt, transfer the configuration file to the preselected directory.

get opticall.cfg 



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 




Step 9   After the transfer is complete and the SFTP prompt reappears, exit the SFTP session.

exit 

Step 10   Repeat Step 1 through Step 9 for the primary CA/FS (use primary CA/FS shell).

Step 11   Repeat Step 1 through Step 9 for the secondary CA/FS (use secondary CA/FS shell).



Run Verification Script to Validate Platform and DNS Data

This section describes how to run the script to verify that the DNS server is configured correctly and that all of the IP addresses entered in the DNS are reachable. 

Run the Verification Script on the Secondary EMS

Use the following steps to run the verification script on the secondary EMS: 



Step 1   In the secondary EMS shell, navigate to the install directory.

cd /opt/Build 

Step 2   Run the following command:

./checkCFG 

Step 3   The system will display a message Validating.... If no errors are found, the system will display the No errors found message.

Step 4   If the system does display an error, repeat Step 4 through Step 6 of the "Enter Addresses in the Primary EMS Configuration File". Make sure that all data has been entered exactly as shown on the supplied data sheets. Remember that values are case sensitive. Correct any values in opticall.cfg that differ from those on the data list.



	
	Note    Perform this step only once. 




Step 5   If the system still displays an error, stop and call your system administrator to resolve this problem. If necessary, call Cisco TAC for advice.

Step 6   Repeat Step 1 through Step 5 for the primary CA/FS.

Step 7   Repeat Step 1 through Step 5 for the secondary CA/FS.











Install the Primary EMS


	
	Warning  The primary side EMS and secondary side EMS need to be installed simultaneously.






	
	Warning Do not use the file extension .orig if you choose to backup your Solaris system files, such as /etc/named.conf. Doing so will create undesired results. Instead, use unique identifiers for these backup files, such as <filename>.save or <filename>.mmddyy.




Use the following steps to install the primary EMS: 



	
	Note   If this is a new installation start at Step 3. If you already have a previous version of the BTS 10200 Softswitch software start at Step 1. 






Step 1   At the prompt of the primary EMS, enter the command to stop the platform.

platform stop all 

Step 2   If the system prompts that the platform is running, or the platform is running in active mode and prompts to continue [y/n], respond with y.



	
	Note    It will take 1 to 2 minutes for the platform to stop. Wait for the prompt to reappear. 




Step 3   At the prompt of the primary EMS, enter the following command to navigate to the install directory:

cd /opt/Build 

Step 4   Enter the following command:

./install.sh 



	
	Note    Refer to "General Software Installation Procedure" for any additional information needed. 




Step 5   A banner will appear as follows:

-------------------------------------------------------------

---                                                       ---

---         BTS 10200 INSTALLATION IS IN PROGRESS.        ---

---                                                       ---

-------------------------------------------------------------

Installation date: 07/05/03-13:59:04

Installation options: install.sh 

Installing from /opt/Build

INFO: Oracle DB requires parallel installation on EMS side A and B.

If mate <zzzzz> installation is not running, you must run 'install.sh'

on <zzzzz> after kicking off installation on this machine.

Continue?  [y,n,?,q]y

You are installing xxxxx on yyyyy...

Continue?  [y,n,?,q]y


	
	Note  Read the banner to verify that you are about to install the correct version of Cisco BTS 10200 Softswitch. Verify that xxxxx = <Opticall version specified on the CD-ROM label> and yyyyy = <host name of primary EMS as shown on the data sheets> and zzzzz = < host name of secondary EMS as shown on the data sheets>   







a. If there is any mismatch between the display and the data sheets, enter n and press Enter. Stop immediately and locate the correct CD-ROM to install. Do not continue with this procedure until you have called Cisco TAC and confirmed that you have the correct CD-ROM.

b. If there is a perfect match between the display and the data sheets, enter y. Allow about 1 hr  for this automatic installation to complete.

Step 6   While the primary EMS is installing, proceed to the "Install Secondary EMS" section.
Step 7    If prompt for reboot after installation, type “y”.


Install Secondary EMS

Use the following steps to install the secondary EMS: 



	
	Note   If this is a new installation start at Step 3. If you already have a previous version of the BTS 10200 Softswitch software installed start at Step 1. 






Step 1   At the prompt of the secondary EMS, enter the command to stop the platform.

platform stop all 

Step 2   If the system prompts that the platform is running, or the platform is running in active mode and prompts to continue [y/n], respond with y.



	
	Note    It will take 1 to 2 minutes for the platform to stop. Wait for the prompt to reappear. 




Step 3   At the prompt of the secondary EMS, enter the following command to navigate to the install directory:

cd /opt/Build 

Step 4   Enter the following command:

./install.sh 



	
	Note    Refer to "General Software Installation Procedure" for any additional information needed. 




Step 5   A banner will appear as follows:

-------------------------------------------------------------

---                                                       ---

---         BTS 10200 INSTALLATION IS IN PROGRESS.        ---

---                                                       ---

-------------------------------------------------------------

Installation date: 07/05/03-14:04:47

Installation options: install.sh 

Installing from /opt/Build

INFO: Oracle DB requires parallel installation on EMS side A and B.

If mate <zzzzz> installation is not running, you must run 'install.sh'

on <zzzzz> after kicking off installation on this machine.

Continue?  [y,n,?,q]y

You are installing xxxxx on yyyyy...

Continue?  [y,n,?,q]y


	
	Note  Read the banner to verify that you are about to install the correct version of Cisco BTS 10200 Softswitch. Verify that xxxxx = <Opticall version specified on the CD-ROM label> and yyyyy = <host name of primary EMS as shown on the data sheets> and zzzzz = < host name of secondary EMS as shown on the data sheets>   







a. If there is any mismatch between the display and the data sheets, enter n and press Enter. Stop immediately and locate the correct CD-ROM to install. Do not continue with this procedure until you have called Cisco TAC and confirmed that you have the correct CD-ROM.

b. If there is a perfect match between the display and the data sheets, enter y.. Allow 1 hr. for this automatic installation to complete.

Step 6   While the secondary EMS is installing, proceed to the "Install the Primary CA/FS" section.
Step 7    If prompt for reboot after installation, type “y”.



Install the Primary CA/FS


	
	Warning  The primary side CA/FS and secondary side CA/FS also need to be installed simultaneously.




Use the following steps to install the primary CA and FS: 



	
	Note   If this is a new installation start at Step 3. If you already have a previous version of the BTS 10200 Softswitch software installed start at Step 1. 






Step 1   At the prompt of the primary CA/FS, enter the command to stop the platform.

platform stop all 

Step 2   If the system prompts that the platform is running, or the platform is running in active mode and prompts to continue [y/n], respond with y.



	
	Note    It will take 1 to 2 minutes for the platform to stop. Wait for the prompt to reappear. 




Step 3   At the prompt of the primary CA/FS, enter the following command to navigate to the install directory:

cd /opt/Build 

Step 4   Enter the following command:

./install.sh 



	
	Note    Refer to "General Software Installation Procedure" for any additional information needed. 




Step 5   A banner will appear as follows:

-------------------------------------------------------------

---                                                       ---

---         BTS 10200 INSTALLATION IS IN PROGRESS.        ---

---                                                       ---

-------------------------------------------------------------

Installation date: 07/05/03-14:10:53

Installation options: install.sh 

Installing from /opt/Build

You are installing xxxxx on yyyyy...

Continue?  [y,n,?,q]y


	
	Note  Read the banner to verify that you are installing the correct version of Cisco BTS 10200 Softswitch. Verify that xxxxx = <Cisco BTS 10200 Softswitch version specified on the CD-ROM label> and yyyyy = <host name of primary CA/FS as shown on the data sheets> 








a. If there is any mismatch between the display and the data sheets, enter n and press Enter. Stop immediately and locate the correct CD-ROM to install. Do not continue with this procedure until you have called Cisco TAC and confirmed that you have the correct CD-ROM.

b. If there is a perfect match between the display and the data sheets, enter y.. Allow 15 to 20 minutes for this automatic installation to complete.

Step 6   While the primary CA/FS is installing, proceed to the "Install the Secondary CA/FS" section.
Step 7    If prompt for reboot after installation, type “y”.



Install the Secondary CA/FS

Use the following steps to install the secondary CA and FS: 



	
	Note   If this is a new installation start at Step 3. If you already have a previous version of the BTS 10200 Softswitch software installed start at Step 1. 






Step 1   At the prompt of the secondary CA/FS, enter the command to stop the platform.

platform stop all 

Step 2   If the system prompts that the platform is running, or the platform is running in active mode and prompts to continue [y/n], respond with y.



	
	Note    It will take 1 to 2 minutes for the platform to stop. Wait for the prompt to reappear. 




Step 3   At the prompt of the secondary CA/FS, enter the following command to navigate to the install directory:

cd /opt/Build 

Step 4   Enter the following command:

./install.sh 



	
	Note    Refer to "General Software Installation Procedure" for any additional information needed. 




Step 5   A banner will appear as follows:

-------------------------------------------------------------

---                                                       ---

---         BTS 10200 INSTALLATION IS IN PROGRESS.        ---

---                                                       ---

-------------------------------------------------------------

Installation date: 07/05/03-14:10:53

Installation options: install.sh 

Installing from /opt/Build

You are installing xxxxx on yyyyy...

Continue?  [y,n,?,q]y


	
	Note  Read the banner to verify that you are installing the correct version of Cisco BTS 10200 Softswitch. Verify that xxxxx = <Cisco BTS 10200 Softswitch version specified on the CD-ROM label> and yyyyy = <host name of primary CA/FS as shown on the data sheets> 








a. If there is any mismatch between the display and the data sheets, enter n and press Enter. Stop immediately and locate the correct CD-ROM to install. Do not continue with this procedure until you have called Cisco TAC and confirmed that you have the correct CD-ROM.

b. If there is a perfect match between the display and the data sheets, enter y. (This accepts the default value of y to continue with the install.)

Allow 15 to 20 minutes for this automatic installation to complete. Wait for the prompt to reappear, indicating that the installation has completed. 
Step 6    If prompt for reboot after installation, type “y”.






	
	




	
	
















	
	


Provisioning DB License


	
	Warning  Without provisioning DB License first, users cannot provision any data into the system.  




After rebooting primary side and secondary side EMS and CA/FS, all platforms will be started automatically. It is time to provision DB License. There are two ways to do this: provision interactively and batch provision. The following steps describe how to provision the DB License in these two ways.

Provision Interactively
Step 1
 Login as ciscouser with appropriate password to the active EMS 
ssh ciscouser@0 
Step 2   Cut and paste all commands from the file /opt/oracle/admin/upd/config/dbsize.cli to the CLI prompt. 
CLI> add db-size table-name=SUBSCRIBER; max-record-count=10000

Reply : Success: CLI add successful

CLI> add db-license table-name=SUBSCRIBER; licensed-record-count=5000

Reply : Success: CLI add successful
……………(there are a lot more commands like this)
Step 3 Verify all tables have max-record-count and licensed-record-count same as the contents in dbsize.cli.

CLI> show db-usage

Step 4 
Exit from CLI session
CLI> exit
Batch Provision 
Step 1
 Login as root to the active EMS

ssh –l root <name of the active EMS>
Step 2
 Go to the directory /opt/oracle/admin/upd/config/

cd /opt/oracle/admin/upd/config

Step 3 Change the owner and group name for the file dbsize.cli

chown ciscouser:staff dbsize.cli

Step 4 Copy the file to the batch provisioning area
cp -p dbsize.cli  /opt/ems/ftp/deposit

Step 5 Wait for a few minutes or the file dbsize.cli disappear in this directory /opt/ems/ftp/deposit. Then verify all tables have max-record-count and licensed-record-count same as the contents in dbsize.cli.

ssh optiuser@0

CLI> show db-usage
Step 6 
Exit from CLI session
CLI> exit



NTP Provisioning 

After DB_license has been provisioned, Cisco recommends users to provision NTP at the very beginning, so the time in the Cisco BTS 10200 Softswitch system can be synced. The following steps describe how to provision NTP:

Step 1  Login as optiuser 

ssh optiuser@0

Step 2
 Provision the NTP server

CLI> change ems ntp_server=<server_1,server_2> 

where server_1, server_2 are the NTP timehosts for the Cisco BTS 10200 Softswitch system (see NIDS). If only one timehost is available, set the server_2 as dummy. 
Step 3
 Verify the NTP server set in Step 2
CLI> show ems;

Step 4 Exit from CLI session

CLI> exit




CORBA Installation

This procedure describes how to install the Common Object Request Broker Architecture (CORBA)application on the primary (Side A) Element Management System (EMS) of the Cisco BTS 10200 Softswitch. After completing the installation on the primary side you will repeat the steps on the secondary (Side B) EMS. When the installation procedures are complete, refer to the appropriate related documents to provision your Softswitch system. The CORBA installation is intended for use by central office (CO) technicians and maintenance personnel who are responsible for maintaining CORBA

applications. A familiarity with telco products and networking systems is recommended.

Caution This CORBA installation removes any existing CORBA application on both EMS machines. Once you execute this procedure, it cannot be canceled. There is no back out. Do not start this procedure until you have proper authorization. If you have questions, contact Cisco TAC.

Note The commands are case sensitive. Enter the following commands exactly as shown, and press Enter at the end of each command line.

Open Unix Shell on the Primary (Side A) EMS

Perform these steps to open a Unix shell on the primary (Side A) EMS:

Step 1 Ensure that your local PC or workstation has connectivity via TCP/IP to communicate with the primary EMS unit.

Step 2 Open a Unix shell or XTerm window.

Step 3 At the prompt, type ssh and the IP address or domain name of the primary EMS. For example:

ssh root@<name or IP address>

The system will respond with a login prompt.

Step 4 At the login prompt, type the following user name:

root

Step 5 At the Password prompt, enter the root password for the primary EMS (this can be obtained from your 
system administrator). The system will respond with a command prompt.



	
	Note    If the system displays any error messages during (or at the end of) this process, stop immediately and notify your system administrator. 

















































Installing the CORBA Application for OpenORB Users

The CORBA application files are available for installation once the Cisco BTS 10200 Softswitch is installed. Perform these steps to install the CORBA application on the primary EMS:

Step 1 At the primary EMS prompt, enter the following command to navigate to the EMS install directory:

cd /opt/Build/

Note If the EMS install area has been removed, follow the EMS install procedure to create the area.

Step 2 Enter the cis-install.ch command:

./cis-install.sh
Step3 When prompted







Enter the host name or IP address [ XXXXX ]:
Enter the hostname of the primary side EMS. 

Step 4 Allow up to one minute for this automatic installation to complete. The system will give several prompts before and during the installation process. Some prompts are repeated. Respond with a y to each prompt.

Verifying the CORBA Application Is Running On the Primary EMS for 
OpenORB Users

Perform these steps to verify that the CORBA application is running on the primary EMS:

Step 1 At the primary EMS prompt, enter the following command to verify that the Name Service process is 
running: pgrep ins3

The system will respond by displaying the Name Service process ID, which is a number between 2 and 32,000 assigned by the system during CORBA installation. By displaying this ID, the system confirms that the ins3 process was found and is running.

Step 2 At the prompt, enter the following command to verify that the CORBA interface servant (cis3) process is running: pgrep cis3

The system will respond by displaying the cis3 process ID, which is a number between 2 and 32,000 assigned by the system during CORBA installation. By displaying this ID, the system confirms that the cis3 process was found and is running.


Installing the CORBA Application on Side B (Secondary) EMS

To install the CORBA application on the Side B (secondary) EMS, repeat all of the steps in the “Verifying the CORBA Application Is Running On the Primary EMS for OpenORB Users” section above except replace primary EMS hostname with secondary EMS hostname.


Start All Cisco BTS 10200 Softswitch Application Platforms

Use the following steps to start all the Cisco BTS 10200 Softswitch application platforms: 



Step 1   In each of the four Unix shells (primary EMS, secondary EMS, primary CA/FS, and secondary CA/FS), make sure that the installation has completed successfully and rebooted. After reboot, your connection to the box will be disconnected. Reconnect to each box using:

 ssh -l root xxx.xxx.xxx.xxx 


Step 2   After installation and reboot, the platforms will automatically start. Check the status of the platform using:

  nodestat
If the platforms do not come up successfully, contact your system administrator to evaluate the problem.
Step 3 
 If no reboot is involved, user can manually start up the platform. At the command prompt, enter the command to start all application platforms in all four boxes.

 platform start 

Enter “y” when prompted. This will start all three platforms in CA/FS or 2 platforms in EMS. It will take up to 15 minutes for each platform to start. If you see any error messages, contact your system administrator to evaluate the problem. 



Remove the Build Directory to Free Disk Space

Cisco recommends that you free the disk space occupied by the build directory that was generated during the installation process because it is no longer needed. Use the following steps to free disk space: 



Step 1   In each of the four Unix shells, remove the Build directory.

rm -rf /opt/Build 

Step 2   In each of the four shells, verify that the Build directory is deleted.

cd /opt; ls 

The Build directory should not be in the list. 

Step 3   When finished, exit all hosts.

exit 







	
	











	
	




















































































































































































































































































































	
	


Appendix A:





































General Software Installation Procedure 



This appendix is to be used as a reference when performing the Cisco BTS 10200 Softswitch Application Installation procedure: 

Installation Scenarios

This section describes software installation scenarios that the installation process can support. Each installation scenario is determined by options supplied in the command line at the time the installation process is invoked. Scenarios are also determined by parameter values supplied in the configuration file opticall.cfg. 

Installation validates system network interface and DNS setup at the beginning of the installation process. It there are no errors found, then the Cisco BTS 10200 Softswitch Application Software is installed on the Call Agent, Feature Server AIN, and POTS. The Cisco BTS 10200 Softswitch Application Software and Oracle DB are also installed on your EMS machines. 

At the end of the installation, you should get a message indicating whether the installation has completed successfully or failed. If the installation is successful, then you can invoke the platform control program to start the application. Otherwise, an error message will result when you try to invoke the platform program. 

Supported Command Line Options

This section describes all available command line options in releases 4.1 for a customized installation. The entire installation process is controlled by install.sh. The available options are as follows: 

· Install.sh

· Install.sh -aponly 

· Install.sh -clearshm

· Install.sh -createdb

· Install.sh -dbonly

· Install.sh -force

· Install.sh –help

· Install.sh –update_cfg

Install.sh

This is a default installation option by not giving any command line option. It validates system network interface and DNS setup at the beginning of installation process. If there are no errors found, then it installs all Cisco BTS 10200 Softswitch software packages on the CA/FS, and EMS machines, which includes all Oracle DB packages. Cisco BTS 10200 Softswitch packages are described in the "Package Information"section. 

Install.sh -aponly

Installation program validates system network interface and DNS setup at the beginning of the installation process. If there are no errors found, then it installs the Cisco BTS 10200 Softswitch: 

· CA/FS Application Software but keep Shared-Memory DB intact, which means no provisioning is needed.

· EMS/BDMS Application Software and Mysql DB but keep Oracle DB intact, which means no provisioning is needed.

Install.sh -clearshm

Installation program validates system network interface and DNS setup at the beginning of the installation process. If there are no errors found, then clean Shared-Memory DB as follows: 

· CA/FS - Clears Shared-Memory DB

· EMS - Not applicable

If this option is used on the CA/FS, then you are required to use"Install.sh cleardb" or "Install.sh createdb" to cleanup Oracle DB. 

Install.sh -cleardb

Installation program validates system network interface and DNS setup at the beginning of installation process. It there are no errors found, then all provisioned data is removed from Oracle DB as follows: 

· CA/FS - Not applicable

· EMS - Remove all provisioned data with schema untouched

If this option is used on the EMS, then you are required to use "Install.sh clearshm" to cleanup CA/FS Shared-MemoryDB. 

Install.sh -createdb

Installation program validates system network interface and DNS setup at the beginning of installation process. It there are no errors found, then re-creates Oracle DB as follows: 

· CA/FS - Not applicable

· EMS - Re-creates Oracle DB schema and data

If this option is used on the EMS, then you are required to use "Install.sh clearshm" to cleanup CA/FS Shared-Memory DB. 

Install.sh -dbonly

Installation program validates system network interface and DNS setup at the beginning of the installation process. If there are no errors found, then re-create Oracle DB as follows: 

· CA/FS - Not applicable

· EMS - Installs Oracle DB and creates new DB schema

If this option is used on the EMS, then are required to use "Install.sh clearshm" to cleanup CA/FS Shared-Memory DB. 

Install.sh -force

Installation bypasses validation process on all required parameters, system network interface, and DNS setup. It installs the Cisco BTS 10200 Softswitch Application Software on Call Agent, Feature Server AIN and POTS; and installs the Cisco BTS 10200 Softswitch Application Software and Oracle DB on EMS machines. 

This scenario is needed to support cases where systems must be installed before the network and DNS can be setup. 



	
	Note   The validation process can still run after installing the Cisco BTS 10200 Softswitch software but before running application software to verify any discrepancies. 




Install.sh -help

This option will print help information when needed to guide you if you are not sure about choosing installation options. 
Install.sh –update_cfg

This option will update the /etc/opticall.cfg to the format of the version which is going to be installed.

Package Information

The Cisco BTS 10200 Softswitch application software is divided into packages. Each package pulls files together according to their logical relation and dependency. The installation utilizes the SUN packaging utility to install packages in order to guarantee correctness of software delivery. 

	
	Release 4.1 CA/FS

	1
	BTSain - AIN Feature Server application platform 

	2
	BTSbase - EMS base directory structure 

	3
	BTSca - Call Agent application platform 

	4
	BTScalib - Call Agent specific shared libraries 

	5
	BTSfalib - AIN Feature Server specific shared libraries 

	6
	BTSfplib - POTS/CTX Feature Server specific shared libraries 

	7
	BTSfslib- Common Feature Server shared libraries 

	8
	BTSfrg - Fault generator 

	9
	BTShard - Hardens security 

	10
	BTShmn - Hardware monitor 

	11
	BTSinst - Installation related programs 

	12
	BTSjava - SUN JDK package 

	13
	BTSlib - Common shared libraries 

	14
	BTSoamp - Primary EMS applications (java classes) 

	15
	BTSoms - OMS hub related files and directories 

	16
	BTSossh - Secure shell package 

	17
	BTSpots - POTS/CTX Feature Server application platform 

	18
	BTSsmg - OMS system manager 

	19
	BTSsnmp - SNMP agent and its information base 

	20
	BTStools - CA/FS related utilities/tools 

	21
	BTSutil - Common java classes and libraries 

	22
	BTSxntp – Time synchronization package

	23
	SMCapache - Apache HTTP server package 


	
	Release 4.1 EMS 

	1
	BTSbase - EMS base directory structure 

	2
	BTSbdms - Bulk Data Management application platform 

	
	

	3
	BTSbmlib - Bulk Data Manager specific libraries 

	4
	BTSemlib - Element Manager specific libraries 

	5
	BTSems - EMS application platform 

	6
	BTSemsql - Second mysql DB instance for logging activities 

	7
	BTSfmg - Fault manager 

	8
	BTSfrg - Fault generator 

	9
	BTShard - Hardens security 

	10
	BTShmn - Hardware monitor 

	11
	BTSinst - Installation related programs 

	12
	BTSjava - SUN JDK package 

	13
	BTSlib - Common shared libraries 

	14
	BTSmgp - Telnet management package for EMS 

	15
	BTSmysql - Mysql database 

	16
	BTSoamp - Primary EMS applications (java classes) 

	17
	BTSoms - OMS hub related files and directories 

	18
	BTSora - Oracle database engine 

	19
	BTSorada - Oracle database schema and data 

	20
	BTSoradm - Oracle common administrative scripts and sql files 

	21
	BTSoropt – Oracle administrative scripts for opticall

	22
	BTSossh - Secure shell package 

	23
	BTSsec - Security and user account 

	24
	BTSsmg - OMS system manager 

	25
	BTSsnmp - SNMP agent and its information base 

	26
	BTSsql - SQL provisioning scripts package for EMS 

	27
	BTSsup - OMAP status update process 

	28
	BTSutil - Common java classes and libraries 

	29
	BTStools - CA/FS related utilities/tools 

	30
	BTSxntp – time synchronization package

	31
	SFWncur - SUN ncurses library package for EMS 

	32
	SMCapache - Apache HTTP server package for EMS 

	
	


Installation Steps and Utilities

This section describes programs and utilities for software installation and application management. 

Install.sh

This script will install the EMS Application software, provisioning database, and BILLING database on the EMS machines with Solaris 2.8. It also installs partial EMS Application, such as OMS hub, Fault Generator, Hardware Monitor, Call Agent and Feature Server Application software on CA/FS machines with Solaris 2.8. 

Installing a Fresh Software Load With Jumpstart

· Make sure DNS server and local cache daemon are configured and in service

· Make sure opticall.cfg is configured according to network site survey sheets

· Run checkCFG to validate parameters values in opticall.cfg prior to installation (this is done by installation as well) 

· Install application software

· cd /net/yensid/rel30/<release>/Build

· ./install.sh

Upgrading a Software Load to a New Load Without Schema or Internal Data Structure Changes

· cd /net/yensid/rel30/<release>/Build

· ./install.sh -aponly

Upgrading a Software Load to a Newer Load With Schema or Internal Data Structure Changes

You have two choices available depending on what system is upgraded: 

· For a lab system, a fresh installation is recommended since outage is not a concern and re-provisioning of data can be done in after hours.

· For a production system, a comprehensive upgrade procedure must be followed. It also might involve OS upgrades. This procedure is only available when the software release is ready to be shipped.

Platform 

Usage: 

/etc/init.d/platform -h 

/etc/init.d/platform start [-noping | -noirdp | -bypass] [-i PROCESS] 

/etc/init.d/platform stop [-f | -i PROCESS] 

Description: 
start : start all BTS 10200 PROCESS. 

stop : stop BTS 10200 application instances 

-bypass : start application without error checking (includes -noping, -noirdp). 

-noping : start application without mate pinging. 

-noirdp : start application using static routing. 
-nocopy: start application without saving current shared memory database
-h help : print this usage information. 

-f force : terminate all BTS 10200 PROCESS. 

-i instance: BTS 10200 application instance. 

Location: 

/opt/ems/utils/platform 

This script is used for starting and terminating EMS, CA and FS Applications. Applications include: 

· 



a. On Element Manager:

· EM01

· BDMS01

b. On Call Agent and Feature Server:

· CAxxx where xxx is the instance number, default is CA146

· FSAINyyy where yyy is the instance number, default is FSAIN201

· FSPTCzzz where zzz is the instance number, default is FSPTC235

Examples: 



Step 1   To start all CA, FS, EMS Applications, enter: platform start
Step 2   To start all CA, FS, EMS Applications, without error checking, enter: platform start -bypass
Step 3   To start all CA, FS, EMS Applications, without checking for irdp, enter : platform start –noirdp
Step 4
 To start all CA, FS, EMS Applications, without saving current  shared memory database, enter : platform start –nocopy
Step 5   To stop all CA, FS, EMS Applications, plus omni, mysql, enter: platform stop
Step 6   To start an individual CA, FS, EMS Application, enter: 

platform start -i APP -- where APP can be: 



a. EM01

b. BDMS01

c. CAXXX
d. FSAINXXX
e. FSPTCXXX
Step 7   To stop an individual CA, FS, EMS Application, enter: 

platform start -i APP -- where APP can be:


a. EM01

b. BDMS01

c. CAXXX
d. FSAINXXX
e. FSPTCXXX
where XXX represent the instance number of CA, FSPTC or FSAIN
nodestat 

Usage:


nodestat :  shows full details of node information, including application instance status, database status, interface status, etc.

nodestat –apponly : shows only the status of application instances.



This utility will print useful information in a tabular format with primary/secondary info. The following table is the explanation of status that nodestat displays: 

	Status 
	Explanation 

	  N/A 
	-- Not Applicable 

	OOS 
	-- out of service: means the application is not running 

	INS 
	-- in-service: means the application is running normally 

	
	

	
	

	ACTIVE 
	-- an application instance is running in normal ACTIVCE state 

	STANDBY 
	-- an application instance is running in normal STANDBY state 

	FAULTY 
	-- an application instance is running in abnormal FAULTY state 

	UNKNOWN 
	-- unable to get application instance state information 


OptiCall

Usage: OptiCall {start | stop | status} 

This utility is added for proper ordering of each machine in an OptiCall system when platforms are brought into service. This is an enhancement on top of the platform script. This new utility, OptiCall, should be used only after an initial system installation and an upgrade.

Appendix B:Configure the Ethernet Switch for 4.1 Load
Procedure for disabling auto speed negotiation between the networks cards on the Cisco BTS 10200 Softswitch and Ethernet switch:

Note: This only needs to be done for the duplex system with the 2924 Catalyst switch for release 4.1 and above.
You need to first set up the 2924 Catalyst switch to force 100 megabit duplex. To do so, first log into the 2924 through console access, then perform the following command:

int f0/1

speed 100

duplex full

!

int f0/2

speed 100

duplex full

!

int f0/3

speed 100

duplex full

.

.

.

.

.

.

.

int f0/24

speed 100

duplex full
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