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FlexPod Datacenter with VMware vSphere 5.5
Update 1 and Cisco Nexus 9000 Application
Centric Infrastructure (ACI)

About this Document

Audience

Cisco® Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies
and products into a portfolio of solutions that have been developed to address the business needs of
customers. Cisco and NetApp have partnered to deliver FlexPod, which serves as the foundation for a
variety of workloads and enables efficient architectural designs that are based on customer requirements.
A FlexPod solution is a validated approach for deploying Cisco and NetApp technologies as a shared
cloud infrastructure.

This document describes the Cisco and NetApp® VMware vSphere® 5 on FlexPod® solution with Cisco
Application Centric Infrastructure (ACI). Cisco ACI is a holistic architecture that introduces hardware
and software innovations built upon the new Cisco Nexus® 9000 Series product line.

The audience of this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, partner engineers, and customers who want to take advantage of an
infrastructure that is built to deliver IT efficiency and enable IT innovation.

Architecture

T
CISCO.

FlexPod is a defined set of hardware and software that serves as an integrated foundation for both
virtualized and non-virtualized solutions. VMware vSphere® built on FlexPod includes NetApp storage,
NetApp Data ONTAP, Cisco Nexus® networking, the Cisco Unified Computing System™ (Cisco
UCS®™), and VMware vSphere software in a single package. The design is flexible enough that the
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networking, computing, and storage can fit in one data center rack or be deployed according to a
customer's data center design. Port density enables the networking components to accommodate
multiple configurations of this kind.

One benefit of the FlexPod architecture is the ability to customize or "flex" the environment to suit a
customer's requirements. A FlexPod can easily be scaled as requirements and demand change. The unit
can be scaled both up (adding resources to a FlexPod unit) and out (adding more FlexPod units). The
reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of
deployment of an IP-based storage solution. A storage system capable of serving multiple protocols
across a single interface allows for customer choice and investment protection because it truly is a
wire-once architecture.

Figure 1 shows the VMware vSphere built on FlexPod components and the network connections for a
configuration with IP-based storage. This design uses the Cisco Nexus 9000, Cisco Nexus 2232PP FEX,
and Cisco UCS C-Series and B-Series servers and the NetApp FAS family of storage controllers
connected in a highly available modular design. This infrastructure is deployed to provide iSCSI-booted
hosts with file-level and block-level access to shared storage. The reference architecture reinforces the
"wire-once" strategy, because as additional storage is added to the architecture, no re-cabling is required
from the hosts to the Cisco UCS fabric interconnect.

The ACI switching architecture is laid out in a leaf-and-spine topology where every leaf connects to
every spine using 40G Ethernet interface(s). The software controller, APIC, is delivered as an appliance
and three or more such appliances form a cluster for high availability and enhanced performance.

Figure 1 FlexPod Design with Cisco ACI and NetApp Data ONTAP
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The reference hardware configuration includes:

« Two Cisco Nexus 9396 switches
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e Two Cisco Nexus 2232 fabric extenders
e Two Cisco UCS 6248UP fabric interconnects
* One NetApp FAS8040 (HA pair) running clustered Data ONTAP with Disk shelves

While not included in the FlexPod BOM, Cisco ACI spines and APIC controllers are integral part of
Cisco ACI design. The following components were used in the validation efforts:

e Three APIC Controllers
¢ Two Cisco Nexus 9508 based spines

For server virtualization, the deployment includes VMware vSphere. Although this is the base design,
each of the components can be scaled easily to support specific business requirements. For example,
more (or different) servers or even blade chassis can be deployed to increase compute capacity,
additional disk shelves can be deployed to improve I/O capability and throughput, and special hardware
or software features can be added to introduce new features.

This document guides you through the low-level steps for deploying the base architecture, as shown in
Figure 1. These procedures cover everything from physical cabling to network, compute and storage
device configurations.

Software Revisions

Table 1 details the software revisions used for validating various components of the Cisco Nexus 9000
based FlexPod architecture.

Table 1 Software Revisions
Layer Device Version or Release Details
Compute | Cisco UCS Fabric Interconnects | 2.2(1d) Includes the Cisco
6200 Series, UCS B-200 M3, UCS-IOM 2208XP, Cisco
UCS C-220 M3 UCS Manager, and UCS
VIC 1240
Cisco eNIC 2.1.2.42
Cisco fNIC 1.6.0.5
Network Cisco APIC 1.0.1e
Cisco Nexus 9000 iNX-OS 1.0.1e
Storage NetApp FAS 8040 Data ONTAP 8.2.2
Nexus 5596 Cluster Switches 5.2(1)N1(1)
Software VMware vSphere ESXi 5.5u1*
VMware vCenter 5.5u1*
OnCommand Unified Manager | 6.1
for clustered Data ONTAP
NetApp Virtual Storage Console | 5.0
(VSC)

*Please consult the Appendix for the VMware 5.1 installation.

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available configuration for a
FlexPod unit with clustered Data ONTAP storage. Therefore, reference is made to which component is
being configured with each step, either 01 or 02 or A and B. For example, node01 and node02 are used
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to identify the two NetApp storage controllers that are provisioned with this document, and Cisco Nexus
A or Cisco Nexus B identifies the pair of Cisco Nexus switches that are configured. The Cisco UCS
fabric interconnects are similarly configured. Additionally, this document details the steps for
provisioning multiple Cisco UCS hosts, and these are identified sequentially: VM-Host-Infra-01,
VM-Host-Infra-02, and so on. Finally, to indicate that you should include information pertinent to your
environment in a given step, <text> appears as part of the command structure. See the following example
for the network port vlan create command:

Usage:
network port vlan create ?
[-node] <nodename> Node
{ [-vlan-name] {<netports|<ifgrp>} VLAN Name
|  -port {<netports|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier

Example:

network port vlan -node <nodeOls> -vlan-name iOa-<vlan ids>

This document is intended to enable you to fully configure the customer environment. In this process,
various steps require you to insert customer-specific naming conventions, IP addresses, and VLAN
schemes, as well as to record appropriate MAC addresses. Table 3 lists the virtual machines (VMs)
necessary for deployment as outlined in this guide. Table 2 describe the VLANSs necessary for
deployment as outlined in this guide.

Table 2 Necessary VLANs
VLAN Name VLAN Purpose ID Used in
Validating This
Document
Out of band Mgmt VLAN for out-of-band management interfaces 3177
Native VLAN to which untagged frames are assigned 2
NFS LIF VLAN for NFS LIF (NetApp) traffic 3170
iSCSI-VLAN-A VLAN for iSCSI traffic for fabric A 911
iSCSI-VLAN-B VLAN for iSCSI traffic for fabric B 912
NFS VMK VLAN for NFS VMkernel (Infrastructure ESXi hosts) 3270
traffic
Tenant Traffic VLAN Range defined for ACI 1101-1200

Table 3 lists the virtual machines (VMs) necessary for deployment as outlined in this document.

Table 3 Created VMware Virtual Machines

Virtual Machine Description Host Name

Active Directory

vCenter SQL Server database

vCenter Server

NetApp Virtual Storage Console (VSC) and NetApp
OnCommand core

Table 4 lists the configuration variables that are used throughout this document. This table can be
completed based on the specific site variables and used in implementing the document configuration
steps.
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Table 4 Configuration Variables

Variable

<<var node0l mgmt ip>>

Configuration Guidelines

Description

Out-of-band management IP for cluster node 01

<<var node0l mgmt mask>>

Out-of-band management network netmask

<<var node0l mgmt gateway>>

Out-of-band management network default gateway

<<var_url boot software>>

Data ONTAP 8.2 URL; format: http://

<<var node02 mgmt ip>>

Out-of-band management IP for cluster node 02

<<var node02 mgmt mask>>

Out-of-band management network netmask

<<var node02 mgmt gateway>>

Out-of-band management network default gateway

<<var clustername>>

Storage cluster host name

<<var cluster base license key

>>

Cluster base license key

<<var nfs license>>

NFS license key

<<var iscsi licenses>>

iSCSI license key

<<var_ passwords>>

Global default administrative password

<<var clustermgmt ip>>

In-band management IP for the storage cluster

<<var_ clustermgmt mask>>

Out-of-band management network netmask

<<var_ clustermgmt gateway>>

Out-of-band management network default gateway

<<var dns domain names>>

DNS domain name

< <var_nameserver_ip >>

DNS server IP(s)

<<var node locations>

Node location string for each node

<<var nodeOl sp ip>>

Out-of-band cluster node 01 service processor
management |IP

<<var_node0l_sp mask>>

Out-of-band management network netmask

<<var_node0Ol_sp gateway>

Out-of-band management network default gateway

<<var node02_sp ip>>

Out-of-band cluster node 02 device processor
management IP

<<var node02 sp mask>>

Out-of-band management network netmask

<<var node02 sp gateway>

Out-of-band management network default gateway

<<var_node0l>>

Cluster node 01 hostname

<<var_node02>>

Cluster node 02 hostname

<<var num disks>>

Number of disks to assign to each storage controller

<<var nfs vlan ids>>

NFS VLAN ID

<<var iscsi vlan A id>>

iSCSI-A VLAN ID

<<var iscsi vlan B id>>

iSCSI-B VLAN ID

<<var ib mgmt vlan ids>>

In-band management network VLAN 1D

<<var_ timezone>>

FlexPod time zone (for example, America/New_York)

<<var global ntp server ip>>

NTP server IP address

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g
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<<var_snmp_contact>>

Administrator e-mail address

<<var_ snmp_ locations>

Cluster location string

<<var_ oncommand server fqgdn>>

VSC or OnCommand virtual machine fully qualified
domain name (FQDN)

<<var_snmp_communitys>>

Storage cluster SNMP v1/v2 community name

<<var_mailhost>>

Mail server host name

<<var_storage_admin_email>>

Administrator e-mail address

<<var_esxi_hostl _nfs_ip>>

NFS VLAN IP address for VMware ESXi host 1

<<var_esxi_host2_nfs_ip>>

NFS VLAN IP address for VMware ESXi host 2

<<var_nodeOl_nfs_1if infra_ swa
p_ip>>

IP address of Infra Swap

<<var nodeOl nfs 1if infra swa
P mask>>

Subnet Mask of Infra Swap

<<var node02 nfs 1if infra dat
astore 1 ip>>

IP address of Datastore 1

<<var node02 nfs 1if infra dat
astore_ 1 mask>>

Subnet mask of Datastore 1

<<var_ vserver mgmt_ ip>>

Management IP address for Vserver

<<var_vserver_mgmt_ mask>>

Subnet mask for Vserver

<<var routing groups>>

Routing group for Vserver

<<var_vserver mgmt_ gateway>>

Default Gateway for Vserver

<<var vsadmin passwords>>

Password for VS admin account

<<var_ucs_clustername>>

Cisco UCS Manager cluster host name

<<var_ucsa_mgmt_ip>>

Cisco UCS fabric interconnect (FI) A out-of-band
management IP address

<<var_ucsa_mgmt_mask>>

Out-of-band management network netmask

<<var_ ucsa_mgmt_gateway>>

Out-of-band management network default gateway

<<var ucs_cluster ip>>

Cisco UCS Manager cluster IP address

<<var ucsb mgmt ip>>

Cisco UCS FI B out-of-band management IP address

<<var vm _host infra 01 ign>>

IQN of Infra 01

<<var vm _host infra 02 ign>>

IQN of Infra 02

<<var _vm _host infra 01 ip>>

VMware ESXi host 01 in-band management IP

<<var _vm _host infra 02 ip>>

VMware ESXi host 02 in-band management IP

<<var nfs vlan ip host 01>>

ESXi host 1, NFS VLAN IP

<<var nfs vlan ip mask host 01
>>

ESXi host1, NFS VLAN subnet mask

<<var_nfs_vlan_ip host_02>>

ESXi host 2, NFS VLAN IP

<<var_nfs_vlan_ip mask_host_02
>>

ESXi host2, NFS VLAN subnet mask

<<var_vcenter_ server ip>>

IP address of the vCenter Server

<<var svm _mgmt_vlan id>>

Vserver management VLAN ID
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<<var nfs subnet address>> NFS subnet address

<<var node02 nfs 1if app a dat | Application A Datastore 1 IP address
astore_ 1 ip>>
<<var_node02_nfs 1if app a dat | Application A Datastore 1 Subnet mask
astore_ 1 mask>>
<<var_node0Ol iscsi 1if0la_ip>> | iSCSI LIF O1a IP address

<<var_node0Ol_ iscsi_1ifOla_mask | iSCSI LIF 01a subnet mask
>>

<<var node0l iscsi 1if01b ips>> | iSCSI LIF 01b IP address

<<var_nodeOl_iscsi_1if0lb_mask | iSCSI LIF 01b subnet mask

>>

<<var node0Ol iscsi 1if02a_ip>> | iSCSI LIF 02a IP address

<<var_node0l_iscsi_lif02a_mask | iSCSI LIF 02a subnet mask
>>

<<var_node0Ol iscsi 1if02b_ ip>> | iSCSI LIF 02b IP address

<<var_node0Ol_iscsi_1if02b_mask | iSCSI LIF 02b subnet mask
>>

<<var vserver mgmt_ ip>> Management IP address for Vserver

<<var vserver mgmt masks>> Management subnet mask for Vserver

<<var vserver mgmt gateways>> Management Gateway for Vserver

<<var oncommand_server ip>> IP address of the OnCommand Unified Manager
<<var rule index>> Rule index number

<<var_vm_host_infra 01 _A wwpn> | WWPN of Infra Datastore 01 A
>

<<var_vm_host infra 01 B wwpn> | WWPN of Infra Datastore 01 B
>

<<var_vm_host_infra 02 A wwpn> | WWPN of Infra Datastore 02 A
>

<<var_vm_host_infra 02 B wwpn> | WWPN of Infra Datastore 02 B
>

<<var server nfs vlan ids> NFS VLAN ID
<<var nfs 1if02 ip>> NFS LIF 02 IP Address
<<var nfs 1if01 ip>> NFS LIF 01 IP Address

Physical Infrastructure

FlexPod Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlexPod
environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain the details for the prescribed and supported configuration of the
NetApp FAS8040 running clustered Data ONTAP 8.2.2. For any modifications of this prescribed
architecture, consult the NetApp Interoperability Matrix Tool (IMT).
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This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps

Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes
to the deployment procedures that follow because specific port locations are mentioned.

Figure 2 shows a cabling diagram for a FlexPod configuration using the Cisco Nexus 9000 and NetApp
storage systems with clustered Data ONTAP. The NetApp storage controller and disk shelves should be
connected according to best practices for the specific storage controller and disk shelves. For disk shelf
cabling, refer to the Universal SAS and ACP Cabling Guide

https://library.netapp.com/ecm/ecm_get file/ECMM1280392.
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Figure 2 FlexPod Cabling Diagram
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Table 5 through Table 17 provide the details of all the connections in use.
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Table 5 Cisco Nexus 9396-A Cabling Information
Local Device Local Port Connection Remote Device Remote
Port

Cisco Nexus 9396 A | Eth1/1 10GbE APIC 1 Eth 2-1
Eth1/2 10GbE APIC 2 Eth 2-1
Eth1/3 10GbE APIC 3 Eth 2-1
Eth1/17 10GbE NetApp controller 1 ele
Eth1/18 10GbE NetApp controller 2 ele
Eth1/19 10GbE Cisco UCS fabric interconnect A Eth1/31
Eth1/20 10GbE Cisco UCS fabric interconnect B Eth1/31
Eth1/21 GbE Common Services Mgmt. Switch | Any
Eth1/49 40GbE Cisco 9508 Spine 1 Eth1/1
Eth1/50 40GbE Cisco 9508 Spine 2 Eth1/1
MGMTO GbE GbE management switch Any

S
Note  For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).
Table 6 Cisco Nexus 9396-B Cabling Information
Local Device Local Port  Connection Remote Device Remote
Port

Cisco Nexus 9396 A | Eth1/1 10GbE APIC 1 Eth 2-2
Eth1/2 10GbE APIC 2 Eth 2-2
Eth1/3 10GbE APIC 3 Eth 2-2
Eth1/17 10GbE NetApp controller 1 eOg
Eth1/18 10GbE NetApp controller 2 elg
Eth1/19 10GbE Cisco UCS fabric interconnect A | Eth1/32
Eth1/20 10GbE Cisco UCS fabric interconnect B | Eth1/32
Eth1/21 GbE Common Services Mgmt. Switch | Any
Eth1/49 40GbE Cisco 9508 Spine 1 Eth1/2
Eth1/50 40GbE Cisco 9508 Spine 2 Eth1/2
MGMTO GbE GbE management switch Any

~

Note  For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).
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Table 7 NetApp Controller-1 Cabling Information

Local Device Local Port  Connection Remote Device

NetApp controller 1 eOM 100MbE 100MbE management switch Any
ela GbE GbE management switch Any
e0P GbE SAS shelves ACP port
ela 10GbE Cisco Nexus 5596 A Eth1/1
e0b 10GbE Cisco Nexus 5596 B Eth1/1
elc 10GbE Cisco Nexus 5596 A Eth1/2
e0d 10GbE Cisco Nexus 5596 B Eth1/2
ele 10GbE Cisco Nexus 9000 A Eth 1/17
elg 10GbE Cisco Nexus 9000 B Eth 1/17

When the term e0M is used, the physical Ethernet port to which the table is referring is the port indicated
by a wrench icon on the rear of the chassis.

Table 8 NetApp controller 2 Cabling Information
Local Device Local Port  Connection Remote Device Remote
Port

NetApp controller 1 eOM 100MbE 100MbE management switch Any
ela GbE GbE management switch Any
e0P GbE SAS shelves ACP port
ela 10GbE Cisco Nexus 5596 A Eth1/3
eOb 10GbE Cisco Nexus 5596 B Eth1/3
e0c 10GbE Cisco Nexus 5596 A Eth1/4
e0d 10GbE Cisco Nexus 5596 B Eth1/4
ele 10GbE Cisco Nexus 9000 A Eth 1/18
elg 10GbE Cisco Nexus 9000 B Eth 1/18

When the term e0M is used, the physical Ethernet port to which the table is referring is the port indicated
by a wrench icon on the rear of the chassis.
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Table 9 Cisco Nexus 5596-A Cabling Information

Local Device Local Port  Connection Remote Device

Cisco Nexus 5596 A Eth1/1 10GbE NetApp controller 1 ela
Eth1/2 10GbE NetApp controller 1 elc
Eth1/3 10GbE NetApp controller 2 ela
Eth1/4 10GbE NetApp controller 2 elc
Eth1/41 10GbE Cisco Nexus 5596 B Eth1/41
Eth1/42 10GbE Cisco Nexus 5596 B Eth1/42
Eth1/43 10GbE Cisco Nexus 5596 B Eth1/43
Eth1/44 10GbE Cisco Nexus 5596 B Eth1/44
Eth1/45 10GbE Cisco Nexus 5596 B Eth1/45
Eth1/46 10GbE Cisco Nexus 5596 B Eth1/46
Eth1/47 10GbE Cisco Nexus 5596 B Eth1/47
Eth1/48 10GbE Cisco Nexus 5596 B Eth1/48
MGMTO GbE GbE management switch Any

Table 10 Cisco Nexus 5596-B Cabling Information

Local Device Local Port ~ Connection Remote Device Remote

Port

Cisco Nexus 5596 B Eth1/1 10GbE NetApp controller 1 eOb
Eth1/2 10GbE NetApp controller 1 e0d
Eth1/3 10GbE NetApp controller 2 eOb
Eth1/4 10GbE NetApp controller 2 e0d
Eth1/41 10GbE Cisco Nexus 5596 A Eth1/41
Eth1/42 10GbE Cisco Nexus 5596 A Eth1/42
Eth1/43 10GbE Cisco Nexus 5596 A Eth1/43
Eth1/44 10GbE Cisco Nexus 5596 A Eth1/44
Eth1/45 10GbE Cisco Nexus 5596 A Eth1/45
Eth1/46 10GbE Cisco Nexus 5596 A Eth1/46
Eth1/47 10GbE Cisco Nexus 5596 A Eth1/47
Eth1/48 10GbE Cisco Nexus 5596 A Eth1/48
MGMTO GbE GbE management switch Any
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Table 11 Cisco UCS Fabric Interconnect A Cabling Information
Local Device Local Port  Connection Remote Device Remote
Port
Cisco UCS fabric Eth1/1 10GbE Cisco UCS Chassis FEX A IOM 1/1
interconnect A Eth1/2 10GbE Cisco UCS Chassis FEX A IOM 1/2
Eth1/27 10GbE Cisco Nexus 9000 A Eth 1/19
Eth1/28 10GbE Cisco Nexus 9000 B Eth 1/19
Eth1/29 10GbE Management Switch Any
Eth1/31 10GbE Cisco Nexus 2232PP FEX A Uplink 1
Eth1/32 10GbE Cisco Nexus 2232PP FEX A Uplink 2
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B | L1
L2 GbE Cisco UCS fabric interconnect B | L2

Table 12

Local Device

Local Port

Connection

Cisco UCS Fabric Interconnect B Cabling Information

Remote Device

Remote
Port

Cisco UCS fabric Eth1/1 10GbE Cisco UCS Chassis FEX B IOM 1/1
interconnect A Eth1/2 10GbE Cisco UCS Chassis FEX B IOM 1/2
Eth1/27 10GbE Cisco Nexus 9000 A Eth 1/20
Eth1/28 10GbE Cisco Nexus 9000 B Eth 1/20
Eth1/29 10GbE Management Switch Any
Eth1/31 10GbE Cisco Nexus 2232PP FEX B Uplink 1
Eth1/32 10GbE Cisco Nexus 2232PP FEX B Uplink 2
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B | L1
L2 GbE Cisco UCS fabric interconnect B | L2

Table 13

Local Device

Local Port Connection

Cisco Nexus 2232 FEX A—Single Wire Management

Remote Device

Remote
Port

Cisco Nexus 2232PP | Port 1 10GbE Cisco UCS C-Series 1 Port 0
FEXA Port 2 10GbE Cisco UCS C-Series 2 Port 0
Table 14 Cisco Nexus 2232 FEX B—Single Wire Management

Local Device

Local Port Connection

Remote Device

Cisco Nexus 2232PP
FEX B

Port 1

10GbE

Cisco UCS C-Series 1

Port 1

Port 2

10GbE

Cisco UCS C-Series 2

Port 1
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Table 15 Cisco UCS C-Series 1

Local Device Local Port Connection Remote Device
Cisco UCS C-Series 1 | Port 0 10GbE Cisco Nexus 2232PP FEX A Port 1
Port 1 10GbE Cisco Nexus 2232PP FEX B Port 1

Table 16 Cisco UCS C-Series 2

Local Device Local Port Connection Remote Device
Cisco UCS C-Series 2 | Port0 10GbE Cisco Nexus 2232PP FEX A Port 2
Port 1 10GbE Cisco Nexus 2232PP FEX B Port 2

Table 17 FAS8040 Card Layout

Slot Part Number Description

1 X1973A-R6 Flash Cache 2™ — 512GB

Storage Configuration

Controller FAS80XX Series

Refer to the Site Requirements Guide for planning the physical location of the storage systems. From
the downloaded guide, refer to the following sections:

» Site Preparation
» System Connectivity Requirements

» Circuit Breaker, Power Outlet Balancing, System Cabinet Power Cord Plugs, and Console Pinout
Requirements

» 80xx Series Systems

NetApp Hardware Universe

The NetApp Hardware Universe provides supported hardware and software components for the specific
Data ONTAP version. It provides configuration information for all the NetApp storage appliances
currently supported by the Data ONTAP software. It also provides a table of component compatibilities.

Confirm that the hardware and software components are supported with the version of Data ONTAP that
you plan to install by checking the NetApp Hardware Universe at the NetApp Support site.

Access the Hardware Universe Application to view the System Configuration guides. Click the
"Controllers" tab to view the compatibility between Data ONTAP software versions and NetApp storage
appliances with the desired specifications.

Alternatively, to compare components by storage appliance, click "Compare Storage Systems."
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Controllers

Follow the physical installation procedures for the controllers in the FAS80xx documentation at the
NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk
shelves that are supported is available at the NetApp Support site.

When using SAS disk shelves with NetApp storage controllers, refer to the SAS Disk Shelves Universal
SAS and ACP Cabling Guide for proper cabling guidelines.

Cisco NX5596 Cluster Network Switch Configuration

The Cisco Nexus 5596 cluster network switch configuration prerequisites are as follows:
* Rack and connect power to the new Cisco Nexus 5596 switches
* Provide a terminal session that connects to the switch's serial console port (9600, 8, n, 1)

¢ Connect the mgmt0O port to the management network and be prepared to provide IP address
information

¢ Obtain password for admin
e Determine switch name
» Identify SSH key type (dsa, rsa, or rsal)

* Set up an e-mail server for Cisco Smart Call Home and IP connectivity between the switch and the
e-mail server

e Provide SNMP contact information for Cisco Smart Call Home (name, phone, street address)

e Identify a CCO ID associated with an appropriate Cisco SMARTnet® Service contract for Cisco
Smart Call Home

« Enable Cisco SMARTnet Service for the device to be registered for Cisco Smart Call home

Initial Setup of Cisco Nexus 5596 Cluster Interconnect

The first time a Cisco Nexus 5596 cluster interconnect is accessed, it runs a setup program that prompts
the user to enter an IP address and other configuration information needed for the switch to communicate
over the management Ethernet interface. This information is required to configure and manage the
switch. If the configuration must be changed later, the setup wizard can be accessed again by running
the setup command in EXEC mode.

To set up the Cisco Nexus 5596 cluster interconnect, complete the following steps. These steps must be
completed on both the cluster interconnects.

1. Provide applicable responses to the setup prompts displayed on the Cisco Nexus 5596 cluster
interconnect.

Abort Power On Auto Provisioning and continue with normal setup ?(yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no): yes

Enter the password for "admin": <passwords>

Confirm the password for "admin": <passwords

Would you like to enter the basic configuration dialog (yes/no) :yes
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Create another login account (yes/no) [n]: Enter
Configure read-only SNMP community string (yes/no) [n]: Enter
Configure read-write SNMP community string (yes/no) [n]: Enter
Enter the switch name : <switch-names>
Continue with Out-of-band (mgmtO) management configuration? (yes/no) [y]: Enter
Mgmt0 IPv4 address : <ic_mgmtO_ip>
MgmtO IPv4 netmask : <ic_mgmtO_netmask>
Configure the default gateway? (yes/no) [y]: Enter
IPv4 address of the default gateway : <ic_mgmtO_gw>
Enable the telnet service? (yes/no) [n]: Enter
Enable the ssh service? (yes/no) [y]l: Enter
Type of ssh key you would like to generate (dsa/rsa) : rsa
Number of key bits <768-2048> : 1024
Configure the ntp server? (yes/no) [n]: yes
NTP server IPv4 address : <ntp server ip>
Enter basic FC configurations (yes/no) [n]: Enter
2. At the end of the setup, the configuration choices are displayed. Verify the information and save the
configuration at this time.

Would you like to edit the configuration? (yes/no) [n]: <n>
Use this configuration and save it? (yes/no) [y]l: <y>

Download and Install NetApp Cluster Switch Software

When the Cisco Nexus 5596 is being used as a cluster network switch with Data ONTAP 8.2.2, it should
be running NX-OS version 5.2(1)N1(1). The show version command from the switch command line
interface shows the switch version currently running on the switch. If the currently running version is
not 5.2(1)N1(1), go to the NetApp Support site and download and install NX-OS 5.2(1)N1(1) for the
Cisco Nexus 5596 switch. Make sure both cluster interconnects are running NX-OS version 5.2(1)N1(1).

Download and Merge of NetApp Cluster Switch Reference Configuration File

Cluster network and management network switches are shipped without the configuration files installed.
These files must be downloaded to the switches during deployment. Configuration files must be
downloaded when the cluster network and management network switches are first installed or after the
Cisco switch software is updated or reinstalled.

After the initial setup is complete, the NetApp cluster network switch reference configuration must be
transferred to the switch and merged with existing configuration. Instructions for this task and the
reference configuration files for the appropriate switches are available on the NetApp Support site.

To download configuration files to a host and install them on a Cisco Nexus 5596 switch, complete the
following steps on both cluster interconnects:

1. Obtain a console connection to the switch. Verify existing configuration on the switch by running
the show run command.

2. Login to the switch. Verify that the host recognizes the switch on the network (for example, use the
ping utility).
3. Enter the following command:

copy <transfer protocols>: bootflash: vrf management
4. Verify that the configuration file is downloaded.

*x**%x Transfer of file Completed Successfully **x** Copy complete, now saving
to disk (please wait)...
5. Enter the following command to view the saved configuration file.

dir bootflash:
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Merge the configuration file into existing running-config. Run the following command, where
<config file name> is the file name for the switch type. A series of warnings regarding PortFast
is displayed as each port is configured.

copy <config file name> running-config
Verify the success of the configuration merge by running the show run command and comparing
its output to the contents of the configuration file (a .txt file) that was downloaded.

a. The output for both installed-base switches and new switches should be identical to the contents
of the configuration file for the following items:

— banner (should match the expected version)
— Switch port descriptions such as description Cluster Node x
— The new ISL algorithm port-channel load-balance Ethernet source-dest-port

b. The output for new switches should be identical to the contents of the configuration file for the
following items:

— Port channel
— Policy map
— System QoS
— Interface

— Boot

c¢. The output for installed-base switches should have the flow control receive and send values on
for the following items:

— Interface port-channel 1 and 2

— Ethernet interface 1/41 through Ethernet interface 1/48.

8. Copy the running-config to the startup-config.

copy running-config startup-config

Cisco Smart Call Home Setup

To configure Smart Call Home on a Cisco Nexus 5596 switch, complete the following steps:

1.

Enter the mandatory system contact using the snmp-server contact command in global
configuration mode. Then run the callhome command to enter callhome configuration mode.

NX-5596#config t

NX-5596 (config) #snmp-server contact <sys-contacts>

NX-5596 (config) #callhome

Configure the mandatory contact information (phone number, e-mail address, and street address).

NX-5596 (config-callhome) #email-contact <email-address>

NX-5596 (config-callhome) #phone-contact <+1-000-000-0000>

NX-5596 (config-callhome) #streetaddress <a-street-address>

Configure the mandatory e-mail server information. The server address is an IPv4 address, IPv6
address, or the domain-name of a SMTP server to which Call Home will send e-mail messages.
Optional port number (default=25) and VRF may be configured.

NX-5596 (config-callhome) #transport email smtp-server <ip-address> port 25 use-vrf
<vrf-name>

Set the destination profile CiscoTAC-1 e-mail address to callhome@cisco.com.

NX-5596 (config-callhome) #destination-profile CiscoTAC-1 email-addr
callhome@cisco.com
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5. Enable periodic inventory and set the interval.

NX-5596 (config-callhome) #periodic-inventory notification
NX-5596 (config-callhome) #periodic-inventory notification interval 30
6. Enable callhome, exit, and save the configuration.

NX-5596 (config-callhome) #enable
NX-5596 (config-callhome) #end
NX-5596#copy running-config startup-config
7. Send a callhome inventory message to start the registration process.

NX-5596#callhome test inventory
trying to send test callhome inventory message
successfully sent test callhome inventory message
8. Watch for an e-mail from Cisco regarding the registration of the switch. Follow the instructions in
the e-mail to complete the registration for Smart Call Home.

SNMP Monitoring Setup

Configure SNMP by using the following example as a guideline. This example configures a host receiver
for SNMPv1 traps and enables all link up/down traps:

NX-5596#config t

NX-5596 (config)# snmp-server host <ip-address> traps { version 1 } <communitys
[udp port <numbers]

NX-5596 (config) # snmp-server enable traps link

Clustered Data ONTAP 8.2.2

Complete the Configuration Worksheet

Before running the setup script, complete the configuration worksheet from the product manual.

How to Access the Configuration Worksheet Configuration Comments
Guide
Configuration | https://library.netapp.com/ecm/ecm_download_file/ECMP1368696 | Requires
Worksheet access to the
NetApp Support
site.

Table 18 Clustered Data ONTAP Sofitware Installation Prerequisites

Cluster Detail Cluster Detail Value

Cluster NodeO1 IP address <<var node0l mgmt ip>>
Cluster Node01 netmask <<var node0l mgmt mask>>
Cluster Node01 gateway <<var_node0l mgmt gateways>>
Data ONTAP 8.2.2 URL <<var_url boot software>>
Cluster Node02 IP address <<var_node02 mgmt ip>>
Cluster Node02 netmask <<var_node02 mgmt mask>>
Cluster Node02 gateway <<var_node02 mgmt gateway>>
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1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this message:

Starting AUTOBOOT press Ctrl-C to abort
2. Enable Autoboot.

setenv AUTOBOOT true
3. Allow the system to boot up.

autoboot
4. Press Ctrl-C when the Press Ctrl-C for Boot Menu message appears.

Note If Data ONTAP 8.2.2 is not the version of software being booted, proceed with the following steps to
install new software. If Data ONTAP 8.2.2 is the version being booted, then select option 8 and yes to
reboot the node. Then proceed with step 14.

5. To install new software, first select option 7.

7
6. Answer yes to perform an upgrade.

Y
7. Select eOM for the network port you want to use for the download.

eOM
8. Select yes to reboot now.

Y
9. After reboot, enter the IP address, netmask, and default gateway for eOM in their respective places.

<<var node0l mgmt ip>> <<var nodeOl mgmt mask>> <<var node0l mgmt gateway>>
10. Enter the URL where the software can be found.

Note  This Web server must be pingable.

<<var_url boot_ software>>
11. Press Enter for the user name, indicating no user name.

Enter
12. Enter yes to set the newly installed software as the default to be used for subsequent reboots.

Y
13. Enter yes to reboot the node.

Yy

Note  When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the LOADER prompt. If these actions occur, the system
might deviate from this procedure.

14. Press Ctrl-C to exit autoboot when you see this message:

Starting AUTOBOOT press Ctrl-C to abort..
15. From the LOADER-A prompt, enter:

printenv
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Note Ifbootarg.init.boot clustered true is not listed, the system is not set to boot in clustered Data
ONTAP.

16. If the system is not set to boot in clustered Data ONTAP, at the LOADER prompt, enter the
following command to make sure the system boots in clustered Data ONTAP:

setenv bootarg.init.boot clustered true
setenv bootarg.bsdportname eOM

17. At the LOADER-A prompt, enter:

autoboot

18. When Press Ctrl-C for Boot Menu displays:

Ctrl - C

Note  The system may program the NVRAM and reboot at this point. If it does, wait for Press Ctrl-C for
Boot Menu and press Ctrl-C.

19. Select option 4 for clean configuration and initialize all disks.

4
20. Answer yes to Zero disks, reset config and install a new file system.

Y
21. Enter yes to erase all the data on the disks.

Yy

Note  The initialization and creation of the root volume can take 75 minutes or more to complete, depending
on the number of disks attached. After initialization is complete, the storage system reboots. You can
continue to node 02 configuration while the disks for node 01 are zeroing.

Node 2
1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this message:

Starting AUTOBOOT press Ctrl-C to abort..
2. Enable Autoboot.

setenv AUTOBOOT true
3. Allow the system to boot up.

autoboot

4. Press Ctrl-C when Press Ctrl-C for Boot Menu is displayed.

Ctrl-C

Note  If Data ONTAP 8.2.2 is not the version of software being booted, proceed with the following steps to
install new software. If Data ONTAP 8.2.2 is the version being booted, then select option 8§ and yes to
reboot the node. Then proceed with step 14.

5. To install new software first, select option 7.

7
6. Answer yes to perform an upgrade.

Yy
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7. Select eOM for the network port you want to use for the download.

eOM
8. Select yes to reboot now.

Y
9. After reboot, enter the IP address, netmask, and default gateway for eOM in their respective places.

<<var _node02 mgmt_ ip>> <<var node02 mgmt mask>> <<var_ node02 mgmt gateway>>
10. Enter the URL where the software can be found.

Note  This web server must be pingable.

<<var_url_boot_software>>
11. Press Enter for the user name, indicating no user name.

Enter
12. Select yes to set the newly installed software as the default to be used for subsequent reboots.

Y
13. Select yes to reboot the node.

Yy

Note  When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the LOADER prompt. If these actions occur, the system
might deviate from this procedure.

14. Press Ctrl-C to exit autoboot when you see this message:

Starting AUTOBOOT press Ctrl-C to abort..
15. From the LOADER-A prompt, enter:

printenv

Note Ifbootarg.init.boot clustered true isnot listed, the system is not set to boot in clustered Data
ONTAP.

16. If the system is not set to boot in clustered Data ONTAP, at the LOADER prompt, enter the
following command to make sure the system boots in clustered Data ONTAP:

setenv bootarg.init.boot clustered true
setenv bootarg.bsdportname eOM

17. At the LOADER-A prompt, enter:

autoboot
18. When you see Press Ctrl-C for Boot Menu, enter:

Ctrl - C

Note  The system may program the NVRAM and reboot at this point. If it does, wait for Press Ctrl-C for
Boot Menu and press Ctrl-C.

19. Select option 4 for clean configuration and initialize all disks.

4
20. Answer yes to Zero disks, reset config and install a new file system.

Y
21. Enter yes to erase all the data on the disks.
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Note  The initialization and creation of the root volume can take 75 minutes or more to complete, depending
on the number of disks attached. When initialization is complete, the storage system reboots.

Cluster Create in Clustered Data ONTAP

Table 19 Cluster Create in Clustered Data ONTAP Prerequisites

Cluster Detail Cluster Detail Value

Cluster name <<var_clusternames>>

Clustered Data ONTAP base license <<var_ cluster base license key>>
Cluster management IP address <<var_ clustermgmt ip>>

Cluster management netmask <<var_clustermgmt mask>>

Cluster management port <<var clustermgmt ports>>

Cluster management gateway <<var clustermgmt gateway>>
Cluster NodeO1 IP address <<var node0l mgmt ip>>

Cluster NodeO1 netmask <<var_node0l mgmt mask>>

Cluster Node01 gateway <<var_node0l mgmt gateway>>

The first node in the cluster performs the cluster create operation. All other nodes perform a
cluster join operation. The first node in the cluster is considered NodeOl.

1. The Cluster Setup wizard starts running on the console.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster setup".

To accept a default or omit a question, do not enter a value.

Do you want to create a new cluster or join an existing cluster? {create, join}:

Note Ifalogin prompt appears instead of the Cluster Setup wizard, start the wizard by logging in using the
factory default settings and then enter the cluster setup command.

2. Enter the following command to create a new cluster:

create
3. Type no for single node cluster option

Do you intend for this node to be used as a single node cluster? {yes, no} [no]:
Enter

4. Type yes for cluster network using network switches.

Will the cluster network be configured to use network switches? [yes]: Enter
5. To activate HA and set storage failover, complete the following step.

Non-HA mode, Reboot node to activate HA Do you want to reboot now to set storage
failover (SFO) to HA mode? {yes, no} [yes]: Enter
6. Proceed with creating the cluster. Enter create on the cluster setup wizard.
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create
7. Repeat steps 3 and 4, if the cluster setup wizard prompts again.

8. The system defaults are displayed. Type "no" for using the system defaults. Follow the below
prompts to configure the cluster ports.

Existing cluster interface configuration found:

Port MTU Ip Netmask
ela 9000 169.254.224.172 255.255.0.0
elc 9000 169.254.125.157 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]:no

System Defaults: Private cluster network ports [eOa,eOc]. Cluster port MTU values
will be set to 9000. Cluster interface IP addresses will be automatically
generated. Do you want to use these defaults? {yes, no} [yes]: no

Step 1 of 5: Create a Cluster
You can type "back", "exit", or "help" at any question.

List the private cluster network ports [e0a,eOc]: e0a,elOb,elc,e0d
Enter the cluster ports' MTU size [9000]: Enter
Enter the cluster network netmask [255.255.0.0]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port ela [169.254.174.78]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port eOb [169.254.229.72]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port eOc [169.254.202.208]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port e0d [169.254.205.93]: Enter

9. The steps to create a cluster are displayed.

Enter the cluster name: <<var_clustername>>

Enter the cluster base license key: <<var_ cluster base license key>>
Creating cluster <<var_ clusternames>>

Enter an additional license key []:<<var nfs license>>

Enter an additional license key []:<<var iscsi_license>>

Note  The cluster is created. This can take a minute or two.

Note  For this validated architecture NetApp recommends installing license keys for SnapRestore®,
FlexClone®, and SnapManager® Suite. Additionally, install all needed storage protocols licenses. For
example, if iSCSI boot is used, install the iSCSI license. If FCoE boot is used, install the FCP license.
After you finish entering the license keys, press Enter.

Enter the cluster administrators (username "admin") password: <<var passwords>
Retype the password: <<var_ passwords>>
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10.

Enter the cluster management interface port [eOe]: e0i

Enter the cluster management interface IP address: <<var clustermgmt ip>>
Enter the cluster management interface netmask: <<var clustermgmt mask>>
Enter the cluster management interface default gateway:

<<var_clustermgmt gateway>>

Enter the DNS domain name.

Enter the DNS domain names:<<var_ dns_domain name>>
Enter the name server IP addresses:<<var_ nameserver_ip>>

Note  If you have more than one name server IP address, separate them with a comma.

11.

Set up the node.

Where is the controller located []:<<var node location>>

Enter the node management interface port [eOM]: Enter

Enter the node management interface IP address: <<var_node0l _mgmt_ip>>

Enter the node management interface netmask: <<var node0l_mgmt_ mask>>

Enter the node management interface default gateway:<<var node0l mgmt gateway>>

Note  The node management interface can be on the same subnet as the cluster management interface, or could
be on a different subnet.

12.

13.

14.

Type no for IPV4 DHCP on the service processor.

Enable IPv4 DHCP on the service processor interface [yes]: no
Set up the Service Processor (SP)

Enter the service processor interface IP address: <<var_node0l_sp ip>>

Enter the service processor interface netmask: <<var_node0l_sp_mask>>

Enter the service processor interface default gateway: <<var node0l_sp gateway>>
Log in to the Cluster Interface with the admin user id and <<var password>>.

Cluster Join in Clustered Data ONTAP

Table 20 Cluster Join in Clustered Data ONTAP Prerequisites

Cluster Detail Cluster Detail Value

Cluster name <<var_ clusternames>>

Cluster management IP address <<var clustermgmt ip>>
Cluster Node02 IP address <<var node02 mgmt ip>>
Cluster Node02 netmask <<var node02 mgmt mask>>
Cluster Node02 gateway <<var node02 mgmt gateways>>

The first node in the cluster performs the cluster create operation. All other nodes perform a cluster
join operation. The first node in the cluster is considered Node01, and the node joining the cluster in
this example is Node02.

1.

The Cluster Setup wizard starts running on the console of Node02.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
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You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.

Do you want to create a new cluster or join an existing cluster?
{create, join}:

~

Note If a login prompt is displayed instead of the Cluster Setup wizard, start the wizard by logging in using
the factory default settings, and then enter the cluster setup command.

2. Enter the following command to join a cluster:
join
3. To activate HA and set storage failover, complete the following steps.

Non-HA mode, Reboot node to activate HA Do you want to reboot now to set storage
failover (SFO) to HA mode? {yes, no} [yes]: Enter

4. After the reboot, continue the Cluster Join process.
join

5. Data ONTAP detects existing cluster and agrees to join the same cluster. Follow the below prompts
to join the cluster.

Existing cluster interface configuration found:

Port MTU IP Netmask
ela 9000 169.254.192.74 255.255.0.0
elc 9000 169.254.54.42 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]: no

System Defaults:

Private cluster network ports [eOa,eOc].

Cluster port MTU values will be set to 9000.

Cluster interface IP addresses will be automatically generated.

Do you want to use these defaults? {yes, no} [yes]: no

Step 1 of 3: Join an Existing Cluster

You can type "back", "exit", or "help" at any question.

List the private cluster network ports [e0a,elOc]: e0a,elOb,elc,e0d
Enter the cluster ports' MTU size [9000]: Enter

Enter the cluster network netmask [255.255.0.0]: Enter

Generating a default IP address. This can take several minutes...

Enter the cluster interface IP address for port ela [169.254.114.252]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port eOb [169.254.30.16]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port elOc [169.254.55.17]: Enter

Generating a default IP address. This can take several minutes...
Enter the cluster interface IP address for port e0d [169.254.117.17]: Enter

Enter the name of the cluster you would like to join [<<var clustername>>]: Enter
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lqte The node should find the cluster name.

6. Set up the node.

Enter the node management interface port [eOM]: Enter
Enter the node management interface IP address: <<var_node02_mgmt_ip>>

Enter the node management interface netmask [<<var node02 mgmt mask>>]: Enter
Enter the node management interface default gateway
[<<var _node02_mgmt gateway>>]: Enter

Note  The node management interface can be on the same subnet as the cluster management interface, or could
be on a different subnet.

7. Type no for IPV4 DHCP on the service processor.

Enable IPv4 DHCP on the service processor interface [yes]: no
8. Set up the Service Processor (SP)

Enter the service processor interface IP address: <<var_node02_sp ip>>
Enter the service processor interface netmask: <<var node02_sp mask>>
Enter the service processor interface default gateway: <<var node02_ sp gateway>>

Log in to the Cluster

Open either an SSH connection to the cluster management IP or host name and log in with the admin
user with the password you provided earlier.

Zero All Spare Disks

1. To zero all spare disks in the cluster, enter the following command.

disk zerospares

~

Note  Disk auto-assign should have assigned half of the connected disks to each node in the HA pair. If a
different disk assignment is required, disk auto-assignment will need to be disabled on both nodes in the
HA pair using the disk option modify command. Spare disks can then be moved from one node to
another using the disk removeowner and disk assign commands.

Set Onboard UTA2 ports personality

1. Verify the "Current Mode" and "Current Type" of the ports by using the "ucadmin show" command.

icefl-stcl::> ucadmin show

Current Current Pending Pending

Node Adapter Mode Type Mode Type Status
icefl-stcl-01

Oe cna target - - online
icefl-stcl-01

of cna target - - online
icefl-stcl-01

0g cna target - - online
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icefl-stcl-01

Oh cna target - - online
icefl-stcl-02

Oe cna target - - online
icefl-stcl-02

of cna target - - online
icefl-stcl-02

0g cna target - - online
icefl-stcl-02

Oh cna target - - online

8 entries were displayed.
2. Verify that the Current Mode of the ports that are in use is "cna" and the Current Type is set to
"target". If not, change the port personality by using the following command:

ucadmin modify -node <home node of the ports> -adapter <port name> -mode cna -type
target

Note  The ports must be offline to run the above command. To take an adapter offline, use the fcp adapter
modify <home node of the ports> -adapter <port name> -state down command. Ports
must be converted in pairs, for example; e0e and e0£. A reboot will be required and the ports will need
to be brought back to the up state.

Set Auto-Revert on Cluster Management

1. To set the auto-revert parameter on the cluster management interface, enter:

network interface modify -vserver <<var clustername>> -1lif cluster mgmt
-auto-revert true

Failover Groups Management in Clustered Data ONTAP

1. Create a management port failover group.

network interface failover-groups create -failover-group fg-cluster-mgmt -node
<<var_node0l>> -port eOi
network interface failover-groups create -failover-group fg-cluster-mgmt -node
<<var_node02>> -port e0i

Assign Management Failover Group to Cluster Management LIF

1. Assign the management port failover group to the cluster management LIF.

network interface modify -vserver <<var clustername>> -1lif cluster mgmt
-failover-group fg-cluster-mgmt

Failover Groups Node Management in Clustered Data ONTAP

1. Create a management port failover group.

network interface failover-groups create -failover-group fg-node-mgmt0l -node
<<var_node0Ol>> -port eOM
network interface failover-groups create -failover-group fg-node-mgmt0l -node
<<var_node0l>> -port eOi
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network interface failover-groups create -failover-group fg-node-mgmt02 -node
<<var_node02>> -port eOM
network interface failover-groups create -failover-group fg-node-mgmt02 -node
<<var_node02>> -port e0i

Assign Node Management Failover Groups to Node Management LIFs

1. Assign the management port failover group to the cluster management LIF.

network interface modify -vserver <<var node0Ol>> -1if mgmtl -auto-revert true
-failover-group fg-node-mgmtOl
network interface modify -vserver <<var node02>> -1if mgmtl -auto-revert true
-failover-group fg-node-mgmt02

Flash Cache in Clustered Data ONTAP

If Flash Cache cards are installed, complete the following steps to enable Flash Cache on each node:
1. Run the following commands from the cluster management interface:

system node run -node <<var node0Ol>> options flexscale.enable on

system node run -node <<var node0Ol>> options flexscale.lopri blocks off
system node run -node <<var node0Ol>> options flexscale.normal data blocks on
system node run -node <<var node02>> options flexscale.enable on

system node run -node <<var node02>> options flexscale.lopri blocks off
system node run -node <<var_node02>> options flexscale.normal_ data_blocks on

Note  Data ONTAP 8.1 and later does not require a separate license for Flash Cache.

Note  For directions on how to configure Flash Cache in metadata mode or low-priority data caching mode,
refer to TR-3832: Flash Cache Best Practices Guide. Before customizing the settings, determine whether
the custom settings are required or if the default settings are sufficient.

Aggregates in Clustered Data ONTAP

An aggregate containing the root volume is created during the Data ONTAP setup process. To create
additional aggregates, determine the aggregate name, the node on which to create it, and the number of
disks it will contain.

1. To create new aggregates, enter the following command:

aggr create -aggregate aggrl nodel -nodes <<var node0l>> -diskcount
<<var_num disks>>
aggr create -aggregate aggrl node2 -nodes <<var node02>> -diskcount
<<var_num disks>>

Note  Retain at least one disk (select the largest disk) in the configuration as a spare. A best practice is to have
at least one spare for each disk type and size.

Note  Start with five disks initially; you can add disks to an aggregate when additional storage is required.
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Note The aggregate cannot be created until disk zeroing completes. Use the aggr show command to display
aggregate creation status. Do not proceed until both aggrl nodel and aggrl node2 are online.

2. Disable Snapshot™ copies for the two data aggregates recently created.

node run <<var node0l>> aggr options aggrl nodel nosnap on
node run <<var _node02>> aggr options aggrl node2 nosnap on
3. Delete any existing Snapshot copies for the two data aggregates.

node run <<var node0l>> snap delete -A -a -f aggrl nodel
node run <<var _node02>> snap delete -A -a -f aggrl node2

4. Rename the root aggregate on node 01 to match the naming convention for this aggregate on node
02.

aggr show
aggr rename -aggregate aggr0O -newname <<var_node0Ol rootaggrnames>

Resize Node Root Volumes

To resize the node root volumes to avoid the root aggregate full warning, run the following commands.
1. Resize the node root volumes.

volume size -vserver <<var_node0Ol>> -volume vol0 -new-size 250GB
volume size -vserver <<var _node02>> -volume vol0 -new-size 250GB

Storage Failover in Clustered Data ONTAP

To confirm that storage failover is enabled, run the following commands in a failover pair.
1. Verify the status of storage failover.

storage failover show
2. Both the nodes <<var node01>> and <<var node02>> must be capable of performing a
takeover.

3. Proceed to step 5, if the nodes are capable of performing a takeover.
4. Enable failover on one of the two nodes.

storage failover modify -node <<var nodeOl>> -enabled true

Note  Enabling failover on one node enables it for both nodes.

5. Verify the HA status for two-node cluster.

Note  This step is not applicable for clusters with more than two nodes.

cluster ha show
6. Proceed to step 8 if high availability is configured.

7. Enable HA mode only for the two-node cluster.
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Note Do not run this command for clusters with more than two nodes because it will cause problems with
failover.

cluster ha modify -configured true
Do you want to continue? {y|n}: y

8. Verify that hardware assist is correctly configured and if needed modify the partner IP address.
storage failover hwassist show

storage failover modify -hwassist-partner-ip <<var_node02_mgmt_ ip>> -node
<<var_node0l>>

storage failover modify -hwassist-partner-ip <<var_node0l mgmt_ ip>> -node
<<var_node02>>

Disable Flow Control on 10GbE and UTA2 Ports
~

Note  The NetApp best practice is to disable flow control on all the I0GbE and UTA?2 ports that are connected
to external devices.

1. To disable flow control and verify, run the following commands:

net port modify -node <<var node0Ol>> -port e0Oa,eOb,e0Oc,e0d,ele,e0f,e0g,elh
-flowcontrol-admin none

Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: y

net port modify -node <<var node02>> -port e0Oa,eOb,elc,el0d,ele,e0f,e0g,elh
-flowcontrol-admin none

Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: y

net port show -fields flowcontrol-admin

IFGRP LACP in Clustered Data ONTAP

This type of interface group requires two or more Ethernet interfaces and a switch that supports LACP;
make sure that the switch is configured properly.

1. Run the following commands on the command line to create interface groups (ifgrps).

ifgrp create -node <<var node0Ols>> -ifgrp al0a -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeOl>> -ifgrp ala -port e0le
network port ifgrp add-port -node <<var nodeOl>> -ifgrp ala -port e0lg
ifgrp create -node <<var node02>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var node02>> -ifgrp ala -port e0le
network port ifgrp add-port -node <<var node02>> -ifgrp ala -port e0lg
ifgrp show

~

Note  All interfaces must be in the down status before being added to an interface group.
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Note  The interface group name must follow the standard naming convention of a0x.

Note  Since the switches have not yet been configured, the interface groups will have no active ports.

VLAN in Clustered Data ONTAP

1. Create NFS VLANS.

network port vlan create -node <<var node0Ol>> -vlan-name ala-<<var nfs vlan id>>
network port vlan create -node <<var node02>> -vlan-name ala-<<var_nfs vlan id>>

2. Create iISCSI VLAN:S.

network port vlan create -node <<var node0Ol>> -vlan-name
ala-<<var_iscsi_vlan A id>>
network port vlan create -node <<var_node0Ols>> -vlan-name
ala-<<var_iscsi_vlan B id>>
network port vlan create -node <<var node02>> -vlan-name
ala-<<var_iscsi_vlan A id>>
network port vlan create -node <<var_node02>> -vlan-name
ala-<<var_iscsi_vlan B id>>

3. Create In-Band Management VLANSs.

network port vlan create -node <<var_node0l>> -vlan-name
ala-<<var_ib-mgmt_ vlan id>>
network port vlan create -node <<var_node02>> -vlan-name
ala-<<var_ib-mgmt vlan id>>

Jumbo Frames in Clustered Data ONTAP

1. To configure a clustered Data ONTAP network port to use jumbo frames (which usually have an
MTU of 9,000 bytes), run the following command from the cluster shell:

network port modify -node <<var node0l>> -port ala -mtu 9000

WARNING: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: y

network port modify -node <<var node02>> -port ala -mtu 9000

WARNING: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: y

network port modify -node <<var nodeOl>> -port ala-<<var_nfs vlan id>> -mtu 9000
WARNING: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: y

network port modify -node <<var node02>> -port ala-<<var_nfs vlan id>> -mtu 9000

WARNING: Changing the network port settings will cause a several second
interruption in carrier.
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Do you want to continue? {y|n}: y

network port show -fields mtu

Note It is recommended to configure jumbo frames on this infrastructure.

Note  When an interface group is configured with MTU 9000, all VLAN interfaces configured on that interface
group will also have an MTU of 9000. All of the existing VLAN interfaces created here were created
when the interface group's MTU was set to the default of 1500.

NTP in Clustered Data ONTAP

To configure time synchronization on the cluster, complete the following steps:
1. To set the time zone for the cluster, run the following command:

timezone <<var_ timezones>>

Note  For example, in the Eastern United States, the time zone is America/New_York.

2. To set the date for the cluster, run the following command:

date <ccyymmddhhmm.ss>

Note  The format for the date is <[Century] [Year] [Month] [Day] [Hour] [Minute] . [Second]>; for
exanuﬂe,201409081735.17

3. Configure the Network Time Protocol (NTP) for each node in the cluster.

system services ntp server create -node <<var node0l>> -server
<<var_global ntp_ server_ ip>> system services ntp server create -node
<<var _node02>> -server <<var global ntp server ip>>

SNMP in Clustered Data ONTAP

1. Configure SNMP basic information, such as the location and contact. When polled, this information
is visible as the sysLocation and sysContact variables in SNMP.

snmp contact <<var_snmp contact>>
snmp location "<<var_ snmp location>>"
snmp init 1
options snmp.enable on
2. Configure SNMP traps to send to remote hosts, such as an OnCommand Unified Manager server or
another fault management system.

snmp traphost add <<var oncommand server_ fqgdn>>

SNMPv1 in Clustered Data ONTAP

1. Set the shared secret plain-text password, which is called a community.
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snmp community delete all
snmp community add ro <<var snmp communitys>>

2. Usethe delete all command with caution. If community strings are used for other monitoring
products, the delete all command will remove them.

AutoSupport HTTPS in Clustered Data ONTAP

AutoSupport sends support summary information to NetApp through HTTPS.
1. To configure AutoSupport, run the following command:

system node autosupport modify -node * -state enable -mail-hosts <<var mailhost>>
-transport https -support enable -noteto <<var_ storage admin emails>>

Cisco Discovery Protocol in Clustered Data ONTAP

Enable Cisco Discovery Protocol (CDP) on the NetApp storage controllers by using the following
procedure.

~

Note  To be effective, CDP must also be enabled on directly connected networking equipment such as switches
and routers.

To enable CDP on the NetApp storage controllers, complete the following step:
1. Enable CDP on Data ONTAP.

node run -node <<var node0Ol>> options cdpd.enable on
node run -node <<var node02>> options cdpd.enable on

Storage Virtual Machine (Vserver)

To create an infrastructure Vserver, complete the following steps:
1. Run the Vserver setup wizard.

vserver setup

Welcome to the Vserver Setup Wizard, which will lead you through
the steps to create a virtual storage server that serves data to clients.

You can enter the following commands at any time:

"help" or "?" if you want to have a question clarified,

"back" if you want to change your answers to previous questions, and
"exit" i1if you want to quit the Vserver Setup Wizard. Any changes

you made before typing "exit" will be applied.

You can restart the Vserver Setup Wizard by typing "vserver setup". To accept a
default
or omit a question, do not enter a value.

Vserver Setup wizard creates and configures only data Vservers.
If you want to create a Vserver with Infinite Volume use the vserver create
command .
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Create Load
ONTAP

10.

11.

Step 1. Create a Vserver.
You can type "back", "exit", or "help" at any question.
Enter the Vserver name.

Enter the Vserver name:Infra Vserver
Select the Vserver data protocols to configure.

Choose the Vserver data protocols to be configured {nfs, cifs, fcp, iscsi, ndmp}:

nfs,iscsi
Select the Vserver client services to configure.

Choose the Vserver client services to configure {ldap, nis, dns}:Enter
Enter the Vserver root volume aggregate:

Enter the Vserver's root volume aggregate {aggrl nodel, aggrl node2}
[aggrl _nodell : Enter
Enter the Vserver language setting, or "help" to see all languages [C.UTF-8]:

Enter the Vserver security style:

Enter the Vserver root volume's security style {mixed, ntfs, unix} [unix]:

Answer no to Do you want to create a data volume?

Do you want to create a data volume? {yes, no} [Yes]: no
Answer no to Do you want to create a logical interface?

Do you want to create a logical interface? {yes, no} [Yes]: no
Answer no to Do you want to configure iSCSI?

Do you want to configure iSCSI? {yes, no} [yes]: no

Enter

Add the two data aggregates to the Infra_Vserver aggregate list for NetApp Virtual Console.

vserver modify -vserver Infra Vserver -aggr-list aggrl nodel, aggrl node2

Sharing Mirror of Vserver Root Volume in Clustered Data

Create a volume to be the load sharing mirror of the infrastructure Vserver root volume on each

node.

volume create -vserver Infra Vserver -volume rootvol mOl -aggregate aggrl nodel

-size 1GB -type DP

volume create -vserver Infra Vserver -volume rootvol m02 -aggregate aggrl node2

-size 1GB -type DP
Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15
Create the mirroring relationships.

snapmirror create -source-path //Infra Vserver/rootvol -destination-path
//Infra Vserver/rootvol m0l -type LS -schedule 15min

snapmirror create -source-path //Infra Vserver/rootvol -destination-path
//Infra Vserver/rootvol m02 -type LS -schedule 15min

Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path //Infra Vserver/rootvol
snapmirror show
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iSCSI Service in Clustered Data ONTAP

Create the 1SCSI service on each Vserver. This command also starts the iSCSI service and sets the
iSCSI alias to the name of the Vserver.

iscsi create -vserver Infra Vserver
iscsi show

HTTPS Access in Clustered Data ONTAP

Secure access to the storage controller must be configured.

Note

1.

Increase the privilege level to access the certificate commands.

set -privilege diag

Do you want to continue? {y|n}: y

A self-signed certificate is already in place. Check it by using the following command:

security certificate show

For each Vserver shown, the certificate common name should match the DNS FQDN of the Vserver.
The four default certicates should be deleted and replaced by either self-signed certificates or
certificates from a Certificate Authority (CA) To delete the default certificates, run the following
commands:

Deleting expired certificates before creating new certificates is best practice. Run the security
certificate delete command to delete expired certificates. In the command below, use TAB
completion to select and delete each default certicate.

security certificate delete [TAB]

Example: security certificate delete -vserver Infra Vserver -common-name
3.cert.1414163766 -ca 3.cert.1414163766 -type server -serial 544A6D36

To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certicate for Infra_Vserver, the cluster Vserver, and each node Vserver. Again,
use TAB completion to aid in completing these commands.

security certificate create [TAB]

Example: security certificate create -common-name fvl2-infra.rtp.netapp.com -type
server -size 2048 -country US -state "North Carolina" -locality "RTP"
-organization "NetApp" -unit "ICE" -email-addr "abc@netapp.com" -expire-days 365
-hash-function SHA256 -vserver Infra Vserver

To obtain the values for the parameters that would be required in the following step, run the
security certificate show command

Enable each certicate that was just created using the -server-enabled true and -client-enabled false
parameters. Again use TAB completion.

security ssl modify [TAB]

Example: security ssl modify -vserver Infra Vserver -server-enabled true
-client-enabled false -ca fvl2-infra.fvl.rtp.netapp.com -serial 544A71D7
-common-name fvl2-infra.fvl.rtp.netapp.com

Configure and enable SSL and HTTPS access and disable HTTP access.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web service
requests to be
interrupted as the web servers are restarted.
Do you want to continue {y|n}: y
system services firewall policy delete -policy mgmt -service http -action allow
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system services firewall policy create -policy mgmt -service http -action deny
-ip-list 0.0.0.0/0

~

Note It is normal for some of these commands to return an error message stating that the entry does not exist.

8. Change back to normal admin privilege level and set up to allow Vserver logs to be available by
web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

NFSv3 in Clustered Data ONTAP

To configure NFS on the Vserver, run all commands.

1. Modify the initial default rule for the first ESXi host then create a new rule for each addition ESXi
host in the default export policy.

2. For each ESXi host being created, assign a rule. Each host will have its own rule index. Your first
ESXi™ host will have rule index 1, your second ESXi host will have rule index 2, and so on.

vserver export-policy rule modify -vserver Infra Vserver -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostl nfs ip>> -rorule sys
-rwrule sys -superuser sys -allow-suid false

vserver export-policy rule create -vserver Infra Vserver -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi host2 nfs ip>> -rorule sys
-rwrule sys -superuser sys -allow-suid false

vserver export-policy rule show

3. Assign the FlexPod export policy to the infrastructure Vserver root volume.

volume modify -vserver Infra Vserver -volume rootvol -policy default

FlexVol in Clustered Data ONTAP

The following information is required to create a FlexVol® volume; the volume name and size, and the
aggregate on which it will exist.

1. Create two VMware datastore volumes; a server boot volume and a volume to hold the OnCommand
database LUN.

2. Update the Vserver root volume load sharing mirrors to make the NFS mounts accessible.

volume create -vserver Infra Vserver -volume infra datastore 1 -aggregate
aggrl node2 -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra Vserver -volume infra swap -aggregate aggrl nodel
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra Vserver -volume esxi boot -aggregate aggrl nodel
-size 100GB -state online -policy default -space-guarantee none

-percent-snapshot-space 0

snapmirror update-ls-set -source-path //Infra Vserver/rootvol
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Create LUNSs in Clustered Data ONTAP

1. Create two boot LUNS: VM-Host-Infra-01 and VM-Host-Infra-02.

lun create -vserver Infra Vserver -volume esxi boot -lun VM-Host-Infra-01 -size
10GB -ostype vmware -space-reserve disabled
lun create -vserver Infra Vserver -volume esxi_boot -lun VM-Host-Infra-02 -size
10GB -ostype vmware -space-reserve disabled

Deduplication in Clustered Data ONTAP

1. Enable deduplication on appropriate volumes.

volume efficiency on -vserver Infra Vserver -volume infra datastore 1
volume efficiency on -vserver Infra Vserver -volume esxi boot

Failover Groups NAS in Clustered Data ONTAP

1. Create an NFS port failover group.

network interface failover-groups create -failover-group
fg-nfs-<<var nfs vlan id>> -node <<var node0Ol>> -port ala-<<var_nfs vlan id>>
network interface failover-groups create -failover-group
fg-nfs-<<var_nfs_vlan_id>> -node <<var node02>> -port ala-<<var_nfs_vlan_ id>>

NFS LIF in Clustered Data ONTAP

1. Create an NFS logical interface (LIF).

network interface create -vserver Infra Vserver -1if nfs 1if infra swap -role
data -data-protocol nfs -home-node <<var node0l>> -home-port
ala-<<var_nfs vlan id>> -address <<var _nodeOl nfs 1if infra swap ip>> -netmask
<<var node0l nfs 1lif infra swap mask>> -status-admin up -failover-policy
nextavail -firewall-policy data -auto-revert true -failover-group
fg-nfs-<<var nfs vlan id>>

network interface create -vserver Infra Vserver -1if nfs 1if infra datastore 1
-role data -data-protocol nfs -home-node <<var node02>> -home-port
ala-<<var_nfs vlan id>> -address <<var node02 nfs 1if infra datastore 1 ip>>
-netmask <<var _node02 nfs 1if infra datastore 1 mask>> -status-admin up
-failover-policy nextavail -firewall-policy data -auto-revert true
-failover-group fg-nfs-<<var_nfs vlan id>>

~

Note It is recommended to create a new LIF for each datastore.

Add Infrastructure Vserver Administrator

1. Add the infrastructure Vserver administrator and Vserver administration logical interface in the
out-of-band management network with the following commands:

network interface failover-groups create -failover-group
fg-ivsmgmt-<<var_ib-mgmt_vlan id>> -node <<var node0l>> -port
ala-<<var_ib-mgmt_ vlan id>>
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network interface failover-groups create -failover-group
fg-ivsmgmt-<<var ib-mgmt vlan id>> -node <<var node02>> -port
ala-<<var_ib-mgmt vlan id>>

network interface create -vserver Infra Vserver -1if vsmgmt -role data
-data-protocol none -home-node <<var_node02>> -home-port
ala-<<var_ib-mgmt vlan id>> -address <<var vserver mgmt ip>> -netmask
<<var_vserver mgmt mask>> -status-admin up -failover-policy nextavail
-firewall-policy mgmt -auto-revert true -failover-group
fg-ivsmgmt-<<var ib-mgmt vlan id>>

Note: you will see that a routing group is created with the above command. Use
that routing group in the command below where you see <<var_ routing groups>>.

network routing-groups route create -vserver Infra Vserver -routing-group
<<var routing group>> -destination 0.0.0.0/0 -gateway
<<var_vserver mgmt gateways>>

security login password -username vsadmin -vserver Infra Vserver
Enter a new password: <<var_vsadmin passwords>>
Enter it again: <<var vsadmin_ passwords>>

security login unlock -username vsadmin -vserver Infra Vserver
Server Configuration

FlexPod Cisco UCS Base

Perform the Initial Setup of Cisco UCS 6248 Fabric Interconnect for FlexPod Environments

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco
UCS) for use in a FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series
and C-Series servers and should be followed precisely to avoid improper configuration.

Cisco UCS 6248 A

To configure the Cisco Unified Computing Systemfor use in a FlexPod environment, complete the
following steps:

1. Connect to the console port on the first Cisco UCS 6248 fabric interconnect.

Enter the configuration method: console

Enter the setup mode; setup newly or restore from backup. (setup/restore)? setup
You have choosen to setup a a new fabric interconnect? Continue? (y/n): y
Enforce strong passwords? (y/n) [yl: vy

Enter the password for "admin": <<var passwords>>

Enter the same password for "admin": <<var passwords>>

Is this fabric interconnect part of a cluster (select 'no' for standalone)?
(yes/no) [n]l: y

Which switch fabric (A|B): A

Enter the system name: <<var ucs_clustername>>

Physical switch MgmtO IPv4 address: <<var_ ucsa mgmt_ ip>>

Physical switch MgmtO IPv4 netmask: <<var_ucsa_mgmt_mask>>

IPv4 address of the default gateway: <<var ucsa mgmt gateway>>

Cluster IPv4 address: <<var_ucs_cluster ip>>
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Configure DNS Server IPv4 address? (yes/no) [no]l: y
DNS IPv4 address: <<var_nameserver_ ip>>
Configure the default domain name? y
Default domain name: <<var_ dns_domain_name>>
Join centralized management environment (UCS Central)? (yes/no) [n]: Enter
2. Review the settings printed to the console. If they are correct, answer yes to apply and save the

configuration.

3. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS 6248 B

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:
1. Connect to the console port on the second Cisco UCS 6248 fabric interconnect.

Enter the configuration method: console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Do you want to continue {y|n}? y
Enter the admin password for the peer fabric interconnect: <<var passwords>
Physical switch MgmtO IPv4 address: <<var_ ucsb mgmt ip>>

Apply and save the configuration (select 'nmo' if you want to re-enter)? (yes/no):

Yy
2. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS for Clustered Data ONTAP

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:
1. Open a web browser and navigate to the Cisco UCS 6248 fabric interconnect cluster address.
Click the Launch UCS Manager link to download the Cisco UCS Manager software.

If prompted to accept security certificates, accept as necessary.

When prompted, enter admin as the user name and enter the administrative password.

S S

Click Login to log in to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 2.2(1d)

This document assumes the use of Cisco UCS 2.2(1d). To upgrade the Cisco UCS Manager software and
the UCS 6248 Fabric Interconnect software to version 2.2(1d), refer to Cisco UCS Manager Install and
Upgrade Guides.

Add a Block of IP Addresses for KVM Access

To create a block of IP addresses for server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

1. This block of IP addresses should be in the same subnet as the management [P addresses for the
Cisco UCS Manager.

2. In Cisco UCS Manager, click the LAN tab in the navigation pane.

3. Select Pools > root > IP Pools > IP Pool ext-mgmt.
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In the Actions pane, select Create Block of IP Addresses.

Enter the starting IP address of the block and the number of IP addresses required, and the subnet
and gateway information.

Click OK to create the IP block.

Click OK in the confirmation message.

Synchronize Cisco Unified Computing System to NTP

To synchronize the Cisco UCS environment to the NTP server, complete the following steps:

1.

A U T o

In Cisco UCS Manager, click the Admin tab in the navigation pane.

Select All > Timezone Management.

In the Properties pane, select the appropriate time zone in the Timezone menu.
Click Save Changes, and then click OK.

Click Add NTP Server.

Enter <<var_global ntp _server_ip>> and click OK.

Click OK.

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of the Cisco UCS B-Series chassis and of additional
fabric extenders for further C-Series connectivity.

To modify the chassis discovery policy, complete the following steps:

1.

In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the
list on the left.

In the right pane, click the Policies tab.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports
that are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

Set the Link Grouping Preference to Port Channel.
Click Save Changes.
Click OK.

Enable Server and Uplink Ports

To enable server and uplink ports, complete the following steps:

1.

2
3.
4

n

In Cisco UCS Manager, click the Equipment tab in the navigation pane.
Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
Expand Ethernet Ports.

Select the ports that are connected to the chassis, Cisco 2232 FEX (two per FEX), and direct connect
Cisco UCS C-Series servers, right-click them, and select "Configure as Server Port".

Click Yes to confirm server ports and click OK.

Verify that the ports connected to the chassis, C-series servers and to the Cisco 2232 FEX are now
configured as server ports.
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7. Select ports 27 and 28 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

8. Click Yes to confirm uplink ports and click OK.
9. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
10. Expand Ethernet Ports.

11. Select the ports that are connected to the chassis, C-series servers or to the Cisco 2232 FEX (two
per FEX), right-click them, and select Configure as Server Port.

12. Click Yes to confirm server ports and click OK.

13. Select ports 27 and 28 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

14. Click Yes to confirm the uplink ports and click OK.

15. Select port 29 connected to out of band management network switch on each Fabric Interconnect
and select Configure as Uplink Port.

16. Click Yes to confirm the uplink ports and click OK.

17. Optional: If the out of band management switch is 1Gbps switch, for the port 29 on each Fabric
Interconnect, right click the interface and select Show Navigator.

18. Click Show Interface in the Properties window.
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19. Select 1Gbps as the speed of the interface.

S T N N |

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and external 2232 FEX modules, complete the following steps:
1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.
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4. Click Yes and then click OK to complete acknowledging the chassis.
5. If Cisco Nexus 2232 FEX are part of the configuration, expand Rack Mounts and FEX.
6. Right-click each FEX that is listed and select Acknowledge FEX.
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7. Click Yes and then click OK to complete acknowledging the FEX.
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Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

~

Note

In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and
one from fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.
3. Right-click Port Channels.
4. Select Create Port Channel.
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» Create Port Channel

Unified Computing System Manager
Set Port Channel Name

< Prasy, "mt:-l Fresty t;uu!ll

Enter 13 as the unique ID of the port channel.
Enter vPC-13-Nexus as the name of the port channel.
Click Next.

® N A

Select the following ports to be added to the port channel:
— SlotID 1 and port 27
— Slot ID 1 and port 28
9. Click >> to add the ports to the port channel.
10. Click Finish to create the port channel.
11. Click OK.
12. In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
13. Right-click Port Channels.
14. Select Create Port Channel.
15. Enter 14 as the unique ID of the port channel.
16. Enter vPC-14-NEXUS as the name of the port channel.
17. Click Next.
18. Select the following ports to be added to the port channel:
— SlotID 1 and port 27
— Slot ID 1 and port 28
19. Click >> to add the ports to the port channel.
20. Click Finish to create the port channel.
21. Click OK.
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Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root.

Note  In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.
4. Select Create MAC Pool to create the MAC address pool.

Create a Block of MAC Addresses

First MAC Address: |D0:25:B5:07:04:00 Size: | 32 3:
0 0’

To ensure uniquensss of MACS in the LAN Fabric, you are stronghy
encouraged bo use the Following MAC prefix:
D02 5B S Hz s

Ecm

Enter MAC Pool A as the name of the MAC pool.

Optional: Enter a description for the MAC pool.
Click Next.
Click Add.

© ® N2 wm

Specify a starting MAC address.

Note  For the FlexPod solution, the recommendation is to place 0A in the next-to-last octet of the starting MAC
address to identify all of the MAC addresses as fabric A addresses.

10. Specify a size for the MAC address pool that is sufficient to support the available blade or server
resources.

11. Click OK.

12. Click Finish.

13. In the confirmation message, click OK.

14. Right-click MAC Pools under the root organization.

15. Select Create MAC Pool to create the MAC address pool.
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~+ Create a Block of MAC Addresses

Create a Block of MAC Addresses

First MAC Address: |00:25:B5:07:08:00 Size: Ul 32 E:
,|_|:| (]

Ta ensure uniquaness of MACS in the LAN Fabric, you are stronghy

encouraged to use the Following MAC prefix:

00:2 5:B5: MR

[ox | _conca |

16. Enter MAC_Pool B as the name of the MAC pool.

17. Optional: Enter a description for the MAC pool.
18. Click Next.

19. Click Add.

20. Specify a starting MAC address.

Note  For the FlexPod solution, it is recommended to place 0B in the next to last octet of the starting MAC
address to identify all the MAC addresses in this pool as fabric B addresses.

21. Specify a size for the MAC address pool that is sufficient to support the available blade or server
resources

22. Click OK.
23. Click Finish.

24. In the confirmation message, click OK.

Create IQN Pools for iSCSI Boot

To configure the necessary IQN pools for the Cisco UCS environment, complete the following steps.

Cisco UCS Manager

Select the SAN tab on the left.

—

Select Pools > root.

Right-click IQN Pools under the root organization.
Select Create IQN Suffix Pool to create the IQN pool.
Enter IQN Pool for the name of the IQN pool.
Optional: Enter a description for the IQN pool.

Enter ign.1992-08.com.cisco as the prefix

Select Sequential for Assignment Order.

Click Next.

Click Add.

¥ ® 2SR w N

p—
S
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11. Enter ucs-host as the suffix.
12. Enter 1 in the From field.
13. Specify a size of the IQN block sufficient to support the available server resources.

14. Click OK.

=~ Create a Block of IQN Suffixes

Create a Block of IQN Suffixes

Suffix: ]pcs-host

From: |1
Size: IGE
0

OK I Cancel

15. Click Finish.
16. In the message box that displays, click OK.

Create IP Pools for iSCSI Boot

These steps provide details for configuring the necessary IP pools iSCSI boot for the Cisco UCS

environment.
Cisco UCS Manager
1. Select the LAN tab on the left.
2. Select Pools > root.
3. Two IP pools are created, one for each switching fabric.
4. Right-click IP Pools under the root organization.
5. Select Create IP Pool to create the IP pool.
6. Enter iSCSI_IP Pool A for the name of the IP pool.
7. Optional: Enter a description of the IQN pool.
8. Select Sequential for Assignment Order.
9. Click Next.
10. Click Add.
11. In the From field, enter the beginning of the range to assign as iSCSI IP addresses.
12. Set the size to enough addresses to accommodate the servers.
13. Click OK.
14. Click Finish.
15. Right-click IP Pools under the root organization.
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16. Select Create IP Pool to create the IP pool.

17. Enter iSCSI_IP Pool B for the name of the IP pool.

18. Optional: Enter a description of the IQN pool.

19. Select Sequential for Assignment Order.

20. Click Next.

21. Click Add.

22. In the From field, enter the beginning of the range to assign as iSCSI IP addresses.
23. Set the size to enough addresses to accommodate the servers.

24. Click OK.

25. Click Finish.

Create a Block of IP Addresses

e !?92.16&85.1 Size: .!. 6=
Subnet Mask: |255.255.255.0 Defauit Gateway: |0-0.0.0
Primary Dhs: [0.0.0.0 Secondary DiS: [0-0.0.0

(o | _ona |

Create UUID Suffix Pool
To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS
environment, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.
3. Right-click UUID Suffix Pools.
4. Select Create UUID Suffix Pool.

Create a Block of UUID Suffixes

From: |0000-000000000001 Eze:é) 32
[}

OKICanc\d
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e ® 2

10.
11.
12.
13.
14.

Create Server Pool

Enter UUID Pool as the name of the UUID suffix pool.

Optional: Enter a description for the UUID suffix pool.

Keep the prefix at the derived option.

Click Next.

Click Add to add a block of UUIDs.

Keep the From field at the default setting.

Specify a size for the UUID block that is sufficient to support the available blade or server resources.
Click OK.

Click Finish.

Click OK.

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

1.

$ ® 2 a0 kWD

11.

Create VLANSs

Consider creating unique server pools to achieve the granularity that is required in your
environment.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Pools > root.

Right-click Server Pools.

Select Create Server Pool.

Enter Infra Pool as the name of the server pool.

Optional: Enter a description for the server pool.

Click Next.

Select two (or more) servers to be used for the VMware management cluster and click >> to add
them to the Infra Pool server pool.

Click Finish.
Click OK.

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment,
complete the following steps:

1.

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Note In this procedure, four unique VLANSs and a range of 100 VLANSs for APIC are created. The VLAN IDs
used in this step are shown in Table 2.

S S

Select LAN > LAN Cloud.
Right-click VLANS.
Select Create VLANS.

Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
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Keep the Common/Global option selected for the scope of the VLAN.
Enter the <2> as the ID of the native VLAN.

Keep the Sharing Type as None.

Click OK, and then click OK again.

® ¢ 2 2

» Create VLANS

Create VLANs o

 Checkoverap | [ ok | cancel |

10. Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and
select Set as Native VLAN.

11. Click Yes, and then click OK.

12. Right-click VLANS.

13. Select Create VLANS.

14. Enter iSCSI-A-VLAN as the name of the VLAN to be used for the first iSCSI VLAN.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the VLAN ID for the first iSCSI VLAN.

17. Click OK, then OK.
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ISCSI-A-VLAN I
o

|estuchiortn ] o] St

18.
19.
20.
21.
22.
23.

Right-click VLANSs.

Select Create VLANS.

Enter 1SCSI-B-VLAN as the name of the VLAN to be used for the second iSCSI VLAN.
Keep the Common/Global option selected for the scope of the VLAN.

Enter the VLAN ID for the second iSCSI VLAN.

Click OK, then OK.
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<notset> = |E

@

|ochohoreton.| o0k ] [ Cotil)

24. Right-click VLANSs.

25. Select Create VLANSs

26. Enter OOB-Mgmt as the name of the VLAN to be used for management traffic.
27. Keep the Common/Global option selected for the scope of the VLAN.

28. Enter <3177> as the ID of the management VLAN.

29. Keep the Sharing Type as None.

30. Click OK, and then click OK again.

31. Right-click VLANSs.

32. Select Create VLANS.

33. Enter INFRA-NFS as the name of the VLAN to be used for NFS VMk ports.
34. Keep the Common/Global option selected for the scope of the VLAN.

35. Enter the <3270> for the NFS VLAN.

36. Keep the Sharing Type as None.

37. Click OK, and then click OK again.

38. Right-click VLANSs.
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39.
40.
41.
42.
43.
44,

Select Create VLANS.

Enter ApIC- as the prefix of the VLAN to be used for APIC.

Keep the Common/Global option selected for the scope of the VLAN.
Enter the <1101-1200> for VLAN IDs.

Keep the Sharing Type as None.

Click OK, and then click OK again.

> CreateviANs |
Create VLANs

VLAN theﬁx:gkpl'c-

Ly
Multicast Policy Name: <not set> + [l Create Multicast Policy

i+ Common/Global  FabricA ( FabricB ( Both Fabrics Configured Differently

‘You are creating global VLANs that map to the same VLAN IDs in all available fabrics.

Enter the range of VLAN IDs.(e.g. "2009-2019", "29,35,40-45", "23", "23,34-457)

VLAN IDs: !llDl-!]Uﬂ
)

Sharing Type: (* Mone ( Primary ( Isclated ( Community

Create VLANSs Groups

To

configure split layer-2 domain in UCS, two VLAN groups need to be created and attached to different

uplink ports. In the procedure below, a VLAN group 0OB-Mgmt is configured only with out of band
management VLAN (3177) and is attached to port 19 on each Fabric Interconnect. VLAN group
Uplink-PortChannel is configured to carry all the remaining VLANSs and is attached to port-channel

13
1.

AU T o

and 14.
In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select LAN > LAN Cloud.
Right-click VLAN Groups.
Select Create VLAN Group.
Use 00B-Mgmt as the VLAN Group Name

Select the Native-VLAN (2) and OOB-Mgmt VLAN (3177). Click the radio button to set
Native-VLAN as native VLAN.

Click Next to add Uplink Ports. Select Port 29 on both Fabric Interconnect A and B.
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Unified Computing System Manager

Create VLAN Group Add Uplink Ports 7]

1. v'Gelect ViAbS
2. Add Uplink Ports
3. U g port Crannets

===
RF
-

8. Click Finish

9. Right-click VLAN Groups.

10. Select Create VLAN Group.

11. Use Uplink-PortChannel as the VLAN Group Name

12. Select the Infra-NFS (3270), iSCSI-A-VLAN (911), 1SCSI-B-VLAN (912) and APIC-1101
through APIC-1200 (all 100) VLANS.

13. Click Next twice to add Uplink Port Channels. Select Port Channel 13 and 14.

» Create VLAN Group

Unified Computing System Manager

Create WAN Group Add Port Channels @

1.+ gelect VLaN:
2. adel | iplink Porte
% add Port Channels

| :Il |:$-I.+Nem B 2] ,-‘Jl

14. Click Finish.

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC
adapters, host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Host Firmware Packages.

4.

Select Create Host Firmware Package.
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=~ Create Host Firmware Package

Create Host Firmware Package

Mame: |VM-Host-Infra
Description:

How would you like to configure the Host Firmware Package? + Simple " Advanced

Blade Package: 2.2(1d)8 -
Rack Pm:@ -
Ok | Cancel

5. Enter VM-Host-Infra as the name of the host firmware package.
6. Leave Simple selected.
7. Select the version 2.2(1d) for both the Blade and Rack Packages.
8. Click OK to create the host firmware package.
9. Click OK.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.
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In the right pane, click the General tab.

3
4. On the Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6

Click OK.

Create a Local Disk Configuration Policy (Optional)
A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment
do not have a local disk.
This policy should not be used on servers that contain local disks.
To create a local disk configuration policy, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.
3. Right-click Local Disk Config Policies.
4. Select Create Local Disk Configuration Policy.

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g



W Server Configuration

Create Local Disk Configuration Policy

Name: [iISCSI-Boot

Lk
Description: |
S5l No Local Storage =

L

Flex Flash
Flex Flash State: (v Disable ™ Enable

® N A

[ o | _cone

Enter 1SCSI-Boot as the local disk configuration policy name.

Change the mode to No Local Storage.
Click OK to create the local disk configuration policy.
Click OK.

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network
ports, complete the following steps:

1.
2.
3.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Policies > root.

Right-click Network Control Policies.

Select Create Network Control Policy.
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» Create Net ntrol Policy

Create Network Control Policy o

Enter Enable CDP as the policy name.

For CDP, select the Enabled option.

Click OK to create the network control policy.
Click OK.

® X

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.

3. Right-click Power Control Policies.

4

Select Create Power Control Policy.
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» Create Power Control Policy

Create Power Control Policy

Nm:lj:lu-Puwer-Eap
Description: [
Power Capping

If you choose cap, the server is allocated a certain amount of poweer based on its priority within its
power group. Priority values range from 1 to 10, with 1 being the highest priarity. If you choose
no-cap, the server is exempt from all power capping.

@ oG ©
I |

Cisco UCS Manager only enforces power capping when the servers in a power group require more power
than is currently available. With suffident power, all servers run at full capadty regardless of their

CIKl Cancel

Enter No-Power-Cap as the power control policy name.

Change the power capping setting to No Cap.
Click OK to create the power control policy.
Click OK.

® N

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the
following steps:

~

Note  This example creates a policy for a Cisco UCS B200-M3 server.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Right-click Server Pool Policy Qualifications.

Eal o

Select Create Server Pool Policy Qualification.
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Create Server Pool Policy Qualification

I+ = | Flter | s Export i Print
Harme [ Hee | Model | From | To | Architechre | Speed | Stepping | Power Group |10

= Server PID Qualifications

Server PID Qualifications

Enter UCSB-B200-M3 as the name for the policy.
Select Create Server PID Qualifications.

Enter UCSB-B200-M3 as the PID.

Click OK to create the server pool qualification policy.
Click OK, and then click OK again.

e ® 2

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.
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Create BIDS Policy

Unified Computing System Manager

(Create BIOS Polcy Main

I R T B R

e (e | _eesn | _conon |

Enter VM-Host -Infra as the BIOS policy name.
Change the Quiet Boot setting to Disabled.

Click Finish to create the BIOS policy.

Click OK.

® X w

Create vNIC/vHBA Placement Policy for Virtual Machine Infrastructure Hosts

To create a VNIC/VHBA placement policy for the infrastructure hosts, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.

3. Right-click vNIC/vHBA Placement Policies.

4

Select Create Placement Policy.
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= Create Placement Policy

Create Placement Policy

Nune:gM-Host-Infra
Virtual Slot Mapping Scheme: | Round Robin ( Linear Ordered

&, Fiter = Export | iz Print

Virtual Slot Selection Preference
1 Assigned Only
2 !.ﬁ.ll
3 [l
4 Al

[ox ] _conce

5. Enter VM-Host-Infra asthe name of the placement policy.
6. Click | and select Assigned Only.

7. Click OK, and then click OK again.

Update Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.

3. Select Maintenance Policies > default.
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Cistn Unified Compating System Manager - ool -ucl O]
- {

HO @ ot Dot | @ 0| Aredegsces | @ea

4. Change the Reboot Policy to User Ack.
5. Click Save Changes.
6. Click OK to accept the change.

Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment,
complete the following steps. A total of eight vNIC Templates will be created. Infrastructure ESXi hosts
use all eight templates (8 vNICS) while the application ESXi servers utilize only six (6 VNICs).

Create Data vNICs

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template.

W od o=
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+ Create vwNIC Template

Create vNIC Template ©

Enter vNIC Template A asthe vNIC template name.

Keep Fabric A selected.

5

6.

7. Do not select the Enable Failover checkbox.

8. Under Target, make sure that the VM checkbox is not selected.
9. Select Updating Template as the Template Type.

10. Under VLANsS, select the checkboxes for APIC-1101 through APIC-1200, and default
VLANES.

11. Set default as the native VLAN.
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12. For MTU, enter 9000.

13. In the MAC Pool list, select MAC_Pool A.

14. In the Network Control Policy list, select Enable CDP.
15. Click OK to create the vNIC template.

16. Click OK.

17. In the navigation pane, select the LAN tab.

18. Select Policies > root.

19. Right-click vNIC Templates.

20. Select Create vNIC Template

21. Enter vNIC Template B asthe vNIC template name.
22. Select Fabric B.

23. Do not select the Enable Failover checkbox.

24. Under Target, make sure the VM checkbox is not selected.
25. Select Updating Template as the template type.

26. Under VLANS, select the checkboxes for APIC-1101 through APIC-1200, and default
VLANS.

27. Setdefault asthe native VLAN.

28. For MTU, enter 9000.

29. In the MAC Pool list, select MAC_Pool B.

30. In the Network Control Policy list, select Enable CDP.
31. Click OK to create the vNIC template.

32. Click OK.
Create iSCSI vNICSs
1. Select the LAN tab on the left.
2. Select Policies > root.
3. Right-click vNIC Templates.
4. Select Create vNIC Template.
5. Enter 1SCSI_Template A asthe vNIC template name.
6. Leave Fabric A selected. Do not select the Enable Failover checkbox.
7. Under Target, make sure that the VM checkbox is not selected.
8. Select Updating Template for Template Type.
9. Under VLANS, select 1iSCSI-A-VLAN (911).
10. Set 1SCSI-A-VLAN as the native VLAN.
11. Under MTU, enter 1500.
12. From the MAC Pool list, select MAC_Pool A.
13. From the Network Control Policy list, select Enable CDP.
14. Click OK to complete creating the vNIC template.
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15. Click OK.
Create vNIC Template ©
a
_Template_a B
Adapter
M
Select Narme Mative YLAN
r c s
~ iSCSI-A-WLAN o
r 15CS1-E-VLAN (= |_
r ' = -
1500
MAC_Pool_A -
<not set> -
<ok set> -
default -
<niok set> - —
-
Lok | conea |

16. Select the LAN tab on the left.

17. Select Policies > root.

18. Right-click vNIC Templates.

19. Select Create vNIC Template.

20. Enter iSCSI_Template B as the vNIC template name.

21. Select Fabric B. Do not select the Enable Failover checkbox.
22. Under Target, make sure that the VM checkbox is not selected.
23. Select Updating Template for Template Type.

24. Under VLANS, select iSCSI-B-VLAN (912).
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25. Set iSCSI-B-VLAN as the native VLAN.

26. Under MTU, enter 1500.

27. From the MAC Pool list, select MAC Pool B.

28. From the Network Control Policy list, select Enable CDP.
29. Click OK to complete creating the vNIC template.

30. Click OK.
Create 00B Mgmt vNICs
1. Select the LAN tab on the left.
2. Select Policies > root.
3. Right-click vNIC Templates.
4. Select Create VNIC Template.
5. Enter OOB-A as the vNIC template name.
6. Leave Fabric A selected. Do not select the Enable Failover checkbox.
7. Under Target, make sure that the VM checkbox is not selected.
8. Seclect Updating Template for Template Type.
9. Under VLAN:S, select 0OB-Mgmt VLAN and Native-VLAN.
10. Set Native-VLAN as the native VLAN.
11. Under MTU, enter 1500. From the MAC Pool list, select MAC_Pool A.
12. From the Network Control Policy list, select Enable CDP.
13. Click OK to complete creating the vNIC template.
14. Click OK.
15. Select the LAN tab on the left.
16. Select Policies > root.
17. Right-click vNIC Templates.
18. Select Create vNIC Template.
19. Enter OOB-B as the vNIC template name.
20. Select Fabric B. Do not select the Enable Failover checkbox.
21. Under Target, make sure that the VM checkbox is not selected.
22. Select Updating Template for Template Type.
23. Under VLAN:S, select 0OOB-Mgmt VLAN and Native-VLAN.
24. Set Native-VLAN as the native VLAN.
25. Under MTU, enter 1500. From the MAC Pool list, select MAC_Pool B.
26. From the Network Control Policy list, select Enable CDP.
27. Click OK to complete creating the vNIC template.
28. Click OK.
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Create Infrastructure NFS vNICs

~

Note  These vNICs will only be utilized on ESXi servers hosting Infrastructure services.

Select the LAN tab on the left.

o

Select Policies > root.
Right-click vNIC Templates.
Select Create vNIC Template.
Enter Infra NFS_A as the vNIC template name.
Leave Fabric A selected. Do not select the Enable Failover checkbox.
Under Target, make sure that the VM checkbox is not selected.
Select Updating Template for Template Type.
Under VLANS, select Infra-NFS (3270) VLAN and default.
. Set default asthe native VLAN.
. Under MTU, enter 9000. From the MAC Pool list, select MAC_Pool A.

¥ ® [0k WD

—
R

From the Network Control Policy list, select Enable CDP.

—
Rl

Click OK to complete creating the vNIC template.
Click OK.
Select the LAN tab on the left.

—
AR

Select Policies > root.
Right-click vNIC Templates.
Select Create vNIC Template.

—
e 22

Enter Infra NFS_B as the vNIC template name.

Select Fabric B. Do not select the Enable Failover checkbox.

N
= e

. Under Target, make sure that the VM checkbox is not selected.

N
N

. Select Updating Template for Template Type.
. Under VLAN:S, select Infra-NFS VLAN and default VLAN.

[
W

Set default as the native VLAN.
Under MTU, enter 9000. From the MAC Pool list, select MAC_Pool_B.

RN N
AN A

From the Network Control Policy list, select Enable_ CDP.

)
=

Click OK to complete creating the vNIC template.
28. Click OK.

At the end of the vNIC template creation, there should be eight vINIC templates available in the Cisco
UCS Manager as shown in Figure 3.
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Figure 3 vNIC Templates

-

vNIC Template Infra_NFS_A
VNIC Template Infra_NFS_B
vNIC Template OOB-A

vNIC Template OOB-B

¥NIC Template iSCSI_Template_A
vNIC Template iSCSI_Template_B
vNIC Template viNIC_Template_A
vNIC Template vNIC_Template_B

Create Boot Policies

This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on
cluster node 1 (iscsi 1if0la and iscsi 1if01b) and two iSCSI LIFs are on cluster node 2
(iscsi 1if02aand iscsi 11£02Db). One boot policy is configured in this procedure. This policy
configures the primary target to be iscsi 1if01la.

To create boot policies for the Cisco UCS environment, complete the following steps:

1.

2
3.
4

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click Boot Policies.

Select Create Boot Policy.

>> o Servers ¢+ ) Polides * 4 root + 55 Boot Polides * 5§ Boot Policy Boot-Fabric-a

Local Devices
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Enter Boot-Fabric-A as the name of the boot policy.

Optional: Enter a description for the boot policy.

Keep the Reboot on Boot Order Change option cleared.

Expand the Local Devices drop-down list and select Add CD-ROM.

e ® 2

Expand the 1SCSTI vNICs section and select Add iSCSI Boot.

10. Inthe Add iSCSI Boot dialog box, enter 1iSCSI-A-vNIC.

11. Click OK.

12. Select Add i1iSCSI Boot.

13. Inthe Add iSCSI Boot dialog box, enter 1iSCSI-B-vNIC.

14. Click OK.

15. Click OK to save the boot policy. Click OK to close the Boot Policy window.

Create Service Profile Template

In this procedure, one service profile template for Infrastructure ESXi hosts is created for fabric A boot.
To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Service Profile Templates > root.

Right-click root.

Select Create Service Profile Template to open the Create Service Profile Template wizard.

S S

Identify the service profile template:

a. Enter VM-Host-Infra-Fabric-A as the name of the service profile template. This service profile
template is configured to boot from node 1 on fabric A.

b. Select the “Updating Template” option.
¢. Under UUID, select UUID Pool as the UUID pool.
d. Click Next.
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Identify Service Profile Template ©
Yiou miust anter & naeme for ths Senice profile teepati and specify the template type. You can alzo speciy how a LLID wil be
ateigned to this template and enter & descnplion,

6. To configure the networking options, 8 vNIC interfaces will be added for Infrastructure ESXi hosts:
a. Keep the default setting for Dynamic vNIC Connection Policy.
b. Select the “Expert” option to configure the LAN connectivity.
¢. Click the upper Add button to add a vNIC to the template.
d. In the Create vNIC dialog box, enter vNIC-A as the name of the vNIC.
e. Select the Use vNIC Template checkbox.

bad

In the vNIC Template list, select vNIC Template A.
In the Adapter Policy list, select VM Ware.
Click OK to add this vNIC to the template.

5w
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Create vNIC

i. On the Networking page of the wizard, click the upper Add button to add another vNIC to the
template.

j. In the Create vNIC box, enter vNIC-B as the name of the vNIC.
k. Select the Use vNIC Template checkbox.
L. In the vNIC Template list, select vNIC_Template B.
m. In the Adapter Policy list, select VM Ware.
n. Click OK to add the vNIC to the template.
Click the upper Add button to add a vNIC to the template.

e

In the Create vNIC dialog box, enter 1SCSI-A-vNIC as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select iSCSI_Template A.

s. In the Adapter Policy list, select VM Ware.

t. Click OK to add this vNIC to the template.

=7

h
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u. Click the upper Add button to add a vNIC to the template.
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aa.

ab.
ac.
ad.
ae.

af.

ag.

ah.

ai.

In the Create vNIC dialog box, enter iSCSI-B-vNIC as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select iSCSI_Template B.
In the Adapter Policy list, select VM Ware.
Click OK to add this vNIC to the template.

On the Networking page of the wizard, click the upper Add button to add another vNIC to the
template.

In the Create vNIC box, enter OOB-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select OOB-A.

In the Adapter Policy list, select VM Ware.

Click OK to add the vNIC to the template.

On the Networking page of the wizard, click the upper Add button to add another vNIC to the
template.

In the Create vNIC box, enter OOB-B as the name of the vNIC.
Select the Use vNIC Template checkbox.
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aj.
ak.

al.

~

In the vNIC Template list, select OOB-B.
In the Adapter Policy list, select VMware.
Click OK to add the vNIC to the template.

Note  The next two vNIC interfaces are only needed for Infrastructure ESXi Hosts. These interfaces enable
NEFS access using NFS specific vSwitch and static EPG mapping. ESXi servers not hosting infrastructure
VMs, use VDS for NFS access to application specific SVMs.

am.

an.
ao.
ap.
aq.
ar.

as.

at.
au.
av.
aw.

ax.

ay.

On the Networking page of the wizard, click the upper Add button to add another vNIC to the
template.

In the Create vNIC box, enter NFS-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select Infra NFS_A.

In the Adapter Policy list, select VMware.

Click OK to add the vNIC to the template.

On the Networking page of the wizard, click the upper Add button to add another vNIC to the
template.

In the Create vNIC box, enter NFS-B as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select Infra NFS_B.

In the Adapter Policy list, select VMware.

Click OK to add the vNIC to the template.

Verify that eight vNIC interfaces are present.

Name

MAC Address

=il vNIC NFS-A Derived
=il vNIC NFS-B Derived

-l vNIC OOB-A [Derived

=il vNIC 00B-B Derived

=]l vNIC iSCSI-A-vNIC [Derived

=l vNIC iSCSI-B-vNIC iDeriVEd

=] vNIC vNIC-A Derived

=] vNIC vNICB Derived

az.
ba.
bb.

Expand the iSCSI vNICs section (if not already expanded)
Select “ign-pool” under “Initiator Name Assignment”

Click the lower Add button in the iSCSI vNIC section to define a vNIC.
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Create iSCSI wNIC

Create iSCSI vNIC

[k | cancel |

be. Enter 1iSCSI-A-vNIC as the name of the vNIC.

bd. Select 1SCSI-A-vNIC for Overlay vNIC.

be. Set the iISCSI Adapter Policy to default.

bf. Set the VLAN to 1SCSI-A-VLAN.

bg. Leave the MAC Address set to None.

bh. Click OK.

bi. Click the lower Add button in the iSCSI vNIC section to define a vNIC.

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g



W Server Configuration

e - |
Create iISCSI vNIC 2

bj.
bk.
bl.
bm.
bn.
bo.
bp.
bq.
br.

Enter iSCSI-B-vNIC as the name of the vNIC.

Set the Overlay vNIC to 1SCSI-B-vNIC

Set the iSCSI Adapter Policy to default.

Set the VLAN to 1SCSI-B-VLAN

Leave the MAC Address set to None.

Click OK.

Click OK.

Review the table in the Networking page to make sure that all vNICs were created.
Click Next.

7. Configure the storage options:

a.

Select a local disk configuration policy:
If the server in question has local disks, select default in the Local Storage list.

If the server in question does not have local disks, select iSCSI-Boot.

Select the No vHBASs option for the “How would you like to configure SAN connectivity?”

field.
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Unified Computing System Manager

c. Click Next.
8. Set no Zoning options and click Next.

9. Set the vNIC/vHBA placement options.
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Modify vNIC/vHBA Placement
Specify how viICs and vHBAs are placed on physical network adapters

4 Mave Up. W Move Down

a. Inthe “Select Placement” list, select the VM-Host-Infra placement policy.

b. Select vConl and assign the vHBASs/vNICs to the virtual network interfaces policy in the
following order:

vNIC-A
vNIC-B
iSCSI-vNIC-A
iSCSI-vNIC-B
OOB-A
OOB-B
NFS-A

NFS-B

c¢. Review the table to verify that all vNICs and vHBAs were assigned to the policy in the
appropriate order.

d. Click Next.

10. Set the server boot order:
a. Select Boot-Fabric-A for Boot Policy.
b. In the Boot Order pane, select iSCSI-A-vNIC.
c. Click the “Set iSCSI Boot Parameters” button.
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d. Leave the “Set iSCSI Boot Parameters” dialog box <not set> to use the single Service Profile
Initiator Name defined in the previous steps

e. SetiSCSI IP Pool A asthe “Initiator IP address Policy”.
f. Keep the “iSCSI Static Target Interface” button selected and click the button.

g. Log in to the storage cluster management interface and run the following command:

iscsi nodename
h. Note or copy the iSCSI target name for Infra Vserver.

i. In the Create iSCSI Static Target dialog box, paste the iSCSI target node name from
Infra Vserver into the iSCSI Target Name field.

Lok || conce

j. Enter the IP address of iscST_1ifo02a for the IPv4 Address field.
k. Click OK to add the iSCSI static target.
L. Keep the iSCSI Static Target Interface option selected and click the button.

m. In the Create iSCSI Static Target window, paste the iSCSI target node name from
Infra_ Vserver into the iSCSI Target Name field.
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Set 5051 Boot Parameters

Set iSCSI Boot Parameters L2

<notset> -
<not set> -
iSCS1_IP_Pool_A(16/15) el
Name Priarity Port | Authentication Profile | ISCSI IPV4 Address L 1d
iqn.1992-08.c... 1 3260 192.168.235.252 0 -
iqn.1992-08.c... 2 3260 192.168.235.251 0

n. Enter the IP address of iscsi 1if01a in the IPv4 Address field.
Click OK.
Click OK.

e

=7

In the Boot Order pane, select 1iSCSI-vNIC-B.
Click the Set iSCSI Boot Parameters button.

h

s. In the Set iSCSI Boot Parameters dialog box, set the leave the “Initiator Name Assignment” to
<not set>.

t. In the Set iSCSI Boot Parameters dialog box, set the initiator IP address policy to
iSCSI_IP Pool B.
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u. Keep the iSCSI Static Target Interface option selected and click the button.

v. Inthe Create iSCSI Static Target window, paste the iSCSI target node name from Infra_Vserver
into the iSCSI Target Name field (same target name as above).

w. Enter the IP address of iscsi_1if02b in the IPv4 address field.

ok || cancel |

x. Click OK to add the iSCSI static target.
y. Keep the iSCSI Static Target Interface option selected and click the button.

z. In the Create iISCSI Static Target dialog box, paste the iSCSI target node name from
Infra Vserver into the iSCSI Target Name field.
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Set OS5I Boot Parameters
Set iSCSI| Boot Parameters @
<notsel> -
<not set> -
ISCSI_IP_Pocl_B{15/18) i
Name  Priority | Port  Authentication Profile | ISCSIIPV4Address |  LUNId
iqn.1992-08.c... |2 3260 192.168.236.251 h -
iqn.1992-08.c.. 1 3260 192.168.236.252

_x | _comd |

aa. Enter the IP address of iscsi_lifO1b in the [Pv4 Address field.
ab. Click OK.
ac. Click OK.

ad. Review the table to make sure that all boot devices were created and identified. Verify that the
boot devices are in the correct boot sequence.

ae. Click Next to continue to the next section.
11. Add a maintenance policy:
a. Select the default Maintenance Policy.
b. Click Next.
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Create Seevsce Prafile Template E |

Unified Computing System Manager

| reste Sarvice profie Template Maintenance Policy L
1o Specify how disruptive changes such as rebacts, retwork inb ; parades should be spplied 10 the serer
2. Vigsteurhig
T :M Maintrnancre Policy
e
% o (HIChtER Placoment,
L Select with this senace profils o Create & new manbenance Dolcy'

that vell be accessibis bo ol pervios profles.

Mantenance Poicy: EXEEENNNNN = [ crests Mactenace Pobcy

Harree: diefalt
Desoription:

12. Specify the server assignment:
a. In the Pool Assignment list, select Infra Pool.
b. Optional: Select a Server Pool Qualification policy.
¢. Select Down as the power state to be applied when the profile is associated with the server.

d. Expand Firmware Management at the bottom of the page and select VM-Host-Infra from
the Host Firmware list.

e. Click Next.
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Server Assignment
Optionally specify a server posl for this senice peofile template.

Firnrmare Management (BE0S, Disk Controller, Adapter)

F sy gt & ot irvinssi Euodecy b i srvin prclfil, e profile sl upsdabe th frwians on the
server that & 5 assodated with.

13. Add operational policies:
a. Inthe BIOS Policy list, select VM-Host-Infra.

b. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control
Policy list.
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fa

Crasks Servics Profils Template ﬂpa‘dinml Policies
L Optionally spacify information that affacts how the system opevates.

WMk W

pererer s ilion For & sarer in . Ghvie pover greag,
= [ Crosks Powee Control Polcy:

Csmwn] (> | [ ] [omat ]|

14. Click Finish to create the service profile template.

15. Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Service Profile Templates > root > Service Template
VM-Host-Infra-Fabric-A.

3. Right-click VM-Host-Infra-Fabric-A and select Create Service Profiles from Template.

+ Create Service Profiles From Template

[ox ]| _cont |
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Enter VM-Host-Infra-0 as the service profile prefix.
Enter 1 as “Name Suffix Starting Number”
Enter 1 as the “Number of Instances”.

Click OK to create the service profile.

® N A e

Click OK in the confirmation message.

Add More Servers to FlexPod Unit

Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlexPod unit. All other pools and policies are at the root level
and can be shared among the organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure blade in the environment
will have a unique configuration. To proceed with the FlexPod deployment, specific information must
be gathered from each Cisco UCS blade server and from the NetApp controllers. Insert the required
information into Table 21 and Table 22.

Table 21 iSCSI LIFs for iSCSI ION

Vserver iISCSI Target IQN
Infra_Vserver

To gather the iISCSI IQN, run the iscsi show command on the storage cluster management interface.
For 7-Mode storage, run the iscsi nodename command on each storage controller.

Table 22 vNIC iSCSI IQNs for Fabric A and Fabric B

Cisco UCS Service iISCSI IQN Variables

Profile Name

VM-Host-Infra-01 << var_vm_host_infra_01_ign>>
VM-Host-Infra-02 << var_vm_host_infra_02_ign>>

Note  To gather the vNIC IQN information, launch the Cisco UCS Manager GUI. In the navigation pane, click
the Servers tab. Expand Servers > Service Profiles > root. Click each service profile and then click the
"iSCSI vNICs" tab on the right. Note "Initiator Name" displayed at the top of the page under "Service
Profile Initiator Name."

ACI Infrastructure Configuration

The following section provides a detailed procedure for configuring the Cisco ACI for use in a FlexPod
environment. Follow these steps precisely because failure to do so could result in an improper
configuration.
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Physical Connectivity

Follow the physical connectivity guidelines for FlexPod as covered in the section FlexPod Cabling. In
ACI, both spine and leaf switches are configured using APIC; individual configuration of the switches
is not required. APIC discovers the ACI infrastructure switches using LLDP and acts as the central point
for the entire configuration.

Cisco APIC Initial Configuration Setup

nokwN

Fali

Log into the APIC CIMC using a web browser and launch the KVM.

Browse to https://<cimc_ip address>.

Log in using "admin" as username and use the password defined during CIMC setup.
From the "Server" tab on the left, select "Summary" and click "Launch KVM Console."

KVM application will be launched and initial APIC setup screen should be visible.

View Macros Tools Help

'_f KV Virtual Media

sdevsmapp j_ifcB-dataZ: 81-39321688 files (6.2 non-contiguous), Z557348-1572

86488 blo

H'I_:tnl,lll n 1‘ : |||:| i - = i_:n reca |ﬂ W | ie rnl_lld [ =
Hount :
Enablint

1
1
1
]

[
[
[
|

Press any key to continue. ..

Starting Setup Utility

or confliguring the sys initially,

when no il t. So setup alway: 1 tem
defaunlts and not the curr stem conf iguration

Frezss Enter at anytime to assume the default values.
at anytime to restart from the begining.

Cluster nfiguration ...

10.

11.

Enter the fabric name [ACI Fabricll: _
Press <return> to select the default value for "Enter the fabric name". This value can be changed if
desired.

Press <return> to select the default value for "Enter the number of controllers in the fabric". While
the fabric can operate with a single APIC, 3 APICs are recommended for redundancy.

Enter the controller number currently being set up under "Enter the controller ID (1-3)". Please
remember only controller number 1 will allow you to setup the admin password. Remaining
controllers and switches sync their passwords to the admin password set on the controller 1.

Enter the controller name or choose default name for "Enter the controller name".

Press <return> to select the default pool under "Enter the address pool for TEP addresses". If the
network is already in use, please choose a different range.

Press <return> to select the default vlan for "Enter the VLAN id for infra network."
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12. Press <return> to select the default range for "Enter address pool for BD multicast addresses."

13. Enter appropriate values for the out of band management network configuration. The out of band
management [P address will be used to access the APIC from client browsers.

14. Enter the admin password (controller 1 only).

15. Press <return> to accept the configuration without changes.
16. Let the APIC complete its boot process.

17. Repeat these steps for all three APIC controllers.

File View Macros Tools Help

' KM | virtual Media

defaults and not the current system configuration values.

ault values. Use

= number of contr i the fabric (1-9) [3]1: 3

ntroller ID (
ller name [a
JIIII.'I] TEP adq ¥ { - |'|H.|-‘].H.H/'|I‘1|‘.

JLaN ID for infra network (1-4894) [48931:
Enter 5 pool for BD multicast addre (GIPO)Y [

Out anagement configuration ;
55 [192.168.18 41: 172.26.163.62/2
the ddre of the defa gateway [Honel: 17
~ the inte eedsduplex mode [autol:

admin user configuration
Enab rong p r I[Y]):

Enter the pass admin:

Reenter the password for admin:

Note  When APIC-1 boots up for the first time, it might take up to five minutes to allow login using the admin
password set during the setup procedure. If something went wrong during the setup, APIC does allow
login using a special user called "rescue-user". If admin password was never set or was not setup
properly, rescue-user will allow access to APIC without any password. If an admin password was set

previously, use rescue-user with the admin password.

Cisco ACI - Fabric Discovery

1. Log into the APIC GUI using a web browser.

)

Note  For accessing APIC GUI, Google Chrome was utilized during validation

2. Browse to https://<Out of Band IP address of APIC 1>

3. Login using "admin" as the username and use the password defined during initial setup.

r FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI)



ACI Infrastructure Configuration ||

APPLICATION POLICY INFRASTRUCTURE CONTROLLER

SIGN IN

Lier 1Dz | ackriny I

Password:

1l|lti|li
cisco

4. Click FABRIC from the top bar. Under INVENTORY, expand Fabric Membership.

5. At least one of the leaves should be visible.

WM NETWORKING - L4-LT SERVICES

o [=EY

B aged Fabr Hcsde
- rrearhaitie Mocs IS0 ® L e Rk L g pan T Tras
-]

6. Click FABRIC from the top bar. Under INVENTORY, expand Fabric Membership.

7. Loginto the leaf using console connection (admin/<no password needed>) and use the serial number
to identify discovered leaf (Leaf-1 or Leaf-2 in the physical setup).

switch# show inventory
NAME: "Chassis", DESCR: "Nexus C9396PX Chassis"
PID: N9K-C9396PX , VID: V02 , SN: SAL1815Q3J9
<snip>
8. Double-click the identified leaf description on the right and assign a NODE ID value of 101 and
NODE NAME <device name>. Click UPDATE.

VR NETWORKING L4117 SERVCES

L) Fabric Membership

LAY B S angawen| e WD lnad (LEE Pk

9. As the fabric discovery continues, both spines and leaves will start appearing under the Fabic
Membership window. Repeat Step 7 to assign the NODE ID and NODE NAME to these devices.

10. When the NODE ID and NODE NAME values are assigned, APIC assigns IP addresses from TEP
the pool defined during initial setup.
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When both leaves and spines are added to the fabric, click Topology on the left. Three APICs, two
leaves and two spines should be visible.

Figure 4 APIC - Topology
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Cisco ACI - Defining Fabric Access Policies

In this section, various access policies such as CDP, LACP and LLDP will be defined. These policies

will

be used during the vPC and VM domain creation. To define fabric access polices, complete the

following steps:

1.

2
3.
4
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afra]n SYSTEM TENANTS RIC VM NETWORKING

CisCo

ES | ACCESS POLICIES

Pnndu Policies - CDP Interface

I Quick Start
(R B swich Policies
(R Motule Policies
| I Interface Policies —
s
- Link Leveld default
| =g 0P intpetaea

1E] defal @?Cmate COP Intertace Policy

5. In the menu box, enter CDP_Enabled as the policy name and set Admin State, Enabled.
6. Click SUBMIT.

CREATE CDP INTERFACE POLICY (i %

Specify the CDP Interface Policy Identity
Mame: |CDP_Enable
Description:

Adrmin State: @ Enabled
=) Disabled

L11] EMI!'& CANCEL

7. From the left menu bar, expand LLDP interface.
8. Right-click and select Create LLDP Interface Policy.

9. Inthe menu box, enter LLDP_Disabled as the policy name and set both Transmit State and Receive
State, Disabled.

10. Click SUBMIT.
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CREATE LLDP INTERFACE POLICY (i ]%¢

11.
12.

13.

Specify the LLDP Interface Policy Properties
Name: LLDP_Disabled

Description:

Rexcene State: Enabled
@ Dmabled

Transmit State: Enabled
B Drsabled

Emer ] i

Right-click and select Create LLDP Interface again.

In the menu box, enter LLDP Enabled as the policy name and set both Transmit State and Receive
State, Enabled.

Click SUBMIT.

CREATE LLDP INTERFACE POLICY (i ]%

14.
15.
16.

17.

Specify the LLDP Interface Policy Properties
Name: LLDP_Enabled
Descnphion:
Receive State: @ Enabled
Drsabled

Transmit State: @ Enabled
Disabled

SUSMIT CANCEL

From the left menu bar, expand LACP.
Right-click and select Create LACP Policy.

In the menu box, enter LACP_Active as the policy name and select Mode and Active. Leave the
remaining options as default

Click SUBMIT.
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CREATE LACP POLICY (i ]%

Specify the LACP Policy Identity

Name: LACP_Active

Description:

Maode: Mac Finning

2 Active

Contral: [¥] Graceful Convergence
(¥ Suspend Tndnadual Port
_| Load Defer Member Ports

[¥] Fast Select Hot Standby Ports
Mirurrurm Number of Links: 1
Maxirmum Mumber of Links: 16

£ 43

ST CAMNCEL

18.
19.
20.

21.

From the left menu bar, expand LACP.
Right-click and select Create LACP Policy.

In the menu box, enter LACP_MAC _Pinning as the policy name and select Mode and Mac Pinning.
Leave remaining options as default.

Click SUBMIT.
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CREATE LACP POLICY (i ]%

Specify the LACP Policy Identity
Name: | LACP_MAC_Pnning

Description:

Mode: @ Mac Pinning
Passive
off
Active

Minamum Number of Links: | 1

LAt AE 4t ]

Madmum Number of Links: | 16

5-.I'HBMIT CANCEL

Cisco ACI - Creating vPC for Cisco UCS Fabric Interconnect A

In this section, vPC for Cisco UCS Fabric Interconnect A will be created using the interface creation
wizard.

To create vPC for Cisco UCS Fabric Interconnect A, complete the following steps:
1. From the main menu, click FABRIC and select Access Policies.

2. Right-click Interface Policies and select Configure interface, PC and vPC.
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il SYSTEM TENANTS FABRIC
CISCO
VENTORY | FAE "OLIK | ACCESS POLIC
™ 5
Policies ] Interface Policies
I Quick Start
EX i Module Policies O -
. de mnﬂgure Interface. PEL - vpc
EX B Folicy Groups '
ERmm rrofiles default on
3. In the dialog box, click + under the vPC SWITCH PAIRS.
4. Enter 10 as vPC Domain ID.
5. From the Switch 1 and Switch 2 drop-down list select both leaves.
6. Click Save.
CONFIGURE INTERFACE, PC, AND VPC O

CONFIGURED SWITCH INTERFACES

& [®

T
PR

Goman I 10
TS s ot

Tl i T
wiEcToq  NAFACS TYPL

Sevirh k; | 91

LA

Seelch }: 03

Inberfaces in VPC: Can not fird the ntefaces Bo form & V.

b
T

VPC SWITCH PAIRS

7. Validate that the create vPC domain appears under the vPC SWITCH PAIRS.

VPC SWITCH PAIRS

~ SWITCH1 SWITCH 2

10 101 102

8. In the dialog box, click + under the CONFIGURED SWITCH INTERFACES.

9. From the Switches drop-down list and select both leaves.
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i -
CONFIGURED SWITCH INTERFACES e i
-l-' ,: Switches: | 101-102 b
SWITCH INTERFACE POLICY Switch Profile Name: 053
SWITCHES INTERFACES TYPE
PROFILE SELECTOR GROUP o — HAME veE
< 101 A0 935%6-1 o

| oz A0 93962 e
10. Enter <sp-UCS-FI-1> as Switch Profile Name. UCS-FI-1 is the host name for Cisco UCS Fabric
Interconnect A.
11. Click + to add interfaces
12. Select vPC radio button to configure vPC.

13. Enter 1/19 under Interfaces. This is the port on both switches where Fabric Interconnect A is
connected.

14. Enter <ifs- UCS-FI-1> as Interface Selector Name.

Select Switches To Configure Interfaces: @ Quick () Advanced

Switches: | 101-102 o

Switch Profile Mame: | sp-AD1-6248-1

Interface Type: ) Individual (0 PC @ VPC

Interfaces: | 1/19

Interface Selector Name: | ifs-AD1-6348-1

15. From the vPC Policy Group drop-down lisct, select Create vPC Interface Policy Group. A new
dialog box will appear.

16. Enter <pg- UCS-FI-1> as the name of the vPC INTERFACE POLICY GROUP in the dialog box.

17. Select various policy values from the drop-down menus.

r FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI)



ACI Infrastructure Configuration ||

CREATE VPC INTERFACE POLICY GROUP Ot

Specify the Policy Group identity
Name: | pg-A01-6248-1

Description:

Link Level Policy: | default > @

COP Policy: | COP_Enable Ml

LLD® Policy: | LLDP_Enabled ¥ P

STP Interface Policy: | default > P

LACP Policy: | LACP_Active v P

Monitering Policy: | default -
s

Name LACP Member Policy
Arached Entity Profile: e

&
T T

18. From the Attached Entity Profile drop-down list select Create Attachable Access Entity Profile. A
new dialog box will appear.

19. The two Cisco UCS Fabric Interconnects will share this Attachable Entity Profile (AEP). Enter
<aep-UCS-FI-hostname> as the Name (avoid using A or B at the end).

20. Click + to add Domain.
Domains (VMM, Physical or
External) To Be Associated To
Interfaces: nain Profile

21. In the added domain, from the drop-down list select Create Physical Domain.

e,
Bxdemnal) To Be Associated To
Interfaces: Domain Profile Encapsulation

-

phys CANCEL

Create ths‘ﬁal Domain

Create Layer 2 Domain

Create Layar 3 Domain
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22. In the Create Physical Domain dialog box, enter <pd-UCS-FI hostname> as Name.
23. From the VLAN Pool drop-down list Create VLAN Pool.

CREATE PHYSICAL DOMAIN i]%

Specify the domain name and the VLAN Pool
Mame: | pd-AD1-6248
VLAN Pool: t an opt i

.CIWW Pool

SUBMIT CANCEL

24. In the Create VLAN Pool dialog box, enter <vp-UCS-FI hostname> as Name.

25. Select Allocation Mode > Static Allocation.
26. Click + next to Encap Block.

CREATE VLAN POOL

Specify the Pool identity
Name: vp-AD1-6248

Description:

Allocation Mode: () Dynamic Allacation
@ Static Allocation

e e
Range

27. In the CREATE RANGES dialog box, enter the two iSCSI VLANSs and the NFS VLAN.

~

Note  In the screenshot below, 911, 912 are iSCSI VLANSs and 3270 is the NFS VLAN configured on UCS.
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CREATE RANGES (i ] %)
Specify the Encap Block Range
Type: VLAN
Range: 911 -9
oK CANCEL
28. Click OK.
29. Click +to add NFS VLAN and in the CREATE RANGES dialog box, enter range 3270-3270 (single
VLAN).
30. Click OK.

CREATE VLAN POOL Ok

Specify the Pool identity
Mame: vp-AD1-6248
Description; ool

Allocation Mode: ) Dynamic Allocation
@) Static Allocation

oo

VLAN Range
[911-912]
[3270]

SUBMIT CANCEL

31. Click SUBMIT to finish the VLAN pool creation.
32. Click SUBMIT to finish Physical Domain creation.
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CREATE PHYSICAL DOMAIN O

Specify the domain name and the VLAN Pool
MName: Ipd-AUl-ﬁMS

VLAN Pool: |vp-A01-6248 v P

SUBMIT CANCEL

33. Click UPDATE to finish adding Physical domain to AEP.

CREATE ATTACHABLE ACCESS ENTITY PROFILE i]%

Specify the name, domains and infrastructure encaps
Mame:  aepii-6248

Description: opt
Enable Infrastructure VLAN: [
s o
Extemal) To Be Associated To .
Interfaces: Domain Profis Encapsulstion
pd-A01-6248 >

34. Click SUBMIT to finish adding AEP.
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CREATE ATTACHABLE ACCESS ENTITY PROFILE iJ%

Specify the name, domains and infrastructure encaps
Name: | aep-AD1-6248

Diescriphion:

Enable Infrastructure VLAN; [7]

Comube (VW Pyskal
External) To Be Associated To
Interfaces; Domain Profile Encapsulation
Physical Domain - pd-AD1-6248 from:vlan-911 toovlan-912
from:vian-3270 toovian-3270

SUBMIT CANCEL

35. Click SUBMIT to finish creating the vPC Interface Policy Group.
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CREATE VPC INTERFACE POLICY GROUP iJ%

Specify the Policy Group identity
Name: | pg-AD1-6248-1

Description: | optonal

Link Level Policy: | default ~ @

CDP Policy: | CDP_Enable > P

LLD® Policy: | LLDP_Enabled > |

STP Interface Policy: | default ~ | 3

LACP Policy: | LACP_Active ~ 3

Monitoring Policy: | default i @
o oy S

Hame LACP Member Policy
Ammached Entity Profile: | aep-A01-6248 v

suBMIT CAMNCEL

36. From the Configure Interface, PC, vPC screen, click SAVE.

CONFIGURE INTERFACE, PC, AND VPC ijx
CGNF'GURED‘ SW"CH |NTERFM£5 Skt Sevtches To Configune Btefacm: @ Guck Adarced
4 St 101102 i
S e 062
Inteifaie Type: ) Detinl PC LA
Baeertated: L9 . e -v
Irortinci Sebector Narme: | fa-A0-6748-1 WO Py (e po-A0S S1HE-1 > &

=

(T rrrrarrrrra Ty rrr T T T RN ML LT T r
TYWEYEY WVYEFFY YEYEEY YEEFFTEY TEWWwWww
Serdch | % Accevs Po 8 Fabre ot | Cnky S s e ports £an be selecied i

VPC SWITCH PAIRS

37. Click SAVE.
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CONFIGURE INTERFACE, PC, AND VPC ijx
CONFIGURED SWITCH INTERFACES R e e e
4 [ Bt 101003 T
-:11::": SHITCHIS .:'.I"I".: MTISSACES TR :::: etk Froile Name: | 2-ACTL-6208-1
Interiace Tyge: [ratratiad P Ll
Bbrtae L1 e [l =
Ereriinior Serbesctior Hiammar:  Fa-A0| 6348 WL Poey (oo po-Ady 48] = &

=

LT rrrrarrrrrr i rrrTrTAC YT T R R IC I rTrOTd
TYWYYY WFEYEFFY YYYSES YEEFFYY P TS w
Serich | % Accevs Port @8 Fatre ot | Orly S scemia ports £an be selecied

VPC SWITCH PAIRS

38. Click SUBMIT to finish the vPC creation using wizard.

39. Under Fabric, select Inventory.

40. From the left menu, expand Pod 1, expand Leaf-1 and expand Interfaces followed by vPC Interfaces.
41. Validate that the vPC domain 10 and the vPC exist.

TENANTS VM NETWORKING L4-LT SERVICES

INVENTORY | FABRIC ™

10} PC Domain - 10

PROPERTIES
Doemain Id: 10
Peer State: Up
L Peer Status Reasen Code: Syccess
==|;| “']"‘:"'“ Configuration Consistency SISNS: sucoess
B sas Configuration Inconsstency Reason: SUCCESS
-Rmedﬁm Initerfaces Type 2 Comsistency Status: failed
: r n ) ﬁ .-_rl;_.-'ﬁw g Type 2 Inconsistency Reason: Consistency Check Not Performed
[+ ‘ Role: Primary

~

Note  Log into the switch using the console and use the show port-channel summary command to verify
the port-channel configuration. If Cisco Unified Computing Systemwas configured correctly, the
port-channel would show "UP."
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Cisco ACI - Creating vPC for Cisco UCS Fabric Interconnect B

In this section, vPC for Cisco UCS Fabric Interconnect B will be created using the interface creation
wizard.

1. From the main menu, click FABRIC and select Access Policies.

2. Right-click Interface Policies and select Configure interface, PC and vPC.

] SYSTEM TENANTS
CISCO :
NVENTORY | FABRIC POLICIES | ACCESS POLIC

Interface Policies

Il Cuick Start
S s svitch Policies 'i'__. COPPOLICIES
BN B Module Policies Q[ ¥
o i

EX i Folic Configure Interface, PC, and VPC |

BN B Poiicy Groups '

BNl Profiles default on

3. In the dialog box, click + under the CONFIGURED SWITCH INTERFACES.

4. From the Switches drop-down list and select both leaves.

Select Switches To Confiqure Interfaces: @ Quick Advanced
Switches:  101-102 v
Switch Profile Name: 383
] = NAME TYPE
vl 10 AD1-9396-1  heaf !
| v 102 AD1-9396-2 teaf
—
L | i |

5. Enter <sp-UCS-FI-2> as the Switch Profile Name. UCS-FI-2 is the host name for the UCS Fabric
Interconnect B.

6. Click + sign to add interfaces.
7. Select vPC radio button to configure vPC.

8. Enter 1/20 under Interfaces. This is the port on both switches where Fabric Interconnect B is
connected.

9. Enter <ifs- UCS-FI-2> as the Interface Selector Name.

r FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI)



ACI Infrastructure Configuration ||

Select Switches To Confiqure Interfaces: @ Quick Advanced

Switches: 101-102 et
Switch Profile Name: | sp-A01-6248-2

Interface Type: Indrvicual PC 2 VPC
Interfaces: 1/20

Interface Selector Name: .ifs-.g!};l_-ﬁms-}_'l

10. From the vPC Policy Group drop-down list click Create vPC Interface Policy Group. A new dialog
box will appear.

11. Enter <pg- UCS-FI-2> as the name of the vPC INTERFACE POLICY GROUP in the dialog box.

12. Select various policy values from the drop-down menus.

CREATE VPC INTERFACE POLICY GROUP [i]%

Specify the Policy Group identity
Name: | pa-A01-6248-2

Description:

Link Level Policy: | defaul Y@
CDP Pobcy: | CDP_Enable v P
LLDP Policy: | LLDP_Enabled + dp
STP Interface Policy: | default ~ | P
LACP Policy: LACP_Active ~ @
Monitoring Policy: | defaul] v P

Ovwerride Policy Group: BT [x

Name LACP Member Policy
ke

Astached Entity Profile: -

e

13. From the Attached Entity Profiledrop-down list and select the shared AEP created in the previous
section.

14. Click SUBMIT to finish creating the vPC Interface Policy Group.
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CREATE VPC INTERFACE POLICY GROUP L%

Specify the Policy Group identity
Mame: | pg-A01-6248-2

Description:
Link Lewel Policy: | default ¥ 3
COP Polcy: | CDP_Enable v i
LLD? Pokcy: | LLDP_Enabled v P
STP Interface Polcy: | defaul v @
LACP Policy: | LACP_Aetive ~ @
Monitoring Policy: | default ¥ 3

Datirs e

Name LACP Memiber Policy

Attached Entity Profile: | aep-A01-6246 o

o)

15. From the Configure Interface, PC, vPC screen, click SAVE.
16. Click SAVE.

17. Click SUBMIT to finish the vPC creation.

18. (Optional) Log into the individual leaf switches and use "show port-channel summary" and "show
vpe" commands to verify the configuration.

Cisco ACI - Creating vPC for NetApp Controller 1

In this section, the vPC for NetApp Controller 1 will be created using the interface creation wizard.
1. From the main menu, click FABRIC and select Access Policies.

2. Right-click Interface Policies and select Configure interface, PC and vPC.
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il I 1ol I I SYSTEM TENANTS FABRIC
ciSco

TORY | FABI WOLIK | ACCESS POLIQ

Interface Policies

I Quick Start

I v oces <« IRERNRNEEN [ cop poucies
O ¥

EX i Module Policies
= i Interfec

[ Poli] Configure Interface, PC, and VPC | = NAME AUTO NE
EX B Folicy Groups

ERmm rrofiles default on

3. In the dialog box, click + under the CONFIGURED SWITCH INTERFACES.

4. From the Switches drop-down list and select both leaves.

Select Switches To Confiqure Interfaces: @ Quick Advanced
Switches: | 101-102 e
Switch Profile Name: |13
D = NAME TYPE
7/l 101 AD1-9396-1  leaf k '+ to configure swilch interfa
V102 ADY-9396-2 lesaf ‘
—
| 7
Q I | I..' Sy | T

5. Enter <sp-NetAPP-1> as the Switch Profile Name. NetApp-1 is the host name for NetApp
Controller 1.

6. Click + to add interfaces.
7. Select vPC radio button to configure vPC.

8. Enter 1/17 under Interfaces. This is the port on both switches where NetApp Controller 1 is
connected.

9. Enter <ifs- NetApp-1> as the Interface Selector Name.
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Select Switches To Configure Interfaces: @ Quick Achanced
Switches: | 101-102 >

Switch Profile Name: | sp-A02-NAPP-1

Interface Type: Indnadual () PC Q VPC

Interfaces: 1/17

Inteiface Selector Name: | ifs-AD2-NAPP-1

10. From the vPC Policy Group drop-down list click Create vPC Interface Policy Group. A new dialog
box will appear

11. Enter <pg- NetApp-1> as the name of the vVPC INTERFACE POLICY GROUP in the dialog box.

12. Select the various policy values from the drop-down lists.

CREATE VPC INTERFACE POLICY GROUP (1%

Specify the Policy Group identity
Name:  pg-A02-NAPP-1

Description:
Link Level Policy: | default * @
COP Policy: | COP_Enable il
LLDP Policy: | LLDP_Disabled ~* @
STP Interface Policy: | default ¥ @
LACP Policy: | LACP_Active ¥ @
Monitaring Pobicy: | default ~ @
Creermide Polbcy Group: JET :i:
Mame LACF Member Policy
Attached Entity Profile: ‘E‘J

13. From the Attached Entity Profile drop-down list click Create Attachable Access Entity Profile. A
new dialog box will appear

14. The two NetApp Controllers will share the Attachable Entity Profile (AEP). Enter
<aep-NetApp-hostname> as the Name. (Avoid using 1 or 2 at the end)

15. Click + to add Domain.
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Domains (VMM, Physical or
External) To Be Associated To
Interfaces: nain Profile
16. In the added domain, from the drop-down list select Create Physical Domain.

Comtes (11 sl
Bxternal) To Be Associated To

Interfaces: Domain Profile Encapsulation

e

phys CANCEL

Create Phys{p;)al Domain
Create Layer 2 Domain
Create Layer 3 Domain

17. In the Create Physical Domain dialog box, enter <pd-NetApp-hostname> as the Name.
18. From the VLAN Pool drop-down list select Create VLAN Pool.

CREATE PHYSICAL DOMAIN Ok

Specify the domain name and the VLAN Pool
Name: | pd-AQ2-NAPP

VLAN Pool: | sl £
vp-AD1-6248

Create \{hAN Poal

CANCEL

19. In the Create VLAN Pool dialog box, enter <vp-NetApp-hostname > as Name.
20. Select Allocation Mode > Static Allocation.
21. Click + next to Encap Block.
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CREATE VLAN POOL O

Specify the Pool identity
Name: |vp-a01-NAPP
Diesse ripltion:
Allocation Mode: ) Dynamic Allacation
@ Sratic Allocation
Encap Blocks:

22. In the CREATE RANGES dialog box, enter the two iSCSI VLANSs and the NFS VLAN.

Note  In the screenshot below, 911, 912 are iSCSI VLANSs and 3170 is the NFS VLAN configured on NetApp.

CREATE RANGES i ] %)
Specify the Encap Block Range
Type: VLAN
Range: 911 - 1
oK CANCEL
23. Click OK.
24. Click + to add NFS VLAN and in the CREATE RANGES dialog box, enter range 3170-3170 (single
VLAN).
25. Click OK.

26. Click SUBMIT to finish the VLAN pool creation.

27. Click SUBMIT to finish the Physical Domain creation.

28. Click UPDATE" to finish adding the Physical domain to AEP.
29. Click SUBMIT to finish adding AEP.
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CREATE ATTACHABLE ACCESS ENTITY PROFILE i ] %

Specify the name, domains and infrastructure encaps
Name:  acp-A02-MAPP
Description:

Enable Infrastructure VLAN: [

Domaes (47, Fysklor
External) To Be Associated To

Interfaces: Domain Profile Encapsulation
Phvysical Domain - pd-A02-NAPP from:vian-911 tocvlan-912
from:vian-3170 tecvian-3170

30. Click SUBMIT to finish creating the vPC Interface Policy Group.

Specify the Policy Group identity
Name: | po-A02-MNAPP-1

Descniption:

Link Level Policy: | default > @

COP Pokcy: | COP_Enable v @

LLDP Policy: | LLDP_Disabled v 3

STP Intesface Policy: | default v @

LACP Policy: | LACP_Active v @

Monitoring Policy: | default v @
ey o

Mame LACF Member Policy
B
Attached Entity Profile: | aep-a02-NAPS !

s | o |
31. From the Configure Interface, PC, vPC screen, click SAVE.
32. Click SAVE.

33. Click SUBMIT to finish the vPC creation using wizard.
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Cisco ACI - Creating vPC for NetApp Controller 2

In this section, the vPC for NetApp Controller 2 will be created using the interface creation wizard.
1. From the main menu, click FABRIC and select Inventory.

2. Expand Pod 1 and right-click on the first leaf and select Configure interface, PC and vPC.

TENANTS
Cisco N
NVENTORY | FABRIC POL | ACCESS POLIQ

Interface Policies

Il Cuick Start
BN @ Switch Policies ;i‘@
EX B Module Policies Q[ ¥
R .

Ea i roiic Configure Interface, PC, and VPC |

BN B Policy Groups o

ERim Profiles default on

3. In the dialog box, click + under the CONFIGURED SWITCH INTERFACES.

4. From the Switches drop-down list select both leaves.

Select Switches To Configure Interfaces: 1@ Quick Advanced
Switches: | 101-102 v
Switch Profile Name: 53
D < NAME TYPE
101 AD1-9396-1 leal f wite h inberf
4 102 AD1-9396-2 et |
| r.—d.,

5. Enter <sp-NetAPP-2> as the Switch Profile Name. NetApp-2 is the host name for NetApp
Controller 2.

6. Click + to add interfaces.
7. Select vPC radio button to configure vPC.

8. Enter 1/18 under Interfaces. This is the port on both switches where NetApp Controller 2 is
connected.

9. Enter <ifs- NetApp-2> as the Interface Selector Name.

r FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI)



ACI Infrastructure Configuration ||

Select Switches To Configure Interfaces: @ Quick Advanced

Switches: 101-102 .

Switch Profile Name: | sp-A02-NAPP-2

Interface Type: () Indmadual () PC ® VPC

Interfaces: 1/18
¥ Ct interfaces by typing, .

mioLse It ik on the swat Bie DWW

Interface Selector Name: -ifs-Aoz.ngp.zi

10. From the vPC Policy Group drop-down list click Create vPC Interface Policy Group. A new dialog
box will appear.

11. Enter <pg- NetApp-2> as the name of the vPC INTERFACE POLICY GROUP in the dialog box.

12. Select various policy values from the drop-down lists.

CREATE VPC INTERFACE POLICY GROUP (i ] %

Specify the Policy Group identity
Name: | pa-A02-NAPP-2

Deescription:
Link Level Policy:  defaul Ty
CDP Pokcy:  COP_Enable ~ 3
LLD® Policy: | LLDP_Disabled v A
STP Interface Polcy: | default > @
LACP Policy: | LACP_Active ~ i
Monitoring Policy: | default v @
o ok G
Mame LACP Member Policy
Attached Entity Profile: !

13. From the Attached Entity Profile drop-down list select shared AEP created in the previous section.
14. Click SUBMIT to finish creating the vPC Interface Policy Group.
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CREATE VPC INTERFACE POLICY GROUP O

Specify the Policy Group identity
Hame: | pg-&072-MNAPP-2

Drescription:
Link Level Policy: | default v @
CDP Policy: | CDP_Enable v
LLDP Policy: | LLDP_Disabled v 3
STP Interface Polcy: | defaul -
LACP Policy: | LACP_Active v i
Monitoring Policy: | default v @
Oventd Puy G
MHame LACP Member Policy
Attached Entity Profile: | aep-A02-Naks| o

& CANCEL
15. From the Configure Interface, PC, vPC screen, click SAVE.
16. Click SAVE.
17. Click SUBMIT to finish the vPC creation using wizard.

18. Expand the Pod 1 followed by the Leaf switch(s) on the left menu bar and then expand the Interfaces
and vPC Interfaces.

19. Expand the vPC domain 10 and validate all the vPCs are configured and up (you will not see the
VLAN being forwarded at this time).
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B 5 oo
B me AD1-9396-1 (Node-101)
i Chassis
-r abric Extenders
=- Interfaces
Bl Physical Interfaces
=l VPC Interfaces
— (s Bl
684
685
['_:_L G686
B 687
20. Optional: Log into the leaf switches using the console and validate the port-channels are configured
correctly. The output below assumes the NetApp and UCS port-channel configurations are in place.

Summa 'y

Cisco ACI - Deploying Infrastructure (Foundation) Tenant

In this section, a new tenant will be deployed to host the infrastructure connectivity between the compute
(VMware) and Storage (NetApp) environments.

1. From the main menu, click TENANTS and from the sub-menu click ADD TENANT.
2. In the CREATE TENANT dialog box, enter Foundation as the name of the tenant.

3. Click the checkbox next to all, under Security Domains.
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CREATE TENANT

STEP 1 > TENANT 1. TENANT

Tenant |dentity

Spatiy wnan delads

Name:  Foundation
Drescrphion:
Tags: hod
Monitoring Policy: v »
Seraky Dok
Sedext Name Descriphion
& al s

4. Click Next.
5. Click + sign to add network.

CREATE TENANT

STEP 2 > NETWORK

Tenant Foundation

Crease A Relworn

6. Inthe CREATE NEW NETWORK dialog box, type Foundation as the Name. Leave everything else
as default.

7. Click Next to move onto bridge domain creation.

8. Use bd-Internal as the Name of the bridge domain.

9. From the Forwarding drop-down list select Custom.
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CREATE TENANT

STEP 2 > NETWORK

TENANT FOUNDATION
CREATE NEW NETWORK

Specify Bridge Domain for the Network
Name: [bd-Intemal
Description:
Forwarding: Optimize fw
IGMP Snoop Palicy: Optimze

Cus
Config BD MAC Address: [

10. Check the boxes to enable Flooding and Routing.
11. Select default for the IGMP Snoop Policy.

CREATE TENANT

STEP 2 > NETWORK

TENANT FOUNDATION
CREATE NEW NETWORK

Specify Bridge Domain for the Metwork
L2 Unknown Unicast: @ Flood () Handware Prosey

Unknown Multicast Flooding: & Flood ) Optimized Flood
ARP Flooding: [¥] Enabled
Unicast Routing: (¥ Enabled
IGMP Snaop Policy: |defaul > @
Config BD MAC Address: [

12. Click OK.

13. Click + sign next to the Bridge Domain to add another Bridge Domain.
14. Add bd-iSCSI-a as the Name.

15. Select Custom > Forwarding.

16. Enable Flooding and disable Unicast routing.

17. Set IGMP Snoop Policy to default.
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TENANT FOUNDATION
CREATE NEW BRIDGE DOMAIN ==

Specify Bridge Domain for the Network

Name: |bd-iscsi-a

Description:
Forwarding: Custom W
L2 Unknown Unicast: @ Flood Hardware Proxy
Unknown Multicast Flooding: @ Flood Optimized Flood

ARP Flooding: [+ Enabled
Unicast Routing: | Enabled
Config BD MAC Address: [T
IGMP Snoop Policy: | defaul] v i3

18. Click Next.

19. Click OK.

20. Click + next to Bridge Domain to add another Bridge Domain.
21. Add bd-iSCSI-b as the Name.

22. Select Custom > Forwarding.

23. Enable Flooding and disable Unicast routing.

24. Set IGMP Snoop Policy to default.
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TENANT FOUNDATION

CREATE NEW ERIDGE DOMAIN “

Specify Bridge Domain for the Network

Name:  bd-rcsi-b

Description:
Forwarding: Custom o
L2 Unknown Umicast: @ Flood Hardware Proooy
Unknown Multicast Flooding: @ Flood Optimized Flood

ARP Flooding: [¥1 Enabled
Unicast Routing: [ Enabled
Config BD MAC Address:
IGMP Snoop Policy: | defauly ~ 3

25. Click Next.
26. Click OK.

27. Three Bridge Domains and the Foundation network should be visible in the CREATE TENANT
dialog box.
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OEL3

CREATE TENANT
2. NETWORK

1. TENANT

‘ STEP 2 > NETWORK

Tenant Feundation

Creale A Nabwork
| Take me to this terant when | click frsth

g
N s :
Foundaben LAl
——— —— _0 ke
Er==in Er==E3
bad- Internal bd-scsia bad-iscE-b
"

28. Click Finish.
29. Verify the selected tenant is the newly created Foundation tenant by looking at the items highlighted

in the top menu.

FABRIC VM NETWORKING

Cisco

Tenant Foundation

- Quick Start
ER .28 Tenant Foundatior

Application Profile Creation
In this section, two Application Profiles; iSCSI and NFS will be created.

iSCSI Application Profile Creation
Select Tenant and newly created Foundation tenant from the top menu.

1.
2. Expand Tenant Foundation in the left menu bar.
3. Right-click Application Profile and click Create Application Profiles.
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4. Inthe CREATE APPLICATION PROFILE dialog box, enter iSCSI as the Name.
5. From the drop-down menu, select default for Monitoring Policy.

6. Click + next to EPG to add an EPG.

CREATE APPLICATION PROFILE

Specify Tenant Application Profile

Mame:  &CSI
Descrption:
Tags: -
Monitoring Policy: | defaul] >

EPGs Contracts
L[]
i Create EPGS on the lelt table to add contracts
Iame | Description

7. In the CREATE APPLICATION EPG dialog box, enter iscsi-a as the Name.
8. From the drop-down list, select bd-iscsi-a as the Bridge Domain.
9. From the drop-down list, select default for Monitoring Policy.

10. Click OK.
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CREATE APPLICATION EPG (i ] %

STEP 1 > IDENTITY

Specify the EPG |dentity

Mame: | iscsi-a

Description:

Taas:

QoS class: Unspecified
Custom Qo5:
Bridge Domain: | bd-iscsi-a

Monitoring Policy: | defaulf

W

W

Al
Sl

1. IDENTITY

bare metaks): =

Domain Profile

Deployment Immediacy Resolution Immediacy

Statically Link with Leaves/Paths: [

11. Click OK.
12. Click + next to EPG to add another EPG.

EPGs

Name Description

13. In the CREATE APPLICATION EPG dialog box, enter iscsi-b as the Name.

14. From the drop-down list, select bd-iscsi-b as the Bridge Domain.

15. From the drop-down list, select default >Monitoring Policy.
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CREATE APPLICATION EPG [i]%

STEP 1 > IDENTITY 1. IDENTITY

Specify the EPG |dentity

Name: | iscsi-b
Description;
Tags: s
QoS5 class:  Unspecified w
Custom Qos: : z v
Bridge Domain: bd-iscsi-b b @
Monstoring Palicy: | default | @

Associated Domain Profiles (VMs or
bare metals):

Domain Profile Deployment Immediacy Resolution Immediacy

Statically Link with Leaves/Paths: [

< PREVIOUS Mo
16. Click OK.

17. Click SUBMIT to finish creating the Application Profile.

18. Expand the newly created iSCSI Application profile from the menu bar on the left.

19. Expand iSCSI, expand Application EPGs and expand EPG iscsi-a.

20. Click Static Bindings (Paths).

Tenant Foundation B
I Cuick Start
B A Tenant Foundation
=. Application Profiles
| =S
B i ~pplication EPGs
B® ers scsi-a
I Contracts
I Static Bindings (Paths)

21. Click Action.
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22. Click Deploy Static EPG on PC, vPC, or Interface.

b

m Deploy Static EPG on % VPC_ or Interface |

El Delete

23. In the DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

24. From the Path drop-down list, select UCS Fabric Interconnect A.

DEPLOY STATIC EPG ON PC, VPC, OR| ©E]

Select PC, VPC, or Interface

Path Type:

Path:

Encap:

Deployment Immediacy:
Mode:

25.
below).

26.

Pesit
Dwrect Port Channel
& Virtual Port Chaneel

i

topalogy/ped-Vpralpaths-101-102 pathep-[pg-

AD1-624

topology/pod- 1/protpaths- 101102 pathep-[p-
A01-65248-2]

topology/pod. 1/protpaths. 101102 pathep-[pg-
ANZNAPE1)

topology/ pod- 1/proipaihs-101- 102 pathep-[pg-
ADZ.NAPP.F

Enter vlan-<iSCSI-a VLAN> for Encap (VLAN 911 is the iSCSI-A VLAN in the screen capture

Change Deployment Immediacy to Immediate.
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DEPLOY STATIC EPG ON PC, VPC, OR | €EG

Select PC, VPC, or Interface
Path Type: Part
_ Direct Port Channel
@ Virtual Port Channel

Path: | topology/pod-1/protpaths-101-102/pathep-[pg * |
Encap: vian-911

For caameie, vian-1
Deployment Immediacy: @ Immediate
' On Demand
Mode: @ Tagged
_ Untagged
802.1F Tag

27. Click Submit.
28. Validate the path appears in the work area on the right.

FABRIC WM NETWORKING L4-LT SERVICES ALMIN

NT | Search | € | Fourdation |

Static Bindings (Paths)

[€E3

PUTH EHCAP DEPLOVMENT i
o Rode: Nodes-100-10F
Beibe=1 00 L0} pae AL A2 48] vian-911 Irnraciate

29. Repeat these steps for mapping the UCS Fabric Interconnect B, NetApp Controller 1 and NetApp
Controller 2 paths.

30. Static bindings should be similar to the screenshot below.
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st SYSTEM FABRIC VM NETWORKING
CISCO

n | Foundation | infra | mgm

Static Bindings (Paths)

=--.,|_I.J ation Profiles

— [ e
i Applcation EPGs = PATH eopore
='®l PG isrsi-a B
Il Conitracts
| I Static Bindings (Paths) Hode-101-102/pg-A01-6248-1 P—
I Static Bindings (Leaves) Node-101-102/pg-A01-6248-2 Vian-911
Il Static EndPoint
I Subnet Nesbe-101-102/pg-AD2-NAPP-1 T
MUIDITS
e Node-101-102/pg-A02-NAPP-2 ian-911

31. Expand the iSCSI Application profile from the menu bar on the left.
32. Expand iSCSI, expand Application EPGs and expand EPG iscsi-b.
33. Click Static Bindings (Paths).

Tenant Foundation E
B uick Start
B A& Tenant Foundation
B B Application Profiles
B& iscsi
Bl Application EPGs
B s issia
I Contracts
I Static Bindings (Paths)
I Static Bindings (Leaves)
I Static EndPoint
I Subnets
I Domains (VMs and Bare-Metals)
I Management IP Address Pools
Il L4-L7 Service Parameters
B® e issb
I Contracts
| @ Static Bindings (Paths)

34. Repeat Step 22-29 to add four static bindings for Fabric Interconnects and NetApp controllers.
35. Validate the bindings are similar to the screenshot below; VLAN 912 is the iSCSI-b VLAN.

r FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI)



ACI Infrastructure Configuration ||

Static Bindings (Paths)

Application Profiles
I Aopication EPGs e T T

B® 6 ssia = Mode: Nodes-101-102

I Contracts

B Static Bindings (Patt Node-101-102/pg-AD1-6245-1 vian-912
Statk ndings (Paths

I Static Bindings (Leaves Mode-101-102/pa-Al1-6245-2 vian-912

Il 5tatic EndPoint
A Node-101-102/pg-A02-NAPP-1 vlan-912

Mode-101-102/pa-A02-NAPP-2 vian-912

I static Bindings (Paths)

NFS Application Profile Creation

Expand Tenant Foundation in the left menu bar.

Right-click Application Profile and click Create Application Profile.

In the CREATE APPLICATION PROFILE dialog box, enter NFS as the Name.
From the drop-down list, select default for Monitoring Policy.

Click + next to EPG to add an EPG.

CREATE APPLICATION PROFILE

Specify Tenant Application Profile

Nk Wy

Name: |NF5
Descriplion:
Tags: hos
Monitoring Policy: | default @

EPGs Contracts

DEEEE | oo e e sscomas
Narme Desscription

6. In the CREATE APPLICATION EPG dialog box, enter lif-nfs as the Name.
7. From the drop-down list, select bd-internal as the Bridge Domain.

8. From the drop-down list, select default for Monitoring Policy.
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CREATE APPLICATION EPG (i %

STEP 1 = IDENTITY 1. IDENTITY

Specify the EPG Identity

Name: | kf-nfs
Descripkion:
Tags: .
omter t3gs separated by comra
Qob class: | Unspecified %
Custom QoS: ty ] v .
Bridge Domain:  bd-Intemal * @
Monitoring Policy: | defaul )
D
bare metals):
Domain Profile Deployment Imimediacy Resolution Immediacy

Statically Link with Leaves/Pattes: [

9. Click OK.
10. Click + next to EPG to another EPG.

EPGs
Name Description
lif-nfs

11. In the CREATE APPLICATION EPG dialog box, enter vink-nfs as the Name.
12. From the drop-down list, select bd-internal as the Bridge Domain.

13. From the drop-down list, select default > Monitoring Policy.
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STEP 1 > IDENTITY 1. IDENTITY

Specify the EPG Identity

Name: | vmk-nfs

Descripbon:

Tags: b 4

enter tags separated by comma

QoS class: Unspecified ~

Bridge Domain:  bd-Intemal > i

Monitaring Policy: | defaulf > i

et ot
bare metals):
Domain Profile Deployment Immediacy Resolution Immediacy

Statically Link with Leaves/Paths: [[]

14.
15.
16.
17.
18.

Click OK.

Click SUBMIT to finish creating the Application Profile.

Expand the newly created NFS Application profile from the menu bar on the left.
Expand NFS, expand Application EPGs and expand EPG lif-nfs.

Click Static Bindings (Paths).

BB & Tenant Foundation

19
20

B i Appiication Profiles
& s
BBl Application EPGs

B ® ErG if-nfs

I Contracts

@ Static Bindings (Paths)

. Click Action.
. Click Deploy Static EPG on PC, vPC, or Interface.
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b

m Deploy Static EPG on qE VPC. or [llrﬂfﬁ.’z‘

El Delete

21. In the DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

22. From the Path drop-down list, select NetApp Controller 1.

DEPLOY STATIC EPG ON PC, VPC, OR | @)ES

Select PC, VPC, or Interface
Path Type: ©F Port
Direct Post Channel

@ Virtual Port Channel

Pa‘th:l | ]" L]
Encap: lopology/pod-1/protpaths-101-102/pathep-[pg-
AD1.5248.1)
logy/pod-1/ hs-101-102/pat :
b S e f:gf_gg:;;? pratpaths-101-102/pathep-[pg
topology/pod-1/protpaths-101-102/pathep-[pg-
Mode: | A02-NAPP-1]
topology/pod-1/protpaths-101-102/pathep-[pg-
2]

AD2 NAPP-
FBEILLIF Tag

SUBMIT CANCEL

23. Enter vlan-<NFS LIF VLAN> for Encap (VLAN 3170 is the NFS VLAN on NetApp Controller in
the screenshot below).

24. Change Deployment Immediacy to Immediate.
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DEPLOY STATIC EPG ON PC, VPC, OR |1 @E3

Select PC, VPC, or Interface
Path Type: [ Port
£y Direct Port Channel
@ Virtual Port Channel

Path: | topology/pod-1/protpaths-101-102/pathep-[pg ¥ | (P

Encap: [vian-3170
Fov example, vian-1

Deployment Immediacy: @ Immediate
(ZF On Demand
Mode: @ Tagoged
() Untagged
20 802.1F Tag

SUAIT

25. Click Submit.
26. Validate the path appears in the work area on the right.

ADMIN

| | :
Static Bindings (Paths)

ek et
B s Tenant Foundaton
I Aopiaon Proe: E]
|- I A
B iopicson £RGs 3 A DEPLOYMENT IMMETRACY
B e s o Node: Nodis-101-103
B ot

Pt L0] <D0 AT AR | vian 5170 St

--\:l-wl'\-\:r\-\l"\r:-—-
27. Repeat these steps for mapping the NetApp Controller 2 path.

28. Static bindings should be similar to the screenshot below.

at]uet]n,

SYSTEM [ FABRIC
CISCo

S N | | i

Statc Bindings (Paths)

VM NETWORKING L4-LT SERVICES

I uchk Staet
.ﬂ- Tenant Foundation
B Aopheaton Frofies
EHa s =
— PATH i
[~ T——
& erc unis 2 Mode: Nodes-101-102
Hode-101-102/pg-A02-NAPP-1 wian-3170
[p—— r-=m-:u Mode-101-102/pg-A02-NAPP-2 vian-3170

I Static EncPoint
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29.
30.

Click Contracts under the EPG lif-nfs.
Click Action and select Add Provided Contract.

31. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.

ADD PROVIDED CONTRACT (i ] %

Select a contract

l.'_mimct:l £ or Typs : i"’ W
Qos: commaon/default =

Create CCI'IIW

SUBMIT CANCEL

. Enter Allow-NFS as Name in the CREATE CONTRACT dialog box.

. Click + next to Subjects to add a new contract subject.

In the CREATE CONTRACT SUBIJECT dialog box, enter Allow-All"as the Name.

Click + under Filter Chain to add a new filter.

CREATE CONTRACT SUBJECT

36.

Specify [dentity Of Subject

Narse: | Allowe-all
Degeription:
Reverse Filter Ports: [
Appdy Both Directions: [¥]

Filter Chain

FENEE . scrvce o
Hame

PRIORITY

From the FILTERS drop-down list click +.
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CREATE CONTRACT SUBIECT (i ] %

Specify ldentity Of Subject

Name: | Allow- All
Descriplion:
Reverse Filter Ports: [V
Apply Both Directions: [

Filter Chain H
+ [%] FILTERS L4-LT SERVICE GRAPH
Hame Service Gragh: 5

PRIGRITY
Qus: -

= Tenank: comimon

anp COMmmon
dhefat COETITHAN
et CERTITIN

o S J oo =

37. Inthe CREATE FILTER dialog box, enter Allow-All as the Name. In this example, allow all the
traffic for this contract.

38. Click + to add a filter.

CREATE FILTER

Specify the Filter Identity

Name: |Allow-All
Description: | opb
e
Name EtherType ARP Flag 1P Protocol

39. Enter Allow-All as the name of the filter.
40. From the drop-down list, select IP as Ethertype.

CREATE FILTER [i]%]

Spacify the Filler [dentity

Plarre Allowa-Sl
Desorpren:
Ertirees:
— i e :I.:T“ Soune Poit [ Ranoe Ceestinatan Port | Ranoe i
From T From Ta
ey " - Unspectied B
o | owen |

41. Click Update.
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42. Click SUBMIT to create the filter.
43. Click UPDATE to add the newly created filter to the filter chain.

CREATE CONTRACT SUBJECT i/%

Specify Identity Of Subject

Mame: | Allow-NFS
Description:

Reverse Fiter Ports: [V
Apply Both Directions: [

Filter Chain
4. [%] FILTERS L4-L7 SERVICE GRAPH
Fame Service Graph: L =
Foundation, Aliow-All b
PRIORITY
. -

R

T |

44. Click OK to finish creating the Contract Subject.
45. Change the Scope to "tenant" from the drop-down list.

CREATE CONTRACT [ [

Specify Identity Of Contract
Name: | Allow-NFS

Scope: tenant i
QoS Class: Unspecified v
Description: ¢l

Subjects: [EBMF|
Name Description
Allow-NFS

CANCEL
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46. Click SUBMIT.
47. Click SUBMIT again to finish adding a provided contract.
48. Verify the Provided Contract appears under the Contracts.

SYSTEM TEMANTS FABRIC VM NE TWORKING L&-LT SERVICES ADMIN el
— —
o Contracts

=1k

TERANT MAME CONTRACT Was CONTRACT TwPe PEVICED | COMSLIMED,

o Caitrat Ty Conirat

e PFeursiaton L Comtrat Frovided [ ] fewrmee

49. Expand the NFS Application profile from the menu bar on the left.
50. Expand NFS, expand Application EPGs, and expand EPG vmk-nfs.
51. Click Static Bindings (Paths).

=,.l.l- Tenant Foundation
=- Apphcation Profiles
E& s
= BB Application EPGs
) EPG lif-nfs
=® EPG vmk-nfs
B Contracts
I Static Bindings (Paths)
- Static Bindings (Leaves)
52. Click Action.
53. Click Deploy Static EPG on PC, vPC, or Interface.

[T

m Deploy Static EPG on % VPC. or [l“ﬁfﬁf?i

E] Delete

54. In the DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

55. From the Path drop-down list, select UCS Fabric Interconnect A.
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DEPLQY STATIC EPG ON PC, VPC, OR | ©E3

Select PC, VPC, or Interface
Path Type: Port
_ Direct Port Channel
@ Virtual Port Channel

P.:lh:l |7 B
Encap: | 1opology/pod-1iprotpaths-101-102/pathep-[pg-
ADLE?#S.@
Deployment Immedsacy: ?gflggzspgll protpaths-101-102/pathep-[pg-
topology/ pod-1/protpaths-101-102/pathep-[pg-
Mode: ADZ-NAFP-1]
lopology/ pod-1/protpaths-101-102/pathep-[pg-
ADZ-MAPP-2]
BULIF 130

56. Enter vlan-<NFS VMK VLAN> for Encap; VLAN 3270 is the NFS VLAN on UCS Fabric
Interconnect in the screenshot below.

Note A VLAN on a certain path can only be mapped to a single EPG. Since VLAN 3170 (NFS VLAN on
NetApp) is already mapped to EPG 1if-NFS, VLAN 3270 was selected as the VLAN to host ESXi
VMKernel ports. The VMKernel ports and the NetApp LIFs will still be defined in the same IP subnet;
ACI Fabric will enable seamless IP connectivity when contracts are defined between the two EPGs.

57. Change Deployment Immediacy to Immediate.
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DEPLOY STATIC EPG ON PC, VPC, ORI @E

Select PC, VPC, or Interface
Path Type: Port
_» Direct Port Channel
@' Virtual Port Channel

Path: topology/pod-1/protpaths-101-102/pathep-[pa ¥ | (P
Encap: | vlan-3270

yrpde, vian-1
Deployment Immediacy: @ Immediate
_» On Demand
Mode: @ Taoged
 Unkagaed
802.1P Tag

SLgMIT CANCEL

58. Click Submit.
59. Validate the path appears

stlatln, SYSTEM TENANTS FABRIC
CISCO

VM HETWORKING L4-L7 SERVICES ADMIN

| & AN h ; | Foundation .
Static Bindings (Paths)
e St
R 2ot st ol [E
-g. Apphaion EFGs & P ENCAP DEPLOTMENT IMMEDUCY
B @ o 3 Mode: Rodes- 101-102
.'@; Pt 101-102/psg-A01 62681 via 3270 [——
[ ) #

60. Repeat these steps for mapping UCS Fabric Interconnect B path.

61. Static bindings should be similar to the screenshot below.
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FABRIC VM NETWORKING L4-LT SERVICES

<~ PATH ENCAP
B © G itnfs = Modes Nodes-101-102
PG vmik-nfs
=®- Hode- 101-102/pg-An1-6248-1 ian-3270
Contracts
I Static Bindings (Paths) Hode-10-102/pg-A01-6248-2 vian-3270

62. Click Contracts in the left menu.
63. Click Actions on the right and select Add Consumed Contract.

k] Contracts i

64. In the ADD CONSUMED CONTRACT dialog box, from the drop-down list select
Foundation/Allow-NFS contract (defined previously).

ADD CONSUMED CONTRACT €y

Select a confract
Contract: | Foundation/Allow-NFS v 3
QoS | Unspecified bl

T e

65. Click Submit.

66. To validate the contract definition, click Application EPGs under Application Profile NFS in the left
menu bar. The contract should appear as shown in the screenshot below.
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Path (vPC) Validation

SYSTEM

TENANTS FABRIC
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VM NETWORKING L4-LT SERVICES

n | Foundation | infra | mpmt

— —r
Hl ] ’ ﬁ‘
[0 ﬂ VITE-NS

Allra-NFS

Previously in this section, both the iSCSI and NFS paths and VLANs were mapped to the appropriate
EPGs. These VLANs were also defined in the physical domains associated with the VPCs. At this point
the Foundation tenant is deployed and should provide connectivity between the ESXi hosts and NetApp
controllers. To validate connectivity, VPCs can be checked for appropriate VLAN forwarding.

1. To validate the VLAN forwarding on the vPC, select FABRIC from the top menu and select

INVENTORY from the sub-menu.

2. Expand Pod 1, Leaf switch, Interfaces, and then vPC Interfaces.
3. Expand the vPC domain (10) and click a vPC.

4. As shown in the screenshot below, the vPC should show both the iSCSI and NFS VLANSs being

forwarded.
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stfrar]n SYSTEM TENANTS

CISCO

INVENTORY | FABRI

VPCInterface-

B Cuick Start
B Topalogy

B rod:

B s A01-9396-1 (MNode-101)

84

ER R o PROPERTIES
R B Fabric Extenders ID: 684
B i intefaces
- Physical Interfaces Local Opera Gl
ER i ~oaregated Interfaces Configured Access VLAN: unknown
ia : 911-912,3270
EES‘ Interface: Configured Trunk VLANs: 911-912,327
10
| = 6ss Configured VLANs: 911-912,3270
! %E pol Up VLANs: 911-912,3270
) eth1/19 4
Suspended VLANs:
BRI 635 |
[ el ;4 Peer Configured VLANS: 911-912,3270
B 6s7 ' Peer Up VLANs: 911-912,3270

BN @ Routed Vian Interfaces

Remote Operational State: U
- Routed Loopback Interfaces P

5. Repeat these steps to validate all the VPCs.

6. Optional: Log into the Leaf using CLI and issue a show vpc command.
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cy Check Not

Storage Part 2 - SAN Boot

Clustered Data ONTAP SAN Boot Storage Setup

iSCSI LIF in Clustered Data ONTAP

1. Create iSCSI logical interfaces (LIFs).

network interface create -vserver Infra Vserver -1if iscsi 1if0Ola -role data
-data-protocol iscsi -home-node <<var node0l>> -home-port
ala-<<var_iscsi_a vlan id>> -address <<var_node0l_iscsi 1if0Ola_ip>> -netmask
<<var nodeOl iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false

network interface create -vserver Infra Vserver -1if iscsi 1if0lb -role data
-data-protocol iscsi -home-node <<var_node0l>> -home-port
ala-<<var_iscsi_b vlan id>> -address <<var_node0l_iscsi 1if0lb_ip>> -netmask
<<var nodeOl iscsi 1if0lb mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false
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network interface create -vserver Infra Vserver -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var_node02>> -home-port
ala-<<var_iscsi_a vlan id>> -address <<var_node02_iscsi 1if02a_ip>> -netmask
<<var node02_ iscsi 1if02a_mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false

network interface create -vserver Infra Vserver -1if iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var node02>> -home-port

ala-<<var_iscsi_b_vlan id>> -address <<var_node02_iscsi_1if02b_ip>> -netmask
<<var node02_ iscsi 1if02b_mask>> -status-admin up -failover-policy disabled

-firewall-policy data -auto-revert false

network interface show -vserver Infra Vserver

Create igroups

From the cluster management node SSH connection, enter the following:

igroup create -vserver Infra Vserver -igroup VM-Host-Infra-01 -protocol iscsi
-ostype vmware -initiator <<var vm host infra 01 ign>>

igroup create -vserver Infra Vserver -igroup VM-Host-Infra-02 -protocol iscsi
-ostype vmware -initiator <<var vm host_infra 02 ign>>

igroup create -vserver Infra Vserver -igroup MGMT-Hosts -protocol iscsi -ostype
vmware -initiator <<var_vm host infra 01 ign>>, <<var_vm host infra 02 ign>>

1@ Use the values listed in Table 21 for the IQN information.

Note  To view the three igroups just created, type igroup show.

Map Boot LUN:s to igroups

1.

From the cluster management SSH connection, enter the following:

lun map -vserver Infra Vserver -volume esxi boot -lun VM-Host-Infra-01 -igroup
VM-Host-Infra-01 -lun-id 0
lun map -vserver Infra Vserver -volume esxi boot -lun VM-Host-Infra-02 -igroup
VM-Host-Infra-02 -lun-id 0

VMware vSphere 5.5 Update 1 Setup

VMware ESXi 5.5 Update 1

This section provides detailed instructions for installing VMware ESXi 5.5 Update 1 in an environment.
After the procedures are completed, two booted ESXi hosts will be provisioned.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to
use the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS
Manager to map remote installation media to individual servers and connect to their boot logical unit
numbers (LUNS).
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Download Cisco Custom Image for ESXi 5.5.0 Ul

Nk wN

Click the link vmware login page

Type your email or customer number and the password and then click Log in.
Click the link CiscoCustomImage5.5.0U1.

Click Download.

Save it to your destination folder.

Log in to Cisco UCS 6200 Fabric Interconnect

Cisco UCS Manager

The IP KVM enables the administrator to begin the installation of the operating system (OS) through
remote media. It is necessary to log in to the Cisco UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1.

e ® NS R WD

—
MBS

Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches
the Cisco UCS Manager application.

To download the Cisco UCS Manager software, click the Launch UCS Manager link.
If prompted to accept security certificates, accept as necessary.

When prompted, enter admin as the user name and enter the administrative password.
To log in to Cisco UCS Manager, click Login.

From the main menu, click the Servers tab.

Select Servers > Service Profiles > root > VM-Host-Infra-01.

Right-click VM-Host-Infra-01 and select KVM Console.

If prompted to accept an Unencrypted KVM session, accept as necessary.

Select Servers > Service Profiles > root > VM-Host-Infra-02.

. Right-click VM-Host-Infra-02. and select KVM Console.

If prompted to accept an Unencrypted KVM session, accept as necessary.

Set Up VMware ESXi Installation

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To prepare the server for the OS installation, complete the following steps on each ESXi host:

NS AWy

In the KVM window, click the Virtual Media node.

If prompted to accept an Unencrypted KVM session, accept as necessary.
Click Add Image.

Browse to the ESXi installer ISO image file and click Open.

Select the Mapped checkbox to map the newly added image.

Click the KVM tab to monitor the server boot.

Boot the server by selecting Boot Server and clicking OK. Then click OK again.

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g


https://my.vmware.com/web/vmware/login
https://my.vmware.com/web/vmware/details?productId=353&downloadGroup=OEM-ESXI55U1-CISCO

W VMware vSphere 5.5 Update 1 Setup

Install ESXi

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To install VMware ESXi to the SAN-bootable LUN of the hosts, complete the following steps on each
host:

1.

On reboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer
from the boot menu that is displayed.

After the installer is finished loading, press Enter to continue with the installation.
Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

Select the LUN that was previously set up as the installation disk for ESXi and press Enter to
continue with the installation.

Select the appropriate keyboard layout and press Enter.
Enter and confirm the root password and press Enter.

The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with
the installation.

After the installation is complete, click on the Virtual Media tab and clear the P mark next to the
ESXi installation media. Click Yes.

Note  The ESXi installation image must be unmapped to make sure that the server reboots into ESXi and not
into the installer.

9.

From the KVM tab, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a
management network for the VMware hosts, complete the following steps on each ESXi host:

ESXi Host VM-Host-Infra-01

To configure the VM-Host - Infra-01 ESXi host with access to the management network, complete
the following steps:

1.

® ® N a0 kWD

—
S

After the server has finished rebooting, press F2 to customize the system.

Log in as root, enter the corresponding password, and press Enter to log in.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var ib mgmt vlan id>> and press Enter.

Select Network Adapters option and select vmnic4 (defined earlier as OOB vNIC) and press Enter.
From the Configure Management Network menu, select IP Configuration and press Enter.

Select the Set Static IP Address and Network Configuration option by using the space bar.

Enter the IP address for managing the first ESXi host: <<var_vm_host_infra 01 ip>>.

Enter the subnet mask for the first ESXi host.
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Enter the default gateway for the first ESXi host.

Press Enter to accept the changes to the IP configuration.

Select the IPv6 Configuration option and press Enter.

Using the spacebar, unselect Enable IPv6 (restart required) and press Enter.

Select the DNS Configuration option and press Enter.

Note  Because the IP address is assigned manually, the DNS information must also be entered manually.

16.
17.
18.
19.
20.
21.
22.
23.

24.
25.
26.

Enter the IP address of the primary DNS server.

Optional: Enter the IP address of the secondary DNS server.

Enter the fully qualified domain name (FQDN) for the first ESXi host.
Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.

Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test.
Press Enter to exit the window.

Press Esc to log out of the VMware console.

ESXi Host VM-Host-Infra-02

To configure the VM-Host-Infra-02 ESXi host with access to the management network, complete
the following steps:

1.

A T AL R o

I T =
LA S
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After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var_ib-mgmt_ vlan id>> and press Enter.

Select Network Adapters option and select vmnic4 (defined earlier as OOB vNIC) and press Enter.
From the Configure Management Network menu, select IP Configuration and press Enter.

Select the Set Static IP Address and Network Configuration option by using the space bar.

Enter the IP address for managing the second ESXi host: <<var _vm_host infra 02 ips>.

Enter the subnet mask for the second ESXi host.

. Enter the default gateway for the second ESXi host.

Press Enter to accept the changes to the IP configuration.
Select the IPv6 Configuration option and press Enter.
Using the spacebar, clear Enable IPv6 (restart required) and press Enter.

Select the DNS Configuration option and press Enter.
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Note  Because the IP address is assigned manually, the DNS information must also be entered manually.

16.
17.
18.
19.
20.
21.
22.
23.

24.
25.
26.

Enter the IP address of the primary DNS server.

Optional: Enter the IP address of the secondary DNS server.

Enter the FQDN for the second ESXi host.

Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.
Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test.
Press Enter to exit the window.

Press Esc to log out of the VMware console.

Download VMware vSphere Client

To download the VMware vSphere Client, complete the following steps:

1.

2.

Open a web browser on the management workstation and navigate to the VM-Host-Infra-01
management [P address.

Download and install the vSphere Client.

Note  This application is downloaded from the VMware website and Internet access is required on the
management workstation.

Download VMware vSphere CLI 5.5

o

$ ® N2 WD

Click the link VMware vSphere CLI 5.5

Select your OS and click Download.

Save it to the destination folder.

Run the VMware-vSphere-CLI-5.5.0.exe.
Click Next.

Accept the terms for the license and click Next.
Click Next on the Destination Folder screen.
Click Install.

Click Finish.

Note  Install VMware vSphere CLI 5.5 on the management workstation
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Log in to VMware ESXi Hosts by Using VMware vSphere Client

ESXi Host VM-Host-Infra-01
To log in to the VM-Host-Infra-01 ESXi host by using the VMware vSphere Client, complete the
following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of
VM-Host-Infra-01 asthe host you are trying to connect to:
<<var_vm_host infra 01 ip>>.

2. Enter root for the user name.
3. Enter the root password.

4. Click Login to connect.

ESXi Host VM-Host-Infra-02
To log in to the VM-Host-Infra-02 ESXi host by using the VMware vSphere Client, complete the
following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of
VM-Host-Infra-02 asthe host you are trying to connect to:
<<var_vm_host infra 02 ip>>.

2. Enter root for the user name.

3. Enter the root password.

Install VMware ESXi Patches

To install VMware ESXi patches on the ESXi host VM-Host-Infra-01 and VM-Host-Infra-02, complete
the following steps:
1. Download the following VMware ESXi patches to the Management workstation:

EP 02 - Express Patch 02

EP 04 - Express Patch 04

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

1. From each vSphere Client, select the host in the inventory.

2. Click the Summary tab to view the environment summary.

3. From Resources > Storage, right-click datastorel and select Browse Datastore.

4. Click the fourth button and select Upload File.

5. Navigate to the saved location for the downloaded patches and select
ESX1550-201404001.zip.

6. Click Open to upload the file to datastorel.

7. Click the fourth button and select Upload File.

8. Navigate to the saved location for the downloaded patches and select
ESXi1550-201406001.zip.

9. Click Open to upload the file to datastorel.
10. Right-click on the ESXi host and select Enter Maintenance Mode, Click Yes.
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11.

12.

From the management workstation, open the VMware vSphere Remote CLI that was previously
installed.

At the command prompt, run the following commands to account for each host.

esxcli -s <<var_vm host_infra 01 _ip>> -u root -p <<var_password>> software vib
update -d /vmfs/volumes/datastorel/ESXi550-201404001.zip
esxcli -s <<var_vm host_infra 02_ip>> -u root -p <<var password>> software vib
update -d /vmfs/volumes/datastorel/ESXi550-201404001.zip
esxcli -s <<var_vm host_infra 01 _ip>> -u root -p <<var_password>> software vib
update -d /vmfs/volumes/datastorel/ESXi550-201406001.zip
esxcli -s <<var_vm host_infra 02_ip>> -u root -p <<var password>> software vib
update -d /vmfs/volumes/datastorel/ESXi550-201406001.zip

Download Updated Cisco VIC enic and fnic Drivers

To download the Cisco virtual interface card (VIC) enic driver, complete the following steps:

~

Note  The enic version used in this configuration is 2.1.2.50. The fnic version used in this configuration is
1.6.0.10.

Open a Web browser on the management workstation and navigate to:
https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-ENIC-21250&
productld=353.

Download the enic_driver 2.1.2.50 esx55-1906033.zip driver bundle

Open the enic driver bundle. This bundle includes the VMware driver bundle which will be uploaded
to ESXi hosts.

enic-2.1.2.50_esx55-offline_bundle-1906033.zip
Save the location of this driver bundle for uploading to ESXi in the next section.

Open a Web browser on the management workstation and navigate to:
https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-FNIC-16010&
productld=353.

Download the fnic_driver 1.6.0.10_esx55-1897613.zip driver bundle

Open the fnic driver bundle. This bundle includes the VMware driver bundle which will be uploaded
to ESXi hosts.

fnic_driver-1.6.0.10_esx55-offline_bundle-1897613.zip

Save the location of this driver bundle for uploading to ESXi in the next section.

Load Updated Cisco VIC enic and fnic Drivers

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To load the updated versions of the enic driver for the Cisco VIC, complete the following steps for the
hosts on each vSphere Client:

1.
2.
3.

From each vSphere Client, select the host in the inventory.
Click the Summary tab to view the environment summary.

From Resources > Storage, right-click datastorel and select Browse Datastore.
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4. Click the fourth button and select Upload File.

5. Navigate to the saved location for the downloaded enic driver version and select
enic-2.1.2.50 esx55-offline_bundle-1906033.zip.

6. Click Open to open the file.

7. Click Yes to upload the . zip file to datastorel.

8. Click the fourth button and select Upload File.

9. Navigate to the saved location for the downloaded fnic driver version and select

fnic_driver 1.6.0.10_esx55-offline_bundle-1897613.zip.
10. Click Open to open the file.
11. Click Yes to upload the . zip file to datastorel.

12. From the management workstation, open the VMware vSphere Remote CLI that was previously
installed.

13. At the command prompt, run the following commands to account for each host (enic):

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var_password>> software vib
install -d
/vmfs/volumes/datastorel/enic-2.1.2.50 esx55-offline bundle-1906033.zip

esxcli -s <<var_vm host_infra 01 _ip>> -u root -p <<var_password>> software vib
install -d
/vmfs/volumes/datastorel/fnic driver 1.6.0.10 esx55-offline bundle-1897613.zip
esxcli -s <<var vm host infra 02 ip>> -u root -p <<var_ password>> software vib
install -d
/vmfs/volumes/datastorel/enic-2.1.2.50 esx55-offline bundle-1906033.zip

esxcli -s <<var_vm _host infra 02 ip>> -u root -p <<var_password>> software vib
install -d
/vmfs/volumes/datastorel/fnic driver 1.6.0.10 esx55-offline bundle-1897613.zip

14. From the vSphere Client, right-click each host in the inventory and select Reboot.

15. Select Yes to continue.
16. Enter a reason for the reboot and click OK.

17. After the reboot is complete, log back in to both hosts using the vSphere Client.

B Adrinistrator: Command Prompt [-=-|-= @

6 2~ UMware UHuare wiph
e vib insta
unle lqﬂbﬂ*i zip

mpleted successfully. but the system needs to be rebhoot

o_hoothank_net-enic_2.1.2.58-10ER.558.8.8.1331828
hoothbank_net-enic_1.4.2.15a-1umw.558.8.8.1331828

“UMware“UHuare vSphere CLIZ» 1i =5 192.168.175.58 -u roo
Ftware vib i all -d /umfs volu sdatastorel/Fnic_driver_1.6.
line_bundle-1897613.zip
|nﬂta1lﬂtunn Fp*uit
date completed successfully, bhut the system needs to he reboot
to be effective.

:_1.6.8.18-10EM.550.0.08.1331828
i~fnic_1.5.8.4-1umw.558.8.08.1331828

C:sProgram Files (xB6>UMuwaresUMuware vSphere CLI>_
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Set Up VMKkernel Ports and Virtual Switch

ESXi Host VM-Host-Infra-01

To set up the VMkernel ports and the virtual switches on the VM-Host -Infra-01. ESXi host,
complete the following steps:

1.

© 9 N A AW

e e e
AN LI A

17.
18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.

From the vSphere Client, select the host in the inventory.
Click the Configuration tab.

In the Hardware pane, click Networking.

On the right side of vSwitcho0, click Properties.

Select the vSwitch configuration and click Edit.

From the General tab, change the MTU to 9000.

Click OK

Click Network Adapters tab, click Add

Select vmnic5 and click Next

Click Next and then click Finish

. Click the Ports tab

Select the Management Network configuration and click Edit.

Change the network label to <VMkernel -MGMT> and select the Management Traffic checkbox.
Click OK to finalize the edits for Management Network.

Select the VM Network configuration and click Edit.

Change the network label to <MGMT Network> and enter <<var_ib-mgmt vlan id>>inthe
VLAN ID (Optional) field.

Click OK to finalize the edits for VM Network.

Click Close

On the right side of iScsiBootvSwitch, click Properties

Select iScsiBootPG and click Edit

Change the Network Label to <VMkernel-iSCSI-A>

Click Ok

Click Close

In the vSphere Standard Switch view, click Add Networking.

Select VMkernel and click Next.

Select Create a vSphere standard switch to create a new vSphere standard switch
Select the check boxes for the network adapter vmnic3

Click Next

Change the network label to <VMkernel-iSCSI-B>

Click Next

Enter the IP address and the subnet mask for the NFS VLAN interface for VM-Host-Infra-01
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Note  To obtain the iSCSI IP address information; login to the Cisco UCS Manager, In the servers tab select
the service profiles template. Click the boot order tab and select the iISCSI-B-vNIC; click set iSCSI boot
parameters; the IP address should appear as the initiator address.

32. Click Finish.
33. In the vSphere Standard Switch view, click Add Networking.
34. Select VMkernel and click Next.
35. Select Create a vSphere standard switch to create a new vSphere standard switch
36. Select vmnic6 and vmnic7 and click Next
37. Change the network label to <VMkernel-NFS> and enter <var nfs vlan id> inthe VLAN
ID (Optional) field.
38. Click Next
39. Enter the IP address <<var nfs vlan ip host_ 01>> and the subnet mask
<<var_nfs vlan ip mask host 01>> for the NFS VLAN interface for
VM-Host-Infra-01.
40. To continue with the NFS VMkernel creation, click Next.
41. To finalize the creation of the NFS VMkernel interface, click Finish.
'rg.'l vSwitch2 Properties [
| Ports | Network Adapters | |
Configuration Summary ROtk Toperies =M
7 vwitch 120 Parts N e VMkemel- HFS
& VMkemel-NFS vMotion and IP ... | VLAN I0: 3170 !
iMation: Disabled
Fault Tolerance Logging: Disabled
Management Traffic: Disabled |
I5C51 Port Binding: Disabled -
NIC Settings
MAC Address: 00:50:56:61:53:d7 |
MTU: 9000 |
IF Settings
1P Address: 192.168.30.4
Subnet Mask: 255.255.255.0
View Routing Table. ..
Effective Pobdes
Security
Promisouous Mode: Reject
MAC Address Changes: Accept
Add... Edit... Remane Forged Transmits: Acoept &
Choge I Help

42,
43.

Select the <vSwitch> configuration and click Edit.

Change the MTU to 9000.

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g



W VMware vSphere 5.5 Update 1 Setup

44. Click OK

45. Select the <VMkernel -NFS> configuration and click Edit.
46. Change the MTU to 9000.

47. Click OK to finalize the edits for the VMkernel-NFS network.

48. To finalize the ESXi host networking setup, close the dialog box. The networking for the ESXi host
should be similar to the following example:

Mebwark oy

ESXi Host VM-Host-Infra-02

To set up the VMkernel ports and the virtual switches on the VM-Host-Infra-02. ESXi host,
complete the following steps:

1. From the vSphere Client, select the host in the inventory.

2. Click the Configuration tab.

3. In the Hardware pane, click Networking.

4. On the right side of vSwitcho, click Properties.

5. Select the vSwitch configuration and click Edit.

6. From the General tab, change the MTU to 9000.

7. Click OK.

8. Click Network Adapters tab, click Add.

9. Select vmnic5 and click Next.

10. Click Next and then click Finish.

11. Click on the Ports tab.

12. Select the Management Network configuration and click Edit.

13. Change the network label to <VMkernel -MGMT> and select the Management Traffic checkbox.
14. Click OK to finalize the edits for Management Network.

15. Select the VM Network configuration and click Edit.

16. Change the network label to <MGMT Network> and enter <<var ib-mgmt vlan ids> inthe

VLAN ID (Optional) field.
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17. Click OK to finalize the edits for VM Network.

18. Click Close.

19. On the right side of iScsiBootvSwitch, click Properties.

20. Select iScsiBootPG and click Edit.

21. Change the Network Label to <VMkernel-iSCSI-A>.

22. Click OK

23. Click Close.

24. In the vSphere Standard Switch view, click Add Networking.

25. Select VMkernel and click Next.

26. Select Create a vSphere standard switch to create a new vSphere standard switch.
27. Select the check boxes for the network adapter vmnic3.

28. Click Next.

29. Change the network label to <VMkernel-iSCSI-B>.

30. Click Next.

31. Enter the IP address and the subnet mask for the NFS VLAN interface for VM-Host-Infra-02.
32. Click Finish.

33. In the vSphere Standard Switch view, click Add Networking.

34. Select VMkernel and click Next.

35. Select Create a vSphere standard switch to create a new vSphere standard switch.
36. Select vimnic6 and vmnic7 and click Next.

37. Change the network label to <VMkernel-NFS> and enter <<var nfs vlan ids>> inthe
VLAN ID (Optional) field.

38. Click Next.

39. Enter the IP address <<var nfs vlan ip host_ 02>> and the subnet mask
<<var_nfs vlan ip mask host 02>> for the NFS VLAN interface for
VM-Host-Infra-02.

40. To continue with the NFS VMkernel creation, click Next.
41. To finalize the creation of the NFS VMkernel interface, click Finish.
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'E.I viwitch2 Properties [T~

Ports | Network Adapters |

Configuration Summary e e e &
f vswitch 120 Ports i Vikemel-NFS
& WMEkernel-NFS vMatien and IP ... | VLAN ID: 3170
vMobion: Cusablad
Fault Tolerance Logging: Disabled
Management Traffic: Disabled
ISCSI Port Binding: Disabled =
MIC Settings
MAC Address: 00:50:56:61:53:d7
MTU: 9000
1P Settings
IP Address: 192, 168.30.4
Subnet Magk: 255,255.255.0
View Routing Table. ..
Effective Pobides
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Add... Edt... Remae Forged Transmits: Accept 5

42, Select the <<vSwitch>> configuration and click Edit.

43. Change the MTU to 9000.

44. Click OK

45. Select the <<VMkernel-NFS>> configuration and click Edit.
46. Change the MTU to 9000.

47. Click OK to finalize the edits for the VMkernel-NFS network.

48. To finalize the ESXi host networking setup, close the dialog box. The networking for the ESXi host
should be similar to the following example:
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Bebwarking

SZandard Swiich: viwichi

Mount Required Datastores

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To mount the required datastores, complete the following steps on each ESXi host:
1. From the vSphere Client, select the host in the inventory.

2. To enable configurations, click the Configuration tab.

3. Click Storage in the Hardware pane.
4

From the Datastores area, click Add Storage to open the Add Storage wizard.
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5 Add Storage o | B |

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network,

E HAS Storage Type

bk T Disk/LUN
o Creabe a datastore on a Fibre Channel, iSCSI, or beal SCSI disk, or mount an existing YMFS volume.

& Network File System
Choose this aption iF you want to areate & Network Fle System,

Help < Back I Next > I Cancel

A

5. Select Network File System and click Next.

6. The wizard prompts for the location of the NFS export. Enter
<<var_node02 nfs 1if infra datastore 1 ip>> asthe IP address for

nfs 1if infra datastore 1.
7. Enter /infra datastore_ 1 as the path for the NFS export.
8. Confirm that the Mount NFS read only checkbox is not selected.

9. Enter infra datastore_1 as the datastore name.
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() Add Storage F=% E5B =

Locate Network File System
which shared folder will be used as a vSphere datastore?

B Has Properties
Metwork File System

to Complete

Server:  [192.168.170.152
Examphes: nas, nas.it.com, 192.168.0.1 or
FEGD:D:0:0:2AA FF-FEFA:4CAZ

Folder: |.I'n‘ra_da'tasbor¢_1.
Example: fvolsfvol0/datastore-001

™ Mount NFS read only

i If adatastore already ecdsts in the dabacenter for this NFS share and you inbend
~  toconfigure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used For the ariginal datastore.
Different input data would mean different datastores even if the underhying NFS
storage is the same,

Res

Datastore Mame

finfra_datastore 1|

Help | = Back I Next = I Cancel

10. To continue with the NFS datastore creation, click Next.

11. To finalize the creation of the NFS datastore, click Finish.
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12. From the Datastores area, click Add Storage to open the Add Storage wizard.
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5 Add Storage o | B |

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network,

=] HAS Storage Type

Metwiork File System :
bk T Disk/LUN
’ Create a dakastore an a Fibre Channel, iSCSI, or local SCSI disk, or mount an exdisting YMFS volume.,

& Network File System
Choose this aption iF you want to areate & Network Fle System,

Help < Back I Next > I Cancel

13. Select Network File System and click Next.

14. The wizard prompts for the location of the NFS export. Enter
<<var_node0l nfs 1if infra swap ips>> as the IP address for
nfs 1if infra swap.

15. Enter /infra swap as the path for the NFS export.
16. Confirm that the Mount NFS read only checkbox is not selected.

17. Enter infra swap as the datastore name.
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1 Add Storage = | E )

Locate Network File System
Which shared Folder will be used as a vSphere datastore?

B Has Properties
Metwork File System

Readhy b

Server:  [192.168.170.151

Examples: nas, nas.it.com, 192.168.0.1 or
FEBD: 000 2AA FF-FESA:4CA2

Folder: |Hra_sw
Example: fvolsfvollfdatastore-001

™ Mount NFS read onbr

.  IF adatastore already exists in the datacenter For this NFS share and you intend
" toconfigure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used for the original datastore.
Different input data would mean different datastores even if the underhying NFS
storage is the same,

Datastore Mame

[i'\fra_:manl

Help < Back I Next = I Cancel

18. To continue with the NFS datastore creation, click Next.

19. To finalize the creation of the NFS datastore, click Finish.

Configure NTP on ESXi Hosts

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To configure Network Time Protocol (NTP) on the ESXi hosts, complete the following steps on each
host:

1.

AU T o

From the vSphere Client, select the host in the inventory.
To enable configurations, click the Configuration tab.
Click Time Configuration in the Software pane.
Click Properties at the upper-right side of the window.
At the bottom of the Time Configuration dialog box, click Options.
In the NTP Daemon (ntpd) Options dialog box, complete the following steps:
a. Click General in the left pane and select Start and stop with host.
b. Click NTP Settings in the left pane and click Add.

In the Add NTP Server dialog box, enter <<var global ntp server ips>> astheIP address
of the NTP server and click OK.
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In the NTP Daemon Options dialog box, select the Restart NTP service to apply changes checkbox

and click OK.

In the Time Configuration dialog box, complete the following steps:

a. Select the NTP Client Enabled checkbox and click OK.

b. Verify that the clock is now set to approximately the correct time.

Note  The NTP server time may vary slightly from the host time.

Move VM Swap File Location

ESXi VM-Host-Infra-01 and VM-Host-Infra-02

To move the VM swap file location, complete the following steps on each ESXi host:

1.

AN T o

From the vSphere Client, select the host in the inventory.

To enable configurations, click the Configuration tab.

Click Virtual Machine Swapfile Location in the Software pane.

Click Edit at the upper-right side of the window.

Select Store the swapfile in a swapfile datastore selected below.

Select the <datastore name> datastore in which to house the swap files.

i Wirtual Bachine Swapfile Location @
Swapfile Location
¢~ Store the swapfile in the same directary as the virtual machine.
This is a recommended opkian.
* Store the swapfile in a swapfile datastore selected below,

i This option could degrade wMation performance for the affected wirtual machines,
Marne Capacity | Provisioned Free Tvpe Thin Provis
[datastorel] 2.50GE 599,00 MB 1.92 GB YMF3 Supported
[infra_dataskor... 500.00 GE 5,90 ME 499,99 GE MNFS Supported
[inFra_swap] 100,00 GE 156.00 KB 100,00 GBE  MFS Supporked
Pl il 3

(a4 | Cancel Help
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7.

Click OK to finalize moving the swap file location.

VMware vCenter 5.5 Update 1

The procedures in the following subsections provide detailed instructions for installing VMware vCenter
5.5 Update 1 in an environment. After the procedures are completed, a VMware vCenter Server will be
configured.

Build Microsoft SQL Server Virtual Machine

To build a SQL Server Virtual Machine (VM) for the VM-Host-Infra-01, complete the following
steps:

1.

® N R WS

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.

26.

Log in to the host by using the VMware vSphere Client.

In the vSphere Client, choose the host in the inventory pane.
Right-click the host and choose New Virtual Machine.
Choose Custom and click Next.

Enter a name for the VM. Click Next.

Choose <<datastore name>>. Click Next.

Choose Virtual Machine Version: 8. Click Next.

Verify that the Windows option and the Microsoft Windows Server 2012 (64 Bit) version are
selected. Click Next.

Choose two virtual sockets and one core per virtual socket. Click Next.
Choose 8GB of memory. Click Next.

Choose one network interface card (NIC)

For NIC 1, choose the <<Network>> Network option and the VMXNET 3 adapter. Click Next.
Keep the LSI Logic SAS option for the SCSI controller Selected. Click Next.
Keep the Create a New Virtual Disk Option selected. Click Next.

Make the disk size at least 80GB. Click Next.

Click Next.

Check the edit the virtual machine setting before completion. Click Continue.
Click the Options tab.

Choose Boot Options.

Check the Force Bios Setup check box.

Click Finish.

From the left pane, expand the host filed by click the plus sign (+).
Right-click the newly created SQL Server VM and click Open Console.
Click the third button (green right arrow) to power on the VM.

Click the ninth button (CD with a wrench) to map the Windows Server 2012 R2 ISO, and then
choose Connect to ISO Image on Local Disk.

Navigate to Windows Server 2012 R2 ISO, select it, and click Open.
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In the BIOS Setup Utility window and use the right arrow key to navigate to the Boot menu. Use the
down arrow key to choose CD-ROM Drive. Press the plus (+) key twice to move CD-ROM Drive
to the top of the list. Press F10 and Enter to save the selection and exit the BIOS Setup Uitility.

The Windows Installer boots. Choose the appropriate language, time and currency format and
keyboard. Click Next.

Click Install Now.
Make sure that Windows 2012 R2 Standard (Server with a GUI) option is selected. Click Next.
Read and accept the license terms and click Next.

Choose Custom (Advanced). Make sure that DiskO Unallocated Space is selected. Click Next to
allow the Windows installation to complete.

After the Windows installation is complete and the VM has rebooted, Click OK to set the
Administrator password.

Enter and confirm the Administrator password and click Finish.

After logging into the VM desktop, from the VM console window, choose the VM menu. Under
Guest, choose Install/Upgrade VMware Tools. Click OK.

Click OK “Installing the VMware tools package will greatly enhance graphics and mouse
performance in your virtual machine.”

If prompted to eject the Windows installation media before running the setup for the VMware tools,
Click OK, then click OK.

Navigate on the CD-ROM drive, choose Run setup64.exe.
In the VMware Tools installer window, click Next.

Make sure that Typical is selected and click Next.

Click Install.

Click Finish.

Click Yes to restart the VM.

After the reboot is complete, choose the VM menu. Under Guest, choose Ctrl+Alt+Del and then
enter the password to log into the VM.

Set the time zone for the VM, IP address, gateway, and host name. Add the VM to the Windows AD
domain.

If necessary, activate Windows.

Log back into the VM and download and install all required Windows updates.

Install Microsoft SQL Server 2012 SP1

To install SQL Server on the vCenter SQL Server VM, follow these steps:

1.

ook wN

Connect to an AD Domain Controller in the Windows Domain and add an admin user in Active
Directory Users and Computer tool. This user should be member of the Domain Administrator
Security Group.

Log into the vCenter SQL Server VM as the admin user and open Server Manager.
Click Manage and then select Add Roles and Features to start the Add roles and Features Wizard.
Click Next.

On the Select installation screen, select Role-based or feature-based installation.
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10.

11.
12.
13.
14.
15.
16.
17.
18.
19.

20.
21.
22.
23.
24,
25.
26.
27.
28.

Select target Server and click Next.
Click Next on Server Roles.
On the Select Features screen, check the box .Net Framework 3.5 Features and click Next.

On the Confirm installation selections screen, a warning will be displayed asking Do you need to
specify an alternate source path?. If the target computer does not have access to Windows Update,
click the Specify an alternate source path link to specify the path to the \sources\sxs

folder on the installation media and then click OK. After you have specified the alternate source, or
if the target has access to Windows update, click the X next to the warning, and then click Install.

Click Close.

Open Server Manager click on Tools and then select Windows Firewall with Advanced Security.
Choose Inbound Rules and click New Rule.

Choose Port and click Next.

Choose TCP and enter specific local port 1433. Click Next.

Choose Allow the Connection. Click Next, and the click Next again.

Name the rule SQL Server and click Finish.

Close the Windows Firewall with Advanced Security.

In the vCenter SQL Server VMware console, click the ninth button (CD with a wrench) to map the
Microsoft SQL Server 2012 SP1 ISO. Choose Connect to ISO Image on Local Disk.

Navigate to the SQL Server 2012 SP1, select it, and click open.

In the dialog box, click Run Setup.exe.

In the SQL Server Installation Center window, click Installation on the left.

Click on New SQL Server stand-alone installation or add features to an existing installation.

On Setup Support Rules screen, click OK.

Choose Enter the Product Key. Enter a product key and click Next.

Read and accept the license terms and choose whether to check the second check box. Click Next.
On the Product Updates screen, Click Next.

Click Show details>> Address any warning except for the Windows Firewall Warning. Click Next
on Setup Support Rules screen.

Note  The Windows Firewall issue was addressed in Step 16.

29.
30.
31.

32.
33.
34.
35.

Choose SQL Server Feature Installation and click Next on the Setup Role screen.
Under Instance Features, Choose Only Database Engine Services.

Under Shared Features, choose Management Tools - Basic and Management Tools - Complete and
click Next.

On the Installation Rules screen click Show details>> Address any warning and click Next
Keep the Default instance selected. Click Next.
Click Next on the Disk Space Requirements screen.

For the SQL Server Agent Service and SQL Server Database Engine choose the first cell in the
account Name column and then click <<Browse...>>.
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Enter the local Machine Administrator name (for example, systemname\Administrator), Click
Check names, and click OK.

In the password field enter your password.
Change the startup type for SQL Server Agent to Automatic, and Click Next.

Choose Mixed Mode (SQL Server and Windows Authentication. Enter and confirm the password
for the SQL Server System Administrator (sa) account, Click Add Current User, and Click Next.

Choose whether to send error reports to Microsoft and click Next.

On the Installation Configuration Rules screen, Click Show details>> Address any warning. Click
Next.

Click Install.

After the installation is complete, click Close.

Close the SQL Server Installation Center.

Install all available Microsoft updates by going to Control Panel and select Windows Updates.
Open SQL Server Management Studio.

Under Server Name, choose the local machine name. Under Authentication, choose SQL Server
Authentication. Enter sa in the Login field and enter the sa password. Click Connect.

Click New Query on the toolbar.
Run the following script, substituting the vpxuser password for <Passwords.

use [master]

go

CREATE DATABASE [VCDB] ON PRIMARY

(NAME = N'vedb', FILENAME = N'C:\VCDB.mdf', SIZE = 4000KB, FILEGROWTH = 10% )
LOG ON

(NAME = N'vcedb log', FILENAME = N'C:\VCDB.ldf', SIZE = 1000KB, FILEGROWTH = 10%)
COLLATE SQL Latinl General CP1 CI_AS

go

ALTER DATABASE [VCDB] SET RECOVERY SIMPLE

use VCDB

go

sp_addlogin @loginame=[vpxuser], @passwd=N'<password>', @defdb='VCDB',
@deflanguage='us_english'

go
ALTER LOGIN [vpxuser] WITH CHECK POLICY = OFF

go

CREATE USER [vpxuser] for LOGIN [vpxuser]

go

use MSDB

go

CREATE USER [vpxuser] for LOGIN [vpxuser]

go

sp_addrolemember @rolename = 'db owner', @membername = 'vpxuser'
go

use VCDB

go

sp_addrolemember @rolename = 'db owner', @membername = 'vpxuser'
go

Note  This example illustrates the script.
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50. Click Execute and verify that the query executes successfully.
51. Close Microsoft SQL Server Management Studio.
52. Disconnect the Microsoft SQL Server 2012 ISO from the SQL Server VM.

Build and Set Up VMware vCenter Virtual Machine

Build VMware vCenter Virutal Machine

To build the VMware vCenter virtual machine, complete the following steps:

1. Using the instructions for building a SQL Server VM provided in the section "Build Microsoft SQL
Server VM," build a VMware vCenter VM with the following configuration in the
<<var_ ib-mgmt vlan_ id>> VLAN:

— 12GB RAM
— Two CPUs
— One virtual network interface

2. Start the VM, install VMware Tools, and assign an IP address and host name to it in the Active
Directory domain.

Set UP VMware vCenter VM

To setup the newly built VMware vCenter VM, complete the following steps:

1. Log into the vCenter VM as the admin user and open Server Manager

Click Manage and then select Add Roles and Features to start the Add roles and Features Wizard.
Click Next.

On the Select installation screen, select Role-based or feature-based installation.

Select target Server and Click Next.

Click Next on Server Roles.

A U S o

On the Select Features screen, check the box .Net Framework 3.5 Features and click Next.
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8. On the Confirm installation selections screen, a warning will be displayed asking Do you need to
specify an alternate source path?. If the target computer does not have access to Windows Update,
click the Specify an alternate source path link to specify the path to the \sources\sxs folder on the
installation media and then click OK. After you have specified the alternate source, or if the target
has access to Windows update, Click the X next to the warning, and then click Install.

9. Click Close.

10. Click the link Windows SQL Server 2012 SP1 Feature Pack.

11. Click Download.

12. Select the file name ENU\x64\sqlncli.msi and click Next.

13. Save it to a destination folder and run it.

14. On the Microsoft SQL Server 2012 Native Client Setup click Next.
15. Accept the license terms and click Next.

16. Click Next.

17. Click Install.

18. Click Finish.

19. Create the vCenter database data source name (DSN). Open Data Source (ODBC) by selecting
Server Manager > Tools > ODBC Data Sources (64-bit).

20. Click the System DSN tab.

21. Click Add.

22. Choose SQL Server Native Client 11.0 and Click Finish.

23. Name the data source VCDB. In the server, enter the IP address of the vCenter SQL server and
24. Click Next.

Create a New Data Source to SQL Server .

This wizard wil help you create an ODEC data source that you can use to
connect to SAL Server.

VWhat name do you want to use fo refer to the data source?

Name: |[80[]

How do you wank to describe the data source?
Description:

et

Which SQL Server do you want to connedt to?
Server. |192.168.3.13 v

Frish || Ned> Cancel | | Hep

25. Choose With SQL Server authentication using a login ID and password entered by user. Enter
vpxuser as the login ID and vpxuser password. Click Next.
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How shoukd SOL Server verfy the authenticly of the logn 1D?

() With Windows NT authentication using the network login ID.

@Wm Sﬂlll_rﬁwaﬁﬁﬁoﬂimmigahﬂllﬂaﬂw
entered user.

To change the network ibrary used to communicate with SQL Server,
click Chent Configuration.

| ent Configraton.._|

EﬁmrmtoSQLSumto obiain defaukt settings forthe
Login ID: |veouser
Pmld: |IIIIIIII|

<Back | Net> || Cancel | |

26. Choose Change the Default Database to and choose VCDB from the list. Click Next.

[w] Change the default database to:
|vcos

[[] Attach database filename:

[+ Use ANSI quoted identfiers.
[] Use ANSI nulle, paddings and wamings.

DU&emel'EimerSDL Server f the pimary SQL Server iz not
avaiable.

27. Click Finish.

28. Click Test Data Source. Verify that the test completes successfully.

29. Click OK and then Click OK again.

30. Click OK to close the ODBC Data Source Administrator (64-bit) window.
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31. Install all available Microsoft Windows updates by Right Click on Start > Control Panel > Windows
Update.

Install VMware vCenter Server

vCenter Server VM

To install vCenter on the vCenter Server VM, complete the following steps:

1. In the vCenter Server VMware console, click the ninth button (CD with a wrench) to map the
VMware vCenter ISO and choose Connect to ISO Image on Local Disk.

2. Navigate to the VMware vCenter 5.5 (VIMSetup) ISO, select it, and click Open.
3. In the dialog box, click Run autorun.exe.

4. Inthe VMware vCenter installer window, make sure that VMware vCenter Simple Install is selected
and click install.

1) VMware vCenter Installer [= | = .

vmware vSphere' 5.5

Vidware vCenler Server Simple Install

Simpde Insta Simple Install insialls vCenber Single Sign-0n, vSphers Web Client, vCanter imveniory
Serdce, and vCenler Senver on the same host or virlual machine.

Cusiom Install

wCenler 2ingle Sign-0n ARernalively, 1o customize Me locaion and selup of each component, use the Cusiom

Install method i install he components separately. Install compoenents in this order
wEphere Web Client

wvisenier Imvenony Sedvice wisenier Single Sign-On

1
2. vSphere Wab Clignd
3

1)
¥Centar Sarver wiCenier Inveniony Sensce

Viharare vCenter Deskiop Clhenl wenter Server

Wiltware vEphere Chent

For a list of informaton you need 1o install these components, see the installaion checiist
Vidware vCenter Support Tools hpiwaww aTsaarne comingo Pid=1266

vEphere Uipdate Manager

: Frerequisites
vSphers ESXi Dump Collector Reguires Microg ol MET 3.5, This will Be installed sutomaseally but requires an actve
vEphere Sysiog Collecior internet connecion

vSphere Aulo Deploy
vEphere Authentication Proxy
Haost Agent Pre-Lipgrade Checker
wCenter Corificate Automation Tool

Exit

Explore Meadia

5. Click Next on the Welcome to the vCenter Single Sign-On Setup screen.

6. Accept the terms of the license agreement and click Next.

7. Click Next on Simple Install Prerequisites check screen.

8. Enter and confirm <<var password>> for administrator@vsphere.local . Click Next.
9. Click Next on Simple Install Configure Site window.

10. Click Next on Simple Install Port Setting window.

11. Click Next on Change destination folder.

12. Review the installation option and click Install.
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13. Click Yes to accept and continue with SSL SHA1 SSO lookup Service Leaf certificate.
14. Enter the vCenter 5.5 license key and click Next.
15. Choose Use an Existing Supported Database. Choose VCDB from the Data Source Name list and
click Next.
i VMware vCenter Simple Install .
Database Options
Select an QCBC data source for wCenter Server,
vCenter Server requires a database.
— Install a Microsoft SQL Server 2008 Express instance
=" This option only suports deployments with up to 5 hosts or 50 virtual machines
(®) Use an existing supported database
Data Source Name (DSM): | W
InstallShield
< Back | | Mext = | | Cancel
16. Enter the vpxuser password and click Next.
17. Click Next vCenter Server Service Window.
18. Click Next on Configure Ports screen.
19. Choose the vCenter Server Configuration that best describe your setup. Click Next.
20. Click Install to Install VMware vCenter.
21. Click Yes to accept and continue with SSL SHA1 SSO lookup Service Leaf certificate.
22. Click Finish.
23. Click OK.
ESXI Dump Collector Setup
1. Inthe VMware vCenter Installer window, under vCenter Support Tools, select vSphere ESXi Dump
Collector.
2. Click Install.
3. Select the appropriate language and click OK.
4. In the vSphere ESXi Dump Collector Installation Wizard, click Next.
5. Accept the terms in the License Agreement and click Next.
6. Click Next to accept the default Destination Folders.
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7. Click Next to accept a Standalone installation

8. Click Next to accept the default ESXi Dump Collector Server Port (6500).

9. Select the VMware vCenter Server IP address from the drop-down menu. Click Next.
10. Click Install to complete the installation.

11. Click Finish.

12. Click Exit tin the VMware vCenter Installer window.

13. Disconnect the VMware vCenter ISO from the vCenter VM.

Note A restart might be required.

14. Back on the Management Workstation, search for Command Prompt and do a right-click on the
Command Prompt entry and then click Run as administrator option to open elevated Command
Prompt

15. For 64 bit OS go to C:\ProgramFiles(x86)\VMware\Vmware vSphere CLI\bin directory and for 32
bit OS is C:\ProgramFiles\VMware\Vmware vSphere CLI\bin

16. Set each ESXi Host to coredump to ESXi Dump Collector by running the following commands:

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> system coredump
network set --interface-name vmkO --server-ipv4 <<var_vcenter_server ip>>
--server-port 6500

esxcli -s <<var_vm _host infra 02 ip>> -u root -p <<var password>> system coredump
network set --interface-name vmkO --server-ipv4 <<var_ vcenter server ip>
--server-port 6500

esxcli -s <<var_vm _host infra 01 ip>> -u root -p <<var password>> system coredump

network set --enable true
esxcli -s <<var_vm _host infra 02 ip>> -u root -p <<var password>> system coredump
network set --enable true

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> system coredump
network check

esxcli -s <<var vm host infra 02 ip>> -u root -p <<var_ password>> system
coredump network check
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Program Fil
p HighUBal
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Program Fi

ot —p HlghUBl

Program Fil
p HighUBale

Administrator: C\Windows\system32\cmd.exe

UHuware vwSphere
tem co mp network set
spr—port 65608
1i -5 192.1
name vmkB -
s 192.168.3.2
“UHware vSphere CLINbin =11 -5 192.1
lump network zet enable true

s 192.168

Login to vSphere Web Client

1. Using a web browser, navigate to the VMware vSphere Web Client site.

2. Click Download the Client Integration Plug-in.

User name: |

Password:

3. Click Run.

VMware vSphere Web Client

4. Closed the indicate browser and click Retry.
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VMware Client Integration Plug-in 5.5.0 .

. Close the following browsers to proceed:
.I_IA - Microsoft Internet Explorer

Retry | ‘ Cancel

Click Next.
Accept the license terms and Click Next.
Click Next on Destination Folder window.

Click Finish.

e ® 2 &

In the user name type in administrator@vsphere.local and Password your <<password>.

Unet VMware vSphere Web Client

Logis

10. Click Login.

Adding the AD Account to Administrator Group and Delegate Permission on the vCenter

Log in to the vSphere Web Client as Administrator@vsphere.local.
From the home Location, navigate to >>Administration>>Single Sign-ON>>User and Groups>>.

Select the Groups.

El o

Click on Administrators on Group Name.
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5. Click the + on Group Members.
6. Change the Domain to <<domain>>.

7. Highlight the Administrator and click Add.

Add Principals

-~
|\.3’

Selectusers from the list or type names in the Users text box. Click Check names to
validate your entries againstthe directory.

Domain: | ridgeflexlocal |-|

Users and Groups

| Show Users First |+ | [ @ Search

Usar Group 2 a Descriptian/Full narme

o AD1-ESX-2% m
& A01-vCS E
& A01-VC1S

& Administrator

& Guest

& krbtgt

&R Arcess Control Assistance Onaerato Mremhbers of this aroun can remaotely oo

Add

Users: |ricigeﬂex.lacalmdministratar |

Groups: ,_ ]

Separate multiple names with semicolons | Checknames

[. oK | [ Cancel ]

8. Click OK.
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Navigate to > Home > vCenterServers and Click on your <<vcenter_server>>,
Click the Manage tab.

Click the Permissions tab.

Click + sign.

Click Add.

Select your domain.

Highlight Administrator and double-click it.

Click OK.

Change the Assigned Role to Administrator and click OK.

Log out from vSphere Web Client.

Log in to the vSphere Web Client as Administrator@<<domain>>.

Set Up vCenter Center with a Datacenter, Cluster, DRS and HA

==Y

$ ® N2 0 kWD

In the vSphere Web Client, navigate to the >>vCenter>>vCenter Servers>>vCenter _name.
Select Actions > New Datacenter.

Rename the datacenter and click OK.

Browse to a datacenter in the vSphere Web Client navigator.

Right-click the datacenter and select New Cluster.

Select DRS and vSphere HA cluster features.

Select the DRS Turn ON check box.

Select the vSphere HA Turn ON check box.

Click OK.

Add Host to vCenter

S A L

10.

In the vSphere Web Client, navigate to a datacenter, cluster, or folder within a datacenter.
Right-click the datacenter, cluster, or folder and select Add Host.

Type the IP address or the name of the host and click Next.

Type root credentials and click Next.

Click Yes to accept the certificate.

Review the host summary and click Next.

Assign a license key to the host. Click Next.

(Optional) Select Enable Lockdown Mode to disable remote access for the administrator account
after vCenter Server takes control of this host and click Next.

(Optional) If you add the host to a datacenter or a folder, select a location for the virtual machines
that reside on the host and click Next.

Review the summary and click Finish.
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Cisco ACI - Virtual Machine Manager

The following section provides a detailed procedure for configuring the Cisco APIC to communicate and
control VMware Distributed Switch (VDS). In this section, VMware vCenter attachment to ACI will be
covered.

Defining VMware Distributed Switch Policies

In the Cisco UCS environment, the VDS uplink configuration requires the following three parameters to
be set:

* No Port-Channel for uplink ports
e CDP used as the discovery protocol
« LLDP disabled as the discovery protocol

This configuration requires modifying the Access Entity Profiles (AEP) defined for the Cisco UCS
Fabric Interconnects; to do so,complete these steps:

1. From the top menu, select FABRIC.

2. Select ACCESS POLICIES from the sub menu.

3. From the left menu bar, expand Global Policies and Attachable Access Entity Profiles.
4

Select aep-<UCS_FI> where UCS_FI is the name used for UCS Fabric Interconnect profile in the
previous sections.

5. On the right, click Action and select Config vSwitch Policies.

WM WE TROREMG LA-LT SERVES

vt AT % || MKESE POUKHE
_ Attachable Access Entity Profile - aep-AD1-6248 i
— [S1E]

Om PROPERTIES

6. In the CONFIG VSWITCH POLICIES dialog box, select CDP_Enable as the CDP Policy.
7. Select LACP_MAC Pinning as the LACP Policy.
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8. Select LLDP_ Disabled as the LLDP Policy.

CONFIG VSWITCH POLICIES 0L

Config vSwitch Policies

CDP Policy: CDP_Enable v 3
LACP Policy: | LACP_MAC_Pinning v @
LLDP Policy: | LLDP_Disabled| v P

SLBMIT CANCEL

9. Click SUBMIT.
10. Verify the resulting AEP configuration.
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11. Click SUBMIT.

12. From the top menu, select VM NETWORKING.

13. Select POLICIES from the sub menu.

14. From the left menu bar, click VM Provider VMware.
15. Under PROPERTIES, click + to add vCenter Domains.
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N ' | POLICIES

Provider Profile - VM Provider VMware
.|1:L k Start
8 [ vM Provider Microsoft
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PROPERTIES
Vendor: VMware

vCenter Domains: JFMFS
- MAME

16. In the CREATE VCENTER DOMAIN dialog box, provide a Name" to identify the vCenter.
17. Make sure the VMware vSphere Distributed Switch is selected as the Virtual Switch.

18. From the Associated Attachable Entity drop-down list, select the AEP previously defined for UCS
Fabric Interconnect

19. From the VLAN Pool drop-down list, select Create VLAN Pool.

CREATE VCENTER DOMAIN

Specify vCenter domain users and controllers
Name: .-Aﬂi-VC
Virtual Switch: @ YMWare vSphere Distributed Switch
() Cisco AVS

Associated Attachable Entity AD - w
orofile, | 3€P-A01-6248 2
VLAN Pool: {n i

vCenter Credentials: -
Ser Lrecenias: Creais VAN Pool -
Profile Name Username

20. In the CREATE VLAN POOL dialog box, provide a name (for example, vp-<NAME of vCenter>
of the VLAN pool to be used for dynamically allocating VLANs to the EPGs.

21. Select Dynamic Allocation as the Allocation Mode.

22. Click + next to the Encap Blocks.
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CREATE VLAN POOL

Specify the Pool identity
Name: | vp-AD1-VC
Description:
Allocation Mode: @ Dynamic Allocation
1) Static Allocation

VLAN Range

23. In the CREATE RANGES dialogue box add the VLAN range 1101 to 1200.

Note  This range can be different depending on customer requirements.

CREATE RANGES [i]%

Specify the Encap Block Range
Type: VLAN
Range: 1101 - 1200

T
24. Click OK.
25. Click SUBMIT.
26. Click + sign next to vCenter Credentials.
27. In the CREATE VCENTER CREDENTIALS dialog box, add vCenter Name.
28. Add admin username for vCenter in the following format: user@DOMAIN.

29. Add the password for the admin user and confirm the password.
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CREATE VCENTER CREDENTIAL (i ]%

30.
31.
32.
33.
34.
35.
36.
37.

Specify account profile

Mame: A01-VC
Description:

Usemame:  administrator@ndgeflex
Pascword: sssssess

Confirm Password: ssesssss

B
[ oc | o

Click OK.

Click + next to vCenter/vShield.

In the CREATE VCENTER/VSHIELD CONTROLLER dialog box, select vCenter as the Type.
Add the Name of the vCenter Controller.

Add DNS name or IP address in Hostname (or IP Address).

Select the DVS Version from the drop-down list.

Select Enabled for the Stats Collection.

Type the name of the vCenter DataCenter; verify the name in the vCenter.

(3! AD1-¥C 1.ridgeflex.local - vSpherd

File Edt View Inventory Administr

Ed E3 f__: Horne bﬁ‘jlm

38.

] [t AD1-VC1.ridgeflex.local

B & ACLDC

From the Associated Credentials drop-down list, select the vCenter credentials previously defined.
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CREATE VCENTER/VSHIELD CONTROLLER

Specify controller profile
Type: @ vCenter
) vCenter + vShield

VCENTER CONTROLLER

Name:  AD1-VCenter
Host Name (or [P Address):  172.26.163.50
DVS Version: DVS Version 5.5 w
Stats Collection: @ Enabled
(") Disabled
Datacenter: | ACI_DC
Management EPG: >

Associated Credential: | A01-VC v @

39. Click OK.

40. vCenter domain is now defined.
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= 2 \/ | L IVEATIN

Specify vCenter domain users and controllers
Name: | AGL-NVC

Virtual Switch: @ VMWare vSphere Distnbuted Swatch
Cisco AVS

Aﬁoc-abtd-ﬁlt&hhkpir;ﬁ 2ep-AL-6248 v @

VLAM Pool: vp-AD1L-WC(dynamic) v 3@
Description

Profile Name Usemname:
AD1-VC administrator@ridgefiex
TSR
Hame P Type Stats Coflection
ADL-NCeriter 172.26.163.50 wierber Enabled

SUBMIT CANCEL

41. Click Submit.

VMware Distributed Switch - Deployment Validation

The Cisco APIC defines a new VDS in the vCenter. This can be verified using both Cisco APIC as well

as VMware vCenter.
Log in to APIC, select VM NETWORKING from the top menu and INVENTORY from the

1.
submenu.

2. Expand VMware, vCenter and then DVS.
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sl SYSTEM TENANTS FABRIC Vi NETWORKING L4-L7 SERVICES
cISco
IMVEMTORY | F
Imventory A Distributed Virtual Switch - DVS - A01-VC
. Ouick Start
H‘_;J'n.r wolt

oy
1 PROPERTIES
X i Hypervisors Hame: ADL-VC
= E ovs - anpve
n-l'ul.' aps s ol

Drscovery Protocal Type: cdp
Descovery Protocol Operation: both
LACP Enabled: no
MTU: 9000
3. Validate the MTU size, LACP value (should be disabled) and Discovery Protocol (should be CDP).
4. Log in to the vCenter using the vSphere Client.
5. Browse to Networking. A new folder with VDS is available.

vmware: vSphere Web Client ft @

4 vCenter » ¥ K S ADNVC.DVUplinks-382  Actions -
ol I B | @ | cenngStarted | Summary | Monitor Manage Related Objects
[ AD-VC 1 ridgenexiocal ) '
& ADAVC- [V Uplinks 182
- [l ACI_DC : s : 5
| - [TIAD1-VE b bt et
| VILAHN trunk range:  0.4054
» AM-VC [ .
mg_, T ==
€3 192_MET
€3 Net192.168.3.0
£3 WM Network
=  Distributed Port Group Details o) = Policies
Distributed swilch = A » Secunty Custom
Hosts 0 v Ingress traffic shaping Disabled
Virual rnachings 0 » Egress traffic shaping Disabled
¢ Teaming and failover
= Taps O
Azigned Tag Calegaey Descriplion
This list is empty
|+ | Recent Tasks o

Il A Running Falled

| v Reconfigure vSphere Distribu = |
= Al-VC

|| ¥ Reconfigure Distributed Por ¢
&, AD1-VC-DVUplinks-382
¥ Reconfigure vSphere Distribu

|| & Aot-ve

|| ¥ Create 3 vSphere Distributed
£ ant-ve -
|| My Tasks = More Tasks
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6. Right-click the Uplink PortGroup and click Edit Settings.
7. Click LACP.
8. Validate the Status is Disabled.

Stabus: Digabled | = |
Mpde;

D To properly enable LACP, all podt groups back
load balancing, neteork failure detechion pol:

Traffic ftoring and marking
Mg laneous

Adding Hosts to VMware Distributed Switch

While Cisco APIC defines and configures the VDS automatically based on user configuration, the ESXi
hosts need to be added to the VDS and Uplinks need to be defined manually.

To add hosts to the VMware distributed switch, complete the following steps:

1. From the networking tab in vSphere web client, right-click on the VDS and click Add and Manage
Hosts.
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vmware" vSphere Web Client

2 ADIVC | Acton:

¥ ] & [ ] | @ || cotingStated sul
w [ AN-VC ridgefiexlocal

» [ ACIDC @ Virtual Mach

»[A01VC

"
.}..‘ vCenter

& Actions - ADI-VC
B/ % ow Distibuted Port Group..
ﬁ‘” 3 &y Manage Distributed Fnltﬁmups

o | |[." Add and Manage Host

rade Distributed Switch
&® Edit Seflings...

Move To..
Faname.
L& Assign Tag..
4% Remove Tag
Aarms 3

Al vCenter Actions (]

In the Add and Manage Hosts wizard, select Add hosts and click Next.
Click + to add New hosts.

Select all the hosts that need to be part of the VDS.

. Click OK.

R WD

@ Incompatible Hosts |, Filter -

B Hast Host State Cluster

el ﬁ #01-@2xi-101 ridgae local Cannected [P infra_Cluster

o @ a01-esx-10Zridgefiexiocal  Connected [P Inta_Cluster

# [ s01-esx-103rdgefexiocal  Connected ) infra_Cluster

Nl ﬂ al:ll-es:l-im.nunalu.mhl Connected P Infra_Cluster

o [ a01-esxi-51.ridgenexiocal conngcted i} AppClustar-i

o @ a01-esxi-52 ridgefexiosal Connatted £} AppCiustar

~ ﬁ al-esxi-53 ridgeexlocal Connected ) AppClustar-1

B a01-esd-54 ridgefiexiocal Connstted B AppCluster

o @ a01-esxi-55.ridgefexiocal Connected [P AppCluster-1

o @ a01-eexi-56 ridgeflexiosal connettod [P AppCluster

M Qe - 10 Kems
oK Cancel

6. Click Next.
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7. In the Select network adapter tasks, make sure only Manage Physical adapter tasks is selected.

[ Aekl sl Manags Hosts

w1 Selctlask Saloct nebwork adapler lasks

Selectthe network agapter (asks 1o periim

' 2 Select hosts

Sobect nefwork ada .

Add phyaical network adapheds to h distibubed switch, assign e bo uplinks, of rermae
eising ones

] Manage vikamal adapters
Add of ragrate Velkamel nebeork S3apters 10 this distibuted swilch, asgign i 10 distribuled
pest groups, configure Viikemel sdapler selings, of remove exdsling ones

] Migrate wirtual machine networking
Magrate WM reghaork Sdaplérs by assigning hem 1o distribuléd porl growps on the distributed
swalth

] Manage advanced host settings
Sotthe number of ports per legacy host prooy swilch

‘Sampl distribaned switch
Wiikemal pait group “Uplink port groap | I‘J:::i:tre:r.vsuu
v WMkemel parks v Uglink v
ik — v o+
WM Bor groug
v Virlual Machings
{8 vm o

Back [ Cancel

8. Click Next.

9. From the Manage physical network adapters screen, select vmnic 0 and vmnic 1 to the uplink ports
for all hosts.

10. Click Next.

11. Analyze the number of adapters being added and click Finish.
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'U}WMWIMQ

w 1 Salcitask Remly to compete

Réview your seEngs Selectons Defore inishing e wizaed
w } Selmcthosls
W 3 Selecl netwodk adapler
lasks Husnber of managed hosts
w4 Manage physical network Hogls to add: 10
adaplors
Mumtibes of netwod K sdagens fof updale
~ & Analyre impact 3
Prryskcal network adapbers v 1]
Ll © Headyio complete

Back Finitsh cancel

L

12. When the update is completed, click the Uplink port-group and validate the correct number of hosts
were added to VDS.

vmware: vSphere Web Client #® &

4 vCenter ¥ K B A VCDVUplinks-382  Actions ~

¥ 8B B8 e Getting Started | Su Monitor  Manage Related(

w L1 A01-MC ridgefsx local
AM-VC-DV Uplink s -382

w [l ACIDC g
e ; M Port binding Statx binding
w ANV E:“} e

P LaM trunk range:  0-4054
\

v = A NG

€3 172_NET

€3 192_NET

€3 Met192168.3.0
€3 Vi Metwork

= Distributed Port Group Details =

Distribulad swatch = A=W
Hosis 10
Virtual machines 0

Cisco ACI - Deploying a Tenant

This section details how to configure a tenant (Business Unit or Application) using ACI as follows:

e An SVM will be deployed for tenant (named App-A)
* An Application tenant will be created on APIC (named App-A)
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* NFS access will be established
» NFS Datastore will be mounted onto the Application ESXi servers for VM deployment

These procedures will describe the interworking of Cisco APIC and VMware VDS. In the next section,
communication between this tenant and an existing infrastructure (outside ACI fabric) will be enabled
using OSPF routing.

Application Specific SVM Creation

VLAN in Clustered Data ONTAP

1. Create NFS VLAN:S.

network port vlan create -node <<var node0l>> -vlan-name aOa-<<var nfs vlan id>>
network port vlan create -node <<var_node02>> -vlan-name ala-<<var_nfs vlan_ id>>

2. Create iISCSI VLAN:S.

network port vlan create -node <<var node0Ol>> -vlan-name
ala-<<var_iscsi_vlan A id>>
network port vlan create -node <<var_node0l>> -vlan-name
ala-<<var_iscsi_vlan B id>>
network port vlan create -node <<var node02>> -vlan-name
ala-<<var_iscsi_vlan A id>>
network port vlan create -node <<var_node02>> -vlan-name
ala-<<var_iscsi_vlan B id>>

3. Create SVM Management VLANS.

network port vlan create -node <<var_nodeOl>> -vlan-name
ala-<<var_svm mgmt vlan ids>>
network port vlan create -node <<var_node02>> -vlan-name
ala-<<var_svm mgmt vlan ids>>

MTU in Clustered Data ONTAP

1. All ofthe VLAN interfaces created above should have an MTU 0f 9000. Check this and set the SVM
Management VLAN interface MTU to 1500.

network port show -fields mtu

network port modify -node <<var node0Ol>> -port ala-<<var_svm mgmt vlan_ id>> -mtu
1500

WARNING: Changing the network port settings will cause a several second
interruption in carrier.
Do you want to continue? {y|n}: y

network port modify -node <<var node02>> -port ala-<<var_ svm mgmt vlan id>> -mtu
1500

WARNING: Changing the network port settings will cause a several second
interruption in carrier.
Do you want to continue? {y|n}: y
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Note It is recommended to configure jumbo frames on this infrastructure.

Note  When an interface group is configured with MTU 9000, all VLAN interfaces configured on that interface
group will also have an MTU of 9000. All of the existing VLAN interfaces created here were created
when the interface group's MTU was set to 9000.

Storage Virtual Machine (Vserver)

To create an infrastructure Vserver, complete the following steps:

1.

Run the Vserver setup wizard.

vserver setup

Welcome to the Vserver Setup Wizard, which will lead you through
the steps to create a virtual storage server that serves data to clients.

You can enter the following commands at any time:

"help" or "?" if you want to have a question clarified,

"back" if you want to change your answers to previous questions, and
"exit" 1if you want to quit the Vserver Setup Wizard. Any changes

you made before typing "exit" will be applied.

You can restart the Vserver Setup Wizard by typing "vserver setup". To accept a
default
or omit a question, do not enter a value.

Vserver Setup wizard creates and configures only data Vservers.
If you want to create a Vserver with Infinite Volume use the vserver create
command.

Step 1. Create a Vserver.
You can type "back", "exit", or "help" at any question.

Enter the Vserver name.

Enter the Vserver name:App-A
Select the Vserver data protocols to configure.

Choose the Vserver data protocols to be configured {nfs, cifs, fcp, iscsi, ndmp}:
nfs,iscsi
Select the Vserver client services to configure.

Choose the Vserver client services to configure {ldap, nis, dns}:Enter
Enter the Vserver’s root volume aggregate:

Enter the Vserver's root volume aggregate {aggrl nodel, aggrl node2}
[aggrl _nodell : Enter
Enter the Vserver language setting, or "help" to see all languages [C.UTF-8]:

Enter the Vserver’s security style:

Enter the Vserver root volume's security style {mixed, ntfs, unix} [unix]: Enter
Answer no to Do you want to create a data volume?

Do you want to create a data volume? {yes, no} [Yes]: no
Answer no to Do you want to create a logical interface?
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10.

11.

12.

Do you want to create a logical interface? {yes, no} [Yes]: no
Answer no to Do you want to configure iSCSI?

Do you want to configure iSCSI? {yes, no} [yes]: no
Add the two data aggregates to the App-A Vserver aggregate list for tenant provisioning.

vserver modify -vserver App-A -aggr-list aggrl nodel, aggrl node2
Modify the NFS vstorage parameter on the App-A Vserver to allow the NetApp VAAI plugin to
function.

vserver nfs modify -vserver App-A -vstorage enabled

Create Load Sharing Mirror of Vserver Root Volume in Clustered Data ONTAP

1.

Create a volume to be the load sharing mirror of the infrastructure Vserver root volume on each
node.

volume create -vserver App-A -volume rootvol m0l -aggregate aggrl nodel -size 1GB
-type DP

volume create -vserver App-A -volume rootvol m02 -aggregate aggrl node2 -size 1GB
-type DP

Create the mirroring relationships.

snapmirror create -source-path //App-A/rootvol -destination-path
//App-A/rootvol m0l -type LS -schedule 15min

snapmirror create -source-path //App-A/rootvol -destination-path
//App-A/rootvol m02 -type LS -schedule 15min

Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path //App-A/rootvol
snapmirror show

iSCSI Service in Clustered Data ONTAP

Create the 1SCSI service on each Vserver. This command also starts the iSCSI service and sets the
iSCSI alias to the name of the Vserver.

iscsi create -vserver App-A
iscsi show

HTTPS Access in Clustered Data ONTAP

Secure access to the storage controller must be configured.

1.

Increase the privilege level to access the certificate commands.

set -privilege diag

Do you want to continue? {y|n}: y

A self-signed certificate is already in place. Check it by using the following command:

security certificate show

For the App-A Vserver, the certificate common name should match the DNS FQDN of the Vserver.
The four default certicates should be deleted and replaced by either self-signed certificates or
certificates from a Certificate Authority (CA) To delete the default certificates, run the following
commands:
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Note  Deleting expired certificates before creating new certificates is best practice. Run the security
certificate delete command to delete expired certificates. In the command below, use TAB
completion to select and delete each default certicate.

security certificate delete [TAB]

Example: security certificate delete -vserver App-A -common-name
3.cert.1414163766 -ca 3.cert.1414163766 -type server -serial 544A6D36

To generate and install a self-signed certificate, run the following command as a one-time command.
Generate a server certicate for the App-A Vserver. Again, use TAB completion to aid in completing
these commands.

security certificate create [TAB]

Example: security certificate create -common-name app-a.ridgeflex.local -type
server -size 2048 -country US -state "North Carolina" -locality "RTP"
-organization "Cisco" -unit "SAVBU" -email-addr "abc@cisco.com" -expire-days 365
-hash-function SHA256 -vserver App-A

To obtain the values for the parameters that would be required in the following step, run the
security certificate show command.

Enable each certificate that was just created using the —server-enabled true and —client-enabled false
parameters. Again use TAB completion.

security ssl modify [TAB]

Example: security ssl modify -vserver App-A -server-enabled true -client-enabled
false -ca app-a.ridgeflex.local -serial 544A71D7 -common-name
app-a.ridgeflex.local

Change back to normal the admin privilege level and set up to allow Vserver logs to be available by
web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

NFSv3 in Clustered Data ONTAP

To configure NFS on the Vserver, run all commands.

1.

Modify the initial default rule for the SVM NFS subnet in the default export policy.

vserver export-policy rule modify -vserver App-A -policyname default -ruleindex 1
-protocol nfs -clientmatch <<var nfs subnet address>> -rorule sys -rwrule sys
-superuser sys -allow-suid false

vserver export-policy rule show

Assign the FlexPod export policy to the App-A Vserver root volume.

volume modify -vserver App-A -volume rootvol -policy default

FlexVol in Clustered Data ONTAP

The following information is required to create a FlexVol® volume: the volume’s name and size, and
the aggregate on which it will exist. Create two NFS VMware datastore volumes and an iSCSI LUN
volume. Also, update the Vserver root volume load sharing mirrors to make the NFS mounts
accessible.

volume create -vserver App-A -volume app_ a datastore_ 1 -aggregate aggrl_node2
-size 500GB -state online -policy default -junction-path /app a datastore 1
-space-guarantee none -percent-snapshot-space 0
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volume create -vserver App-A -volume i1SCSI LUN -aggregate aggrl nodel -size 100GB
-state online -policy default -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path //App-A/rootvol

Deduplication in Clustered Data ONTAP

1. Enable deduplication on appropriate volumes.

volume efficiency on -vserver App-A -volume app_a datastore 1
volume efficiency on -vserver App-A -volume iSCSI_LUN

Failover Groups NAS in Clustered Data ONTAP

1. Create an NFS port failover group.

network interface failover-groups create -failover-group
fg-nfs-<<var nfs vlan id>> -node <<var node0Ol>> -port ala-<<var_nfs vlan id>>
network interface failover-groups create -failover-group
fg-nfs-<<var nfs vlan id>> -node <<var node02>> -port ala-<<var_nfs vlan id>>

NFS LIF in Clustered Data ONTAP

1. Create an NFS logical interface (LIF).

network interface create -vserver App-A -1if nfs 1lif app a datastore_ 1 -role data
-data-protocol nfs -home-node <<var node02>> -home-port ala-<<var nfs vlan id>>
-address <<var node02 nfs 1if app a datastore 1 ip>> -netmask

<<var node02 nfs 1lif app a datastore 1 mask>> -status-admin up -failover-policy
nextavail -firewall-policy data -auto-revert true -failover-group
fg-nfs-<<var nfs vlan id>>

~

Note It is recommended to create a new lif for each datastore.

iSCSI LIF in Clustered Data ONTAP

1. Create iSCSI logical interfaces (LIFs).

network interface create -vserver App-A -1if iscsi 1if0la -role data
-data-protocol iscsi -home-node <<var node0Ol>> -home-port
ala-<<var_iscsi_vlan A id>> -address <<var node0l iscsi 1lifOla ip>> -netmask
<<var _node0l_iscsi_lifOla mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false

network interface create -vserver App-A -1lif iscsi 1if01lb -role data
-data-protocol iscsi -home-node <<var node0l>> -home-port
ala-<<var_iscsi vlan B id>> -address <<var node0l iscsi 1if0lb_ip>> -netmask
<<var_node0l_iscsi_ 1if0lb_mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false

network interface create -vserver App-A -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var node02>> -home-port
ala-<<var_iscsi_vlan A id>> -address <<var node02 iscsi 1if02a_ ip>> -netmask
<<var_node02_iscsi_lif02a mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false
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network interface create -vserver App-A -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var node02>> -home-port
ala-<<var_iscsi_vlan B id>> -address <<var_node02_iscsi_1if02b_ip>> -netmask
<<var node02_ iscsi 1if02b mask>> -status-admin up -failover-policy disabled
-firewall-policy data -auto-revert false

network interface show -vserver App-A

Add App-A Vserver Administrator

1. Add the App-A Vserver administrator and Vserver administration logical interface in the SVM
management network with the following commands:

network interface failover-groups create -failover-group
fg-app-a-vsmgmt-<<var svm mgmt vlan id>> -node <<var nodeOl>> -port
ala-<<var_svm mgmt vlan ids>>

network interface failover-groups create -failover-group
fg-app-a-vsmgmt-<<var svm mgmt vlan id>> -node <<var node02>> -port
ala-<<var_svm mgmt_ vlan ids>>

network interface create -vserver App-A -1lif vsmgmt -role data -data-protocol
none -home-node <<var node02>> -home-port ala-<<var_svm mgmt vlan id>> -address
<<var_vserver mgmt_ ip>> -netmask <<var vserver mgmt mask>> -status-admin up
-failover-policy nextavail -firewall-policy mgmt -auto-revert true
-failover-group fg-app-a-vsmgmt-<<var svm mgmt vlan id>>

Note: you will see that a routing group is created with the above command. Use
that routing group in the command below where you see <<var_ routing groups>>.

network routing-groups route create -vserver App-A -routing-group
<<var routing group>> -destination 0.0.0.0/0 -gateway
<<var_vserver mgmt_ gateways>>

security login password -username vsadmin -vserver App-A
Enter a new password: <<var_vsadmin password>>
Enter it again: <<var_ vsadmin passwords>>

security login unlock -username vsadmin -vserver Infra Vserver

Application Tenant Creation on APIC

1. From the main menu, click TENANT and from the sub-menu click ADD TENANT.

2. Inthe CREATE TENANT dialog box, type <Name of Application> as the name of the tenant. This
example used App-A as the name of the tenant.

3. Click the checkbox next to "all" under Security Domains.
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STEP 1 = TENANT 1. TENANT

Tenant Identity

Specify ienanl detals

Name: | App-A
Description:
Tags: b
3 TITL
Monitoring Policy: default - @

Security Domains: gl

Sedect Mame Description
B al
mgmE

bl

Click Next.

n

Click + sign to add network.

CREATE TENANT

STEP 2 > NETWORK

Tenant Foundation

Create ANelwon

6. In the CREATE NEW NETWORK dialog box, type App-A as the Name. Leave everything else as

default.
7. Click Next.
8. Use bd-Internal as the Name of the bridge domain.
9. Select default for IGMP Snoop Policy.
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TENANT APP-A NETWORK > BRIDGE DOMAIN
CREATE NEW NETWORK

Specify Bridge Domain for the Metwork
HName: | bd-Irtemal

Desoription:
Forwarding: Optimize L
1GMP Sncap Policy: | defanly > @

Corfig BD MAC Address:

e

Gatewary Address SLope Subret Control

Name SCope [HCP Cxption Policy

| <previcus | ox | cance |
10. Click OK.

11. The Bridge Domains and App-A network should be visible in the CREATE TENANT dialog box.
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CREATE TENANT (i ] %
STEP 2 > NETWORK { TENANT 2. NETWORK

Tenant App-A
Creae A hewonk
o Take me to this tenant when | cick finish

i
[y
:-—1 X
|
L+

L] [ L]
. »; '
Tamm am
App-h FNET
e i
_0 ek
- Internal

[ <mevous | g | owca |
12. Click Finish.

13. Verify the selected tenant is the newly created App-A tenant by looking at the items highlighted in
the top menu.

silret]n, | TENANTS | FABRIC
CISCO —

ALL TENANTS | ADD TENANT | Search: I App-A | jpommen | Foundation |

3-Tier App - Application Profile Creation and Adding EPG for Web Tier

In this section, an application profile to host the application will be created.

Select Tenant and the newly created App-A tenant from the top menu.

Expand Tenant App-A in the left menu bar.

Right-click Application Profile and click Create Application Profile.

In the CREATE APPLICATION PROFILE dialog box, enter 3-Tier-App as the Name.
From the drop-down list, select defaul" for Monitoring Policy.

Click + next to EPG to add an EPG.

AU T o
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CREATE APPLICATION PROFILE

I Specify Tenant Application Profile
Mame: 3-Tier-App

Description:
| Tags: D
Monitoring Policy: w
EPGs Contracts
Create EPGs on the left table to add contracts
Mame Description

7. In the CREATE APPLICATION EPG dialog box, enter Web as the Name.
8. From the drop-down list, select bd-Internal as the Bridge Domain.

9. From the drop-down list, select default for Monitoring Policy.

10. Click OK.

11. Click + next to Associated Domain Profiles (VMs or Bare metals).

12. From the drop-down list, select the VMM domain previously defined.

13. Select Immediate for Deployment Immediacy.

14. Select Immediate for Resolution Immediacy.
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CREATE APPLICATION EPG oL

STEP 1 > IDENTITY 1. IDENTITY

Specify the EPG Identity

MName:  Web
Descnption:
Tags: »
enke Fia: O {20
QoS class: Unspecified ¥
Custom QQ\E!: I w
Bridge Domain:  bd-Intemal > @
Monitoring Policy:  default v 3@
ARGchAkd Dol o (s s
bare metals): .
Damain Profile Deployment Immediacy Resolution Immediacy
VMM Domain - ADL-VC Immediate Immediate
Statically Link with Leaves/Paths: [

< PREVIOUS “ CANCEL

15. Click UPDATE.

16. Click OK.

17. Click SUBMIT to finish creating Application Profile.
18. Expand the newly created EPG Web and click Subnets.
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Tenant App-A E
B Quick Start
=jl- Tenant App-A
=- Application Profiles
=& 3-Tier-App
B "oplication EPGs
B (S) EPG Web
B Contracts
I 5tatkc Bindings (Paths)
I Static Bindings (Leaves)
I Static EndPoint
Bl Subnets

19. Click Action and select Create EPG Subnet.

Subnets i

SUBNET CONTROL [ ComteEPG Subnet
ﬂ Dbt

.

20. Enter 10.10.1.254/24 for the Default Gateway IP. This IP address is the gateway that all the Web
VMs will use.

21. Change scope to only Shared Subnet.

CREATE EPG SUBNET OL

Specify the Subnet Identity

Default Gateway IP: | 10.10.1.254/24 255.255.255.0
Adidiros Marsk

Scope: v' | Shared Subnet
] Public Subnet
[ Private Subnet

Descnption:

Subnet Control: [ Querier 1P
L3 Out for Route Profile: ’ >

Route Profile: »

i SUBMIT CANCEL

22. Click Submit.
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Port-Group Deployment Validation

When an EPG is tied to a VMM domain, a port-group gets created on the VDS so that the application
admin can deploy a virtual machine and make it part of the application tier just defined. A dynamic
VLAN is associated with this newly created EPG/port-group. To validate the configuration complete the
following steps:

1. Browse to the VM NETWORKING and on the left menu bar, drill down to VDS to list the
port-groups. VLAN 1135 from the pre-defined range 1101-1200 was assigned to the newly create
port-group

TENANTS FABRIC VM NETWORKING L4-LT SERVICES

INVENTORY |

PROPERTIES

Harme: Appei | 3-Tier-App | Wels
Encap: wlan-1135

B o1 coums vt e it S

-+ w&m -App[web

2. Browse to FABRIC and in the left menu bar, expand the Leaf, Interface, vPC Interfaces, and domain
10. Click the vPC associated with UCS Fabric Interconnect

3. VLAN 1135 should have been added to the vPC VLANSs.

SUNLE 5 TENANTS

CISCOo

INVENTORY | ¥

Sy VPC Interface - 684
I Cuick Start
I Topology

5 Pod 1

B s 2011-9396-1 (Node-101)

BN Chesss PROPERTIES
- Fabric Extenders 1D: 684
B B Interfaces )
B iysical Interfaces Local Operational State: Up
Ea I Aoareqated Interfaces Configured Access VLAN: unknown
-+ onfi
HE;‘ Interfaces Configured Trunk VLANs: 911-912,1135,3270
10
Configured VLANs: 911-912,1135,3270
L85 Up VLANs: 911-912,1135,3270
EAcDess Suspe
ncded VLANS:
Ea 687
- Routed Vian Interfaces " Peer [nnﬂuu‘ed VLANS: 911'912"1135'32?“
BN B Routed Loopback Interfaces Peer Up VLANs: 911-912,1135,3270

+ Encapsulated Routed Interfaces
!- I Remote Operational State: Up
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4. Log into the vCenter and browse to the VDS. Right-click the newly added port-group and click

Teaming and Failover.

5. Validate Load balancing method is Route based on originating virtual port (VMware default).

= [ AD1VCL ridgefles tocal
5 By ACLDC
B [ A0
= - ADLNC
B ANAC-DAUlnke- T2
&, App-A|3-Tier-App|Web

App-A| 3-Tier-App | Web

:‘r App-A | 3-Tier-App | Web Settings

Summary | Poets | Wirtual Machines | Hosts | Tasks Events - Alems | Permissions

6. Validate the VLAN assigned is 1135.

B 172 NET

B 192 NET Pulcies

B Net192.168.30

W M Network Teaming md Failover

N Load Balancing: [Route baced on ariginating vittual pert. = |
Metwrork: Falaver Detection: [l statuzs ordy =
Moty Switches: [ves =]
Faibadk: [fres =]

Fla Ect View [vertory Adminestrstion Pugeins Help

ﬁ = | } HomE b :"51 Ifvértary B ? bt king
. S [ AQL-VCLridgofiex. iocal App-A | 3-Tier-App | Web
= 5| ACI_DC BEsmames  aamas SEaEEe aEa e maEa e
T @ orve R Sy Ports:. | Virtusl Pischines . | Hests. [ Tass BEvents .| Mlarms .| Permisons .
- =AI:I'.-'L'E

B, ADI-VC-DVUphinks-362 -
2 [App-Al3-Tier-AppiWieb
8 17 NET
B 192 _NET
B Net192.156.3.0
B VM Network

Modifying the Storage (NetApp) Physical Domain VLANs

=3 Apip- & | 3-Ther-App | Web Settings

[ran
VLA D
1135

The physical domain associated with NetApp storage was initially configured for infrastructure iSCSI
and NFS VLANS. In this step, NFS and iSCSI VLANSs associated with App-A SVM will be added to the

physical domain

1. Select Fabric and Access Policies from the top menu.
2. Expand Pools and then VLAN.
3.

click + to add another Encap Block.

Click the pool name associated with the NetApp controllers (vp-AO1-NetApp in this example) and
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il SYSTEM TENANTS -ABRIC i

CISCO NETWORKI

TORY | CPO S | ACCESS POLICIES
VLAN Pool - vp-AO1-NAPP
Il Quick Start
BRIl 5witch Palicies =
ER @ Module Policies Q[
ER i Inteiface Policies —
EX i Global Palicies PROPERTIES
ER M Monitoring Policies
-T.'-;-.Ju!-.‘i.'lz-:‘. Policies R D DLNARE
—[ TR Description:
—| P
{E] vp-AD1-6248 (Static Allocatior Allocation Mode: static Allocation
1Bl vp-a01-xapP (Static Allocation) Encap Blocks: [ERlER
E m-AD1-VC (Dynamic Allocation)
TJ. p-D08-Mgmt (Static Allocation) VLAN RANGE
ERmm vian [3170]
E= B Multicast Address [911.912]
Physical and Extemnal Domains ¥

4. Enter a range of 3180 to 3180 for NFS.
5. (Optional) Add the range of VLANs for iSCSI-a and iSCSI-b.
6. Click Submit.

NFS - Application Profile Creation

In this section, an application profile to setup NFS connectivity between the ESXi servers and the
Application specific SVM will be created. An NFS datastore will then be mounted to host application
specific virtual machines.

1. Select Tenant and App-A tenant from the top menu.

2. Expand Tenant App-A in the left menu bar.

3. Right-click Application Profile and clickCreate Application Profile.

4. Inthe CREATE APPLICATION PROFILE dialog box, enter NFS as the Name.
5. From the drop-down list, select default for Monitoring Policy.

6

Click + next to EPG to add an EPG.
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CREATE APPLICATION PROFILE

Specify Tenant Application Profile

Mame: MNES
Description:
Tags: ¥
Monitoring Policy:  default v @
EPGs Contracts
. “b Create EPGs on the left table to add conlracis
Name Description

7. In the CREATE APPLICATION EPG dialog box, enter vimk-nfs as the Name.
8. From the drop-down list, select bd-Internal as the Bridge Domain.

9. From the drop-down list, select default for Monitoring Policy.

10. Click OK.

11. Click + next to Associated Domain Profiles (VMs or Bare metals).

12. From the drop-down list, select the VMM domain previously defined.

13. Select Immediate for Deployment Immediacy.

14. Select Immediate for Resolution Immediacy.
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CREATE APPLICATION EPG (i ] %

STEP 1 = IDENTITY 1. IDENTITY

Specify the EPG Identity

Mame: | vmk-nfs

Description:
Tags: ¥
Q05 class:  Unspecified o
Custom QoS: .
Bridge Domain: | bd-Internal et @
Monitoring Policy: | default > P
bare metals):
Domain Profile Deployment Immediacy Resolution Immediacy
VMM Domain - AD1-VC Immediata Immediate
statically Link with Leaves/Paths: [
»
< PREVIDUS 0K CANCEL

15. Click UPDATE.

16. Click OK.

17. Click + next to EPG to add another EPG.

18. In the CREATE APPLICATION EPG dialog box, enter lif-nfs as the Name.
19. From the drop-down list, select bd-internal as the Bridge Domain.

20. From the drop-down list, select default for Monitoring Policy.
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CREATE APPLICATION EPG (i /%

STEP 1 = IDENTITY 1. IDENTITY

Specify the EPG |dentity

MName: | f-nfs
Description:
Tags: »
amter tags separaied by comma
QoS class: | Unspecified -
Custorn Qob5: g Lypee i v b
Bridge Domain: | bd-Intemal » 3
Monitering Policy: | defaul] Sl
st
bare metals):
Domain Profile Deployment Immediacy Resolution Immediacy

Statically Link with Leaves/Paths: [

21. Click OK.

22. Click SUBMIT to finish creating Application Profile.

23. Expand the newly created NFS Application profile from the menu bar on the left.
24. Expand NFS, expand Application EPGs and expand EPG lif-nfs.

25. Click Static Bindings (Paths).

Tenant App-A B
Bl Quick Start
=..'I.I- Tenant App-A
=-i‘\;'-;.| cation Profiles
=Q 3-Tier-App
=- Application EPGs
ER® erG web
B L4-L7 Service Parameters
&
=- Application EPGs
=® EPG lif-nfs
I Contracts
M 5:atic Bindings (Paths)
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26. Click Action.
27. Click Deploy Static EPG on PC, vPC, or Interface.

1]

m Deploy Static EPG on % VPC, or [nterface |

El Delete

28. In the DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

29. From the drop-down list Path, select NetApp Controller 1.

DEPLOY STATIC EPG ON PC, VPC, OR | €)ES

Select PC, VPC, or Interface
Path Type: % Port
¥ Direct Post Channel
@ Virtual Port Channel
Path:l i ]""' LU
Encap: topology/pod-1/protpaths-101-102/'pathep-[pg-
" AD1-5248-1]
logy/pod-1/ hrs-101-102/pat i
B ent: Inmediacy: ::gf gg: Bl:_lgl:l protpaths-101-102/pathep-[pg
topology/pod-1/protpaths-101-102/pathep-[pg-
Mode: AD2-NAPP-1]
topology/pod-1/protpaths-101-102/pathep-[pg-
AD2-NAPP-2]
T BULTF Taa

susMIT CANCEL

30. Enter vlan-<App-A-NFS LIF VLAN> for Encap; VLAN 3180 is the NFS VLAN on NetApp
Controller in the screenshot below.

31. Change Deployment Immediacy to Immediate.
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DEPLOY STATIC EPG ON PC, VPC, OR1 @ES

Select PC, VPC, or Interface

Path Type: (O Port

) Direct Port Channel
@ Virtual Port Channel

Path:  topology/pod-1/protpaths-101-102/pathep-(pc | ¥ | [P
Encap: Ivlan-BlﬂO

For example, Wan-1

Deployment Immediacy: @ Immediate

=) On Demand
Mode: ®© Tagged

7 Untagged
*) BOZ2.1P Tag

SUBRT CANCEL

32. Click Submit.

33. Repeat these steps for mapping NetApp Controller 2 path.

: 't iy -
TEH?IIS FABRIC NETwoRKING LT SERVICES ADMIN

e T |

comman | App-A | Foundation
Static Bindings (Paths)
.

ek Erare
.,I‘.L‘.-- App-&

B3]

= PATH ENCAP

DEPLOYMEN
= Node: Nodes-101-102
Mode10 1102/ pg-A02-NARP-1 vian=3180 Errnecfiate
| Node- 102100 /pg-AD2-HAPP-2 vizn-3180 Irmediate

34. Click Contracts under the EPG lif-nfs.
35. Click Action and select Add Provided Contract.
36. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.
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ADD PROVIDED CONTRACT 0 X
Select a contract
Contract: [select or typ |~ o
Qos: commaon/default >
Create lew

SUBMIT CANCEL

37.
38.
39.
40.

Enter Allow-NFS as Name in the CREATE CONTRACT dialog box.
Click + next to Subjects to add a new contract subject.
In the CREATE CONTRACT SUBJECT dialog box, enter Allow-All as the Name.

Click + under Filter Chain to add a new filter.

CREATE CONTRACT SUBJECT (i %

41.

Specify ldentity Of Subject

Narse: | Allowe-all
Degcription:
Reverse Filter Ports: [7]
Apply Both Directions: [

Filter Chain
FPEEEC oo
Hame
PRICRITY
Qo w
(o

From the FILTERS drop-down list and click +.
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CREATE CONTRACT SUBIECT (i ] %

Specify ldentity Of Subject

Mame: | Allow-MFS
Descriplion:
Reverse Filter Ports: [V
Apply Both Directions: [

Filter Chain H
+ [%] FILTERS L4-LT SERVICE GRAPH
Hama Service Gragh: -

PRIGRITY
Qus: -

= Tenank: comimon

anp COMmmon
dhefat COETITHAN
et CERTITIN

S L J oo =

42. In the CREATE FILTER dialog box, enter Allow-All as the Name. In this example, allow all the
traffic for this contract.

43. Click + to add a filter.

CREATE FILTER

Specify the Filter Identity

Name: |Allow-Al
Descrption: | opb
o
Name EtherType ARP Flag 1P Protocol

44. Enter Allow-All as the name of the filter.
45. From drop-down list, select IP as Ethertype.

CREATE FILTER (i

Specify the Filer |dentity

Plarran; Alove-Al
Deicrpton:
Eviiries:
s i e :I.:T“ Sounce Poit [ Ranoe Ceestinatan Port | Ranoe i
From T From Ta
More 4 ¥ - Urepecfied w0
o | owen |

46. Click Update.
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47. Click SUBMIT to create the filter.

48. Click UPDATE to add the newly created filter to the filter chain.

CREATE CONTRACT SUBJECT

Specify Identity Of Subject
Name: | Allow-NFS
Descriphion:

Reverse Fiter Ports: [
Apply Both Directions: [

Filter Chain

+. [X] FILTERS L4-LT SERVICE GRAPH
Tami

Service Graph: o
Fourdation Allow-All

L¥]

PRICRITY

Qos: -

S - |
49. Click OK to finish creating the Contract Subject.

50. Click SUBMIT.

51. Click SUBMIT again to finish adding a provided contract.
52. Verify the Provided Contract appears under the Contracts.

'
Contracts
8 Quick Start .
B2 Terant App-A
E& e TENANT HAM
B8 ~TE 3 CONTRACT NAME CONTRACT TYPE PROVIDED / CONSUMED
=] "B = Contract Type: Contract
B O e vt Py Allow-NFS Contrt Provided
I Confracts

53. Expand EPG vmk-nfs.
54. Click Contracts.

55. Click ACTIONS and select Add Consumed Contract.

56. In the ADD CONSUMED CONTRACT dialog box, from the drop-down list select
App-A/Allow-NFS contract.
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ADD CONSUMED CONTRACT OL:

Select a contract
Contract: | App-ASAllow-NFS " @

Qo5:  Unspecified b of

57. Click Submit.

(Optional) iSCSI Application Profile Creation

If an application requires access to block-based storage using iSCSI, steps from previous sections can
be repeated to accomplish the following:

* Define two Bridge Domains - "bd-iSCSI-a" and "bd-iSCSI-b"

» Define an Application Profile called "iSCSI"

* Define four EPGs called "lif-iISCSI-a", "lif-iISCSI-b", "vmk-iSCSI-a" and "vmk-iSCSI-b"

« Use separate bridge domains for iSCSI-a and iSCSI-b EPGs

¢ Attach the vimk specific EPGs to the VMM domain

» Attach the LIF specific EPGs to static VLAN path mappings

» Define the contracts to enable communication between iSCSI-a and iSCSI-b vk and lif EPGs
* Define VMkernel ports on the VMware vDS for iSCSI-a and iSCSI-b.

e Add the storage SVM targets in the VMware iSCSI software initiator.

Defining NFS VMKkernel Port and Mounting the Datastore

In the previous section, theNFS communication between the Application SVM and ESXi servers was set
up. In this section, a VMkernel port will be defined on ESXi servers and NFS datastore will be mounted
to host application specific virtual machines.

1. Select ESXi server in the vSphere Client. Click Configuration and then Networking.
Click vSphere Distributed Switch.

Click Manage Virtual Adapters.

Click Add to add VMkernel Port.

Select New virtual adapter. Click Next.

Click Next.

N A e WD

Select App-A|NFS|vnk-nfs from the drop-down list for Select port group.
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E_;j Add Virtual Adapter

Connection Settings
Specify ¥Mkernel connection settings.

- " Tor
reation Type

- Network Connection
Yirtual Adapber Type
B Connection Seltings vSphere Distributed Switch: ADL-VC
IP Set (% Salact port group Selact 3 port group | Port: NJA
' Select a port group
™ Select port ok ek

Foundaticn| viMobith] vink-vidotion
I Use this virtual adapter For Faulkk Tolerance logging

[ Use this virtual adapter For management traffic

8. Click Next.
9. Enter the NFS VMkernel Port IP address in the same subnet as the NetApp LIF defined earlier.

[+ Add ¥irtual Adapter

Y™Mkernel - IP Connection Settings
Specifiy Mkernel IP settings

" Obtain IP settings sutomatically

% se the following IP settings:

10. Click Next.

11. Click Finish.

12. Click the newly created vmk port and click Edit.
13. Set the MTU to 9000.

14. Click OK.

15. Click Close to finish setting up the VMkernel port.

16. Click Storage under Settings.
17. Click Add Storage.

IP Address: [ 152 188 180 | S1
Subnet Mask: | 255 .255 255 . ol
Wikernel Defaulk Gabeway: | 192 . 168 3 S Edit... I

Proaess Dhakasbores Enfrest frpbet ] Ser e
Memor Tdenkficstion EETT] Device Deive Trpe Capachy Fres | Type Ltk Updste = revrye)

v Shorsge i) cetasbored () [ NETAFR SCSI Diagk. NosSD 25068 152 GB VMFSS B1/I5/2004 4:34: 28 PM Enabled
Mebweotking

18. Select Network File System.
19. Click Next.
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20. Provide the SVM LIF address, path and datastore name for the predefined NFS datastore.

[+ Add Storage [_]O

Locate Network File System
‘Which chared Folder will be used ac & vSphere datastore?

= NAS

5 Properties
Network File System

Server:  |192.165.180.152

Examples: nas, nas.k.com, 192.168.0.1 or
FEBD:0:0:0:284: FF:FESA:4CAZ

Folder: iapp_a_dstastore_1
Example: fvols/voll/datastore-001

™ Mount NFS read only

y  If adatastore already exists in the datacenter for this NF5 share and you intend
to configura the same datastore on rew hosts, make sure thak you enter the
same inpuk data (Server and Folder) that you used for the original datastore,
Different input data would mean different datastores even i the underhying NFS
storage i the same.

Datastore Name

[pp-a-ts-Ds]

21. Click Next.

22. Verify information and click Finish.

(Optional) Defining EPGs for Additional Application Tiers

In the previous section, an application profile "3-Tier-App" was defined and an EPG "Web" was
deployed. For defining EPGs for additional tiers of the application complete the following steps:

Expand Application Profiles for Tenant App-A.

Right-click 3-Tier-App and select Create Application EPG.

Provide the name of the Application Tier EPG (App in this example).

From the drop-down list, select bd-Internal as the Bridge Domain.

Select Monitoring Policy as default.

Click + to add Associated Domain Profiles (VMs or bare metals) and select vCenter domain.
Change Deployment Immediacy and Resolution Immediacy to Immediate.

Click Update.

® N A s WD
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CREATE APPLICATION EPG i/X%

STEP 1 > IDENTITY 1. IDENTITY

Specify the EPG Identity

Name: |App
Description:
Tags: e
QoS class:  Unspecified bd
Custom CoS: ot
Bridge Domain: | bd-Internal hd @
Monitoring Policy: | default aE @
bt o s e
ptba Domain Profile Deployment Immediacy Resolution Immediacy
VMM Domain - ADL-VC Immediate Immediate

Statically Link with Leaves/Pathe: |

[ s |
9. Click Finish.
10. Expand the newly created EPG App and click Subnets.
11. Click Action and select Create EPG Subnet.

Subnets i

RCTIONS

e
H Dt

12. Enter 10.10.2.254/24 for the Default Gateway IP. This IP address is the gateway that all the App
VMs will use; adjust this subnet according to your implementation.

13. Change the scope to only Shared Subnet.
14. Click Finish.
15. Repeat these steps for additional EPG (application tier) definitions.
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Enabling Communication Between Application Tiers

If an application tier needs to communicate to another application tier, a contract needs to be provided
by one EPG and consumed by the other. In this example, the previously defined "App" EPG will provide
a contract and "Web" EPG will consume the contract. The ports on which the two application tiers can
be limited in the contract subject but for this example, all communication will be allowed between the

two tiers.

1. Expand the Application Profile 3-Tier-App, Application EPGs, and EPG App.

2. Click Contracts under the EPG App.

3. Click Action and select Add Provided Contract.

4. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.

ADD PROVIDED CONTRACT O

Select a contract

Contract: JV 1
v T

Qos: | APP-A/Allow-NFS o i
commonfCommon-hMgmt
common/default

Create C@traci

Enter Allow-App-Web as Name in the CREATE CONTRACT dialog box.
Click + next to Subjects to add a new contract subject.
In the CREATE CONTRACT SUBJECT dialog box, enter Allow-All as the Name.

Click + under Filter Chain to add a new filter.

® N A
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CREATE CONTRACT SUBJECT (i ] %)

Specify |dentity Of Subject

Marme: | Allowe-Al|
Description:
Reverse Filter Ports: [#]
Apply Both Directions: [¥]

Filter Chain

FERTE - cvcscnen
Hame

PRIORITY

9. From the FILTERS drop-down list click +.

CREATE CONTRACT SUBIECT (i ] %

Specify |dentity Of Subject

Mame:  Allow-NFS
Description:
Reverse Fiter Ports: [V
Apphy Both Directions: [

Filter Chain H
+ [X] FILTERS L4.LT SERVICE GRAPH
Name Service Graph: ~
PRICRITY
Qas: »

= Tenank: comimn

ap COmmen
dhisfault COMImH
et CERTHTION

) b - o

10. In the CREATE FILTER dialog box, enter Allow-All as the Name. In this example, allow all the
traffic for this contract.

11. Click + to add a filter.
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CREATE FILTER

Specify the Filter Identity

Name: |Allow-All
Description: |opls
o A
Mame EtherType ARP Flag 1P Protocol

12. Enter Allow-All as the name of the filter.
13. From drop-down list, select IP as Ethertype.

CREATE FILTER (i) x|

Spacify the Filler [dentity

e Alow-2
Desorpren:
oo
— e S o Soumce Port | Rsnoe Cestination Port | Range i
Pt | pan To From Ta
frese 0 - Upected > [ g
o | owen |

14. Click Update.
15. Click SUBMIT to create the filter.
16. Click UPDATE to add the newly created filter to the filter chain.

CREATE CONTRACT SUBIECT

Specify Identity Of Subject

Namie: | Allow-All
Description:
Reverse Filter Ports: [¥]
Apply Both Directions: [¥]

R

Filter Chain
+ [X] FILTERS L4-LT SERVICE GRAFH
Pz Service Graph: -
App-4/Allow-Al -
PRIORITY

T T - -

17. Click OK to finish creating the Contract Subject.

18. Click SUBMIT.

19. Click SUBMIT again to finish adding a provided contract.
20. Expand EPG Web.

21. Click Contracts in the left menu.
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22. Click ACTIONS and select Add Consumed Contract.

23. In the ADD CONSUMED CONTRACT dialog box, from the drop-down list select
App-A/Allow-App-Web contract.

X

ADD CONSUMED CONTRACT

Select a contract
Contract: App-A/Allow-App-Web > P
Qo5: Unspecified b

sulpT CANCEL

24. Click Submit.

Deploying Virtual Machines

After completing the configuration process, application related virtual machines can be deployed using
vSphere client. VMware distributed switched managed using APIC will show port-groups for the

Application EPGs defined in previous steps. The Web-tier VMs will be deployed and connected to the
port-group labeled "App-a|3-Tier-App-Web". VM related to other application tiers will be deployed in
their respective port-groups. The resulting VDS configuration for an ESXi host will look like Figure 5.
As the name suggests, App-A-Web is the web-VM while App-A-App is the application virtual machine.

Figure 5 ESXi - VDS Deployment Example for Application Virutal Machines
& App-A|3-Tier-Appltpp 0 B =] AD1-VC-DVUplinks-382 (5 ]
VLAN ID: 1137 ] | ®%§ uplink1(1NICAdapter)
= Virtual Machines(1) || | ] Elﬁ uplink2 (1 NIC Adapter)
App-A-App PO @& uplink3 (ONIC Adapters)
s @& uplinks (ONIC Adapters)
® App-Al3-Tier-ApplEtemd @ | (B €% uplinkS (ONIC Adapters)
VIANID: 1102 @ || b & uplinké (ONIC Adapters)
[ Virtual Machines (1) 4 uplink? (ONIC Adapters)
= @5 uplinks (ONIC Adapters)
® App-Al3-Tier-App|Web 9 % —]
VLAN ID: 1135
= Virtual Machines(1) | | [T
App-A-Web POHC
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Cisco ACI - Accessing Common Services

This section provides a detailed procedure for configuring access to common services such as AD, DNS
and in some cases vCenter. The leaf switches in the ACI fabric connect to an existing management
switch where common service servers or virtual machines are connected using a dedicated LAN segment
(VLAN 3177 in this case). This management segment is then mapped to an EPG in the common tenant
using static VLAN mappings. In ACI, any contracts defined and provided in the common tenant can be
consumed in any all other tenants and this makes common tenant an ideal candidate to host the common
services management EPGs.

Configuring ACI for Management Switch

A vPC for management switch will be created using the interface creation wizard.
1. From the main menu, click FABRIC and select Access Policies.

2. Right-click Interface Policies and select Configure interface, PC and vPC.

e SYSTEM TENANTS

CISCO

- POLICIES | ACCESS POLIC

Pollcles Interface Policies
Il Quick Start
@ Svitch Policies o _ _COPPOLCES
B3 Module Policies Ite) |k 4
—[™ Prliciec ] - —
EX B roiic Configure Interface, PC, and VPC |
BN B Policy Groups '
EXmm profiles default on

3. In the dialog box, click + under the CONFIGURED SWITCH INTERFACES.

4. From the Switches drop-down list select both leaves.

i =
CONFIGURED SWITCH INTERFACES Seket Swhches To Configure Interaces: @ Qi Adhanced
o+ X Switches: | 101-102 oy
FHITCH Y 5 INTERFACE Swatch Profile Name: @
IWITCHES INTERFALES TYFE
PROFILE SELECTOR £ i ot
Pl L AOL-9396-1 eaf

102 ADL-9396-2 oo
5. Enter <sp-OOB-Mgmt> as the Switch Profile Name. OOB-Mgmt is the host name for management
switch.
6. Click + to add interfaces.
7. Select the vPC radio button to configure vPC.

8. Enter 1/21 under Interfaces. This is the port on both switches where existing management switch is
connected.
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10.

11.
12.
13.
14.
15.

CREATE LINK LEVEL POLICY (i ]%

Enter <ifs- OOB-Mgmt> as the Interface Selector Name.

From the vPC Policy Group drop-down list and click Create vPC Interface Policy Group. A new
dialog box will appear.

Enter <pg- OOB-Mgmt> as the name of the vPC INTERFACE POLICY GROUP in the dialog box.
From the Link Level Policy drop-down list, select Create Link Level Policy.

In the CREATE LINK LEVEL POLICY, enter 1 _GE as the Name.

Select 1 Gbps as the Speed.

Click Submit.

Specify the Physical Interface Policy Identity

Name: | 1GE
Description: | [%
Auto Negotiation: () off @ on
Speed: () 40 Gbps
@ 1 Gbps
10 Gbps
() 100 Mbps

id

Link debounce interval (msec): 100

SUBMIT CANCEL

16.
17.
18.
19.
20.
21.

22.
23.

Select CDP_Enabled as CDP Policy.
Select LLDP_Disabled as LLDP Policy.
Select default as STP Interface Policy.
Select LACP_ACTIVE as LACP Policy.
Select default as Monitoring Policy.

From the Attached Entity Profile drop-down list and click Create Attachable Access Entity Profile.
A new dialog box will appear

Enter <aep-OOB-Mgmt> as the Name.
Click + to add Domain.
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Domains (VMM, Physical or
External) To Be Associated To
Interfaces: main Profile
24. In the added domain, from the drop-down list select Create Layer 2 Domain.

External) To Be Associated To

Interfaces: Domain Profile Encapsulation
fectartypetopr el
TS o |
pd-A01-6248 ———
pd-AQ2-NAPP

phys

Create Physical Domain

Create Layer 3 Domain

25. In the Create Layer 2 Domain dialog box, enter <L2-OOB-Mgmt> as Name.
26. From the VLAN Pool drop-down list select Create VLAN Pool.

CREATE LAYER 2 DOMAIN (§ ] %]

Specify the Layer 2 Domain
Name: |12-O0B-Mamt |
VLAN Pool: | sekect an op b
vp-AD1-6248
vp-AD1-NAPP
vp-AD1-VC

Create VLA{tbPool

SUBMIT CANCEL
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27. In the Create VLAN Pool dialog box, enter <vp-OOB-Mgmt> as Name.

28. Select Allocation Mode > Static Allocation.

29. Click + next to Encap Block.

30. In the CREATE RANGES dialog box, enter the two iSCSI VLANSs and the NFS VLAN.

Note  In the screenshot below, 3177 is the management VLAN utilized for common services segment.

CREATE RANGES &b x|

Specify the Encap Block Range
Type: VLAN
Range: 3177 - | 3177

31. Click OK.

CREATE VLAN POOL OL:

Specify the Pool identity
Name: |vp-OOB-Mamt

Description: | 0Pt

Allocation Mode: () Dynamic Allocation
@ Static Allocation
e i

VLAN Range
[3177]

o | oo

32. Click SUBMIT to finish VLAN pool creation.
33. Click SUBMIT to finish Layer 2 Domain creation.
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CREATE LAYER 2 DOMAIN (i ] %

Specify the Layer 2 Domain
Name: L2-00B-Mgmt
VLAN Pool: |vp-OOB-Mgmt v @

SuUBMIT CANCEL

34. Click UPDATE to finish adding Layer 2 domain to AEP.

CREATE ATTACHABLE ACCESS ENTITY PROFILE (i Jx]

Specify the name, domains and infrastructure encaps
Name: | aep-00B-Mgmt
Description: J

I
Enable Infrastructure VLAN: [

Do (APRH Pyl
External) To Be Associated To
Interfacas: Domain Profile Encapsulation
L2 External Domain - L2-008-Mamt from:vian-3177 tocvian-3177

35. Click SUBMIT to finish adding AEP.
36. Click SUBMIT to finish creating vPC Interface Policy Group.
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Specify the Policy Group identity
Name: | pg-0:08-Magmt

Description:
Link Level Policy: 1_GE 3
CDP Policy: CDP_Enable ~ @
LLDP Policy: | LLDP_Disabled ~
STP Interface Policy: default v @
LACP Policy: LACP_Active ~ |
Monitoring Policy: defaul kv
ot o G
Name LACP Member Policy
Artached Entity Profile: | aep-008-Mgmt 2

SuBaMIT CANCEL

37. On the Configure Interface, PC, vPC screen, click SAVE.

Select Switches To Confiqure Interfaces: 8 Quick 2 Advanced

Switches: 101-102 b
Switch Profile Mame: | DOB-Mgmt

Interface Type: &) Indvidual & PC @ VPC
Interfaces: 1/21 color: [~
Select inferfaces by typing, e.g. 1/17-18 or use the
mouwse o click on the swiich mage below,
Interface Selector Name:  ifs-008-Mgmt VPC Policy Group: | pg-O08-Mgmt o @

ol ol ol ol ol ol | ol ol ol o ol ol | ol o o ol ol o | o e e ol ol o | ol ol o ol
TEEFEYY YEYTWYEFYY YEYTYWYYY WYY W WG E
Switch { W Access Port W Fabric Port ). Only the access ports can be selected

38. Click SAVE.
39. Click SUBMIT to finish.
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Configuring the Management Switch

This section details the management switch configuration. The Management switch connects to both
Leaf switches using port Gig0/37 and Gig 0/38. These ports form a LACP port-channel Pol.

interface Port-channell
description *** To ACI Fabric for Common Segment Connectivity ***
switchport trunk encapsulation dotlg
switchport trunk allowed vlan 3177
switchport mode trunk
end
!
interface GigabitEthernet0/37
switchport trunk encapsulation dotlg
switchport trunk allowed vlan 3177
switchport mode trunk
channel-group 1 mode active
end
!
interface GigabitEthernet0/38
switchport trunk encapsulation dotlg
switchport trunk allowed vlan 3177
switchport mode trunk
channel-group 1 mode active
end

MGMTSW# show etherchannel summary

Flags: D - down P - in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U - in use f - failed to allocate aggregator
u - unsuitable for bundling
w - wailting to be aggregated
d - default port

Number of channel-groups in use: 1

Number of aggregators: 1

Group Port-channel Protocol Ports

—————— B e
1 Pol (SU) LACP Gi0/37 (P) Gi0/38 (P)

Configuring Common Tenant

An EPG and a contract are configured in the common tenant. This contract will be consumed in the all
the application tenants, which require access to common services.

Common Management - Application Profile Creation

1. Select Tenant and common tenant from the top menu.
2. Expand Tenant common in the left menu bar.

3. Right-click Application Profile and click Create Application Profile.
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4. In the CREATE APPLICATION PROFILE dialog box, enter Management for the Name.
5. From the drop-down list, select default for Monitoring Policy.
6. Click + next to EPG to add an EPG.

CREATE APPLICATION PROFILE

Specify Tenant Application Profile

MName: Management

Description:
Tags: =
Monitoring Policy: l:ﬁ.t‘fal_.llltl o >~ @
EPGs Contracts
' Create EFPGs on the left table to add confracts
Mame Description

7. In the CREATE APPLICATION EPG dialog box, enter Mgmt Access for the Name.
8. From the drop-down list, select Create Bridge Domain as the Bridge Domain.
9. In the CREATE BRIDGE DOMAIN dialog box, use bd-Internal as the Name of the bridge domain.

10. From the drop-down list next to Network, select Create Private Network.

CREATE BRIDGE DOMAIN

Specify Bridge Domain for the Network
Name: bd-Internal
Descripbon:

Network: v v
Forveandng: default
Config BD MAC Address: Create Private ka
IGMP Snoop Policy: v

11. In the CREATE PRIVATE NETWORK dialog box, enter Common-Mgmt for the Name.
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CREATE PRIVATE NETWORK OL:

Specify Tenant Network

Name: | Common-Magmit

Policy enforcement: @ Enforced

) Unenforced
Description:
BGP Timers: w
O5PF Timers: - »
Monitoring Policy: v »

e e

12. Click SUBMIT.

13. From the Forwarding drop-down list select Custom.

14. Check the boxes to enable Flooding and Unicast Routing.
15. Select default for IGMP Snoop Policy.

| CREATE BRIDGE DOMAIN

Specify Bridge Domain for the Network

Network: Common-Mgmt v i@

Forwarding: |Custom >
L2 Unknown Unicast: @ Flood Hardware Proxy
Unknown Multicast Flooding: @ Flood Optimized Flood

ARP Flooding: [¥] Enabled
Unicast Routing: [¥] Enabled
Config BD MAC Address: [

IGMP Snoop Policy: |defauly iv @
-
L3 Out [}
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16. Click SUBMIT to finish bridge domain creation.
17. From the CREATE APPLICATION EPG dialog box, select the newly created bridge domain.

STEP 1 > IDENTITY

Specify the EPG |dentity

MName: | Mgmt_Access

Description:
Tags: o
Qo5 class:  Unspecified -
Custom QoS: y =
Bridge Domain: | bd-Intemal ~ @
Menitaring Policy: Dd-|nlEll@

) default
Asenciated Nomain Profiles (VMs or I

18. From the drop-down list, select default for Monitoring Policy.

19. Click OK to finish EPG creation.

20. Click SUBMIT to finish creating Application Profile.

21. Expand the newly created Management Application profile from the menu bar on the left.
22. Expand Management, expand Application EPGs and expand EPG Mgmt_Access.

23. Click Static Bindings (Paths).

Tenant common H
Bl Cuick Start
B Ak Tenant commor

=- Application Profiles
=‘$ Management
B Bl ~pplication EPGs
(S EPG Mamt_Access
I Contracts
I Siatic Elﬁﬂ\lnqs {Paths)

24. Click Actions.
25. Click Deploy Static EPG on PC, vPC, or Interface.
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el

m Deploy Static EPG on % VPC, or Interface |

El Delete

26. In the DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

27. From the Path drop-down list, select OUT OF BAND management switch VPC.

DEPLOY STATIC EPG ON PC, VPC, OR| €)ES

Select PC, VPC, or Interface
Path Type: (U Pot
Direct Port Channel
@ Virtual Port Channel

Path: [ an op N N ]v i
topologypod-1/protpaths-101-102/pathep-[pg-
AD1-6248-1]
topology/pod-1/protpaths-101-102/pathep-|pg-
AD1-6248-2
topology/pod-1/protpaths-101-102/pathep-[pg-
AD2-NAPP.1]
topology/pod-1/protpaths-101-102/pathep-[pg-
AD2-NAPP-2]
topology/pod-1/protpaths-101-102/pathep-[pg-
OO0B-Mgmt] .@

Encap:

Deployment Immediacy:

Mode:

SUBMIT CANCEL

28. Enter vlan-< common_mgmt segment> for Encap; VLAN 3177 is the common management
segment VLAN in the screensht below.

29. Change Deployment Immediacy to Immediate.
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DEPLOY STATIC EPG ON PC, VPC, OR | @ES

Select PC, VPC, or Interface
Path Type: () Port
() Direct Port Channel
@ Virtual Port Channel

Path: topology/poed-1/protpaths-101-102/pathep-[pg ¥ @
Encap: | vian-3177

Deployment Immediacy: @ Immediate
On Demand
Mode: @ Tagged
() Untagged
802.1P Taqg

SUELIT CAMNCEL

30. Click SUBMIT.
31. On the left menu bar, click Subnet.
32. From the ACTIONS menu, select Create EPG Subnet.

TEMAMTS WM NETWORKING  L4-LT SERVACES

| st | o | o [
Subnets i
.- xSt
T S——
[ [T ;Gli
B s -
|- S
B v
iy o
-
-
-
[ e

33. Inthe CREATE EPG SUBNET dialog box, enter 192.168.3.253/24 for the Default Gateway IP. The
Mask field should be auto populated with 255.255.255.0

34. From the scope, only select Shared Subnet.
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CREATE EPG SUBNET

Specify the Subnet Identity
Default Gateway 1P: | 192.168.3,253/24 255.255.255.0

Scope: (¥ Shared Subnet
7] Public Subnet
[ Private Subnet

Description:
Subnet Control: [ Querier 1P

L3 Out for Route Profile: v b
Route Profile: ™

35. Click SUBMIT.
36. Click Contracts under the EPG Mgmt_ Access.
37. Click Action and select Add Provided Contract.

WM NETWORKING L4-LT SERICES ADMIN

[#] i Corvaamed Contoact

Em ’ Fincka il CONTEALT RAME CONTRALT Tome PROVDED | CONELRET: (O CLALE
B A Cormumed Contet Ineriie

m Py —
] s Tk '

™ M J,-I:L-:v*‘!!_'ltal
™ ve [ B 4

38. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.

ADD PROVIDED CONTRACT oL

Select a contract
Contract: [s: ]"‘ A

Qos: commaon/default v

Create leqﬁﬂ

SUBMIT CANCEL

39. Enter Common-Mgmt as Name in the CREATE CONTRACT dialog box.

40. Change the Scope to global from the drop-down list.

41. Click + next to Subjects to add a new contract subject.

42. In the CREATE CONTRACT SUBJECT dialog box, enter Allow-All as the Name.
43. Click + under Filter Chain to add a new filter.
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CREATE CONTRACT SUBJECT (i ] %)

Specify |dentity Of Subject

Marme: | Allowe-Al|
Description:
Reverse Filter Ports: [#]
Apply Both Divections: [#]

Filter Chain

FERTE - cvcscnen

Hame

PRIORITY

[ o |
44. From the FILTERS drop-down list click +.

45. In the CREATE FILTER dialog box, enter Allow-All as the Name. In this example, allow all the
traffic for this contract.

46. Click + to add a filter.

CREATE FILTER

Specify the Filter |dentity
Mame: | Allow-All

Descrgtion:

Entries:

Mame EtherType: ARP Flag 1P Protocol

47. Enter Allow-All as the name of the filter.
48. From the drop-down list, select IP as Ethertype.

CREATE FILTER (i]%
Specify the Filer |dentity
Plarran; Alove-Al
Deicrpton:
oo
o Soumce Port | Rsnoe Cestinastion Port | Ranoe

Bigmar Exhan Type ARF Pag IF Protoosd e 2 = = = = TP Sesaion Ruies
Adive & L - Unepecified B
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49. Click Update.
50. Click SUBMIT to create the filter.
51. Click UPDATE to add the newly created filter to the filter chain.

CREATE CONTRACT SUBIECT (i ]%

Specify ldentity Of Subject

Marme: | Allow-ad
Deescription:

Reverse Filber Posts: |+
HApply Both Dwectons: |

Filter Chain
+ [X] FILTERS L4-LT SERVIGE GRAPH
Frnrrw Service Graph: ae
cornmin/Allow-All
PRIORITY
Qab: ¥
L
o]

52. Click OK to finish creating the Contract Subject.
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CREATE CONTRACT (i ] %

Specify |dentity Of Contract

Name: | Common-Mgmt

Scope: global ¥
QoS Class:  Unspecified by
Description:

MName Description
Allowe-All

" suur
53. Click SUBMIT.
54. Click SUBMIT again to finish adding a provided contract.

55. To validate access to the EPG gateway just added, ping 192.168.3.253 from a common services
virtual machine. The virtual machineshould be able to ping the address.

Consuming the Common Contract in Application EPGs

Select Tenant and App-A tenant from the top menu.

Expand Tenant App-A in the left menu bar.

Expand the Application Profiles, 3-Tier-App, Application EPGs, and EPG Web.
Click Contracts.

Click ACTIONS and select Add Consumed Contract.

Nk W=

ey S10) Contracts i

o : = E2
- THGANT W

LD | Oraials i CLads

s
[

6. Inthe ADD CONSUMED CONTRACT dialog box, from the drop-down list select
Common/Common-Mgmt contract.
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ADD CONSUMED CONTRACT ([ %]

Select a contract

Contract: ____________________________ ]' L1
QoS! :mmuerm;ﬁmn-Mgm =
common/detati
Creabte Contract

SUBMIT CANCEL

7. Click SUBMIT.

8. To validate the contract definition, click Application EPGs under Application Profile NFS in the left
menu bar.

Applcation EPGs

= ppication &
B (%) EPG e
®- . —
-' tatx Bindings (Paths -
-- Bardonays {1 sonoel
B State Encort
I Gbnets el
oy Ty [-f Lest
] Common-bigmt
R rit TP Akl 1

9. Repeat these steps for all the application tiers that need access to the common services.

10. For a Web virtual machine with shown Network Parameters, communication to the 192.168.3.0
subnet should be established and ping should work from 10.1.1.1 to 192.168.3.11

Intermct Protocs] Version 4 (TOPTPw4) Properties x|
aem-u|
Yiou can get [P settros acsigned automatically of your network supperts
thie eapablity. Ofhermge, you need to ask your network dminsirator
for the approprate [P settngs.
™ Cibksin an P addeess sutematicaly
~1% Use the folowng IP address:
IP acddress: 0., 8-1.,1
Subnet mask: |255.255.255. /]
Defadt gateway: 0.1 . 1 X4
f" Ofam DN servan adie ets aornotes]
1% Lige the folowing DNS server addresses:
Preferred DS server: 192.168. 3 .11
Aernate DS sarver: | . . :
™ Valdate settings upon exit Advanced... ]
oK Caneeld [
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~

Note  Make sure the common services virtual machines either use 192.168.3.253 as their default gateway or
have a persistent route added for the 10.10.1.0/24 subnet with the gateway set as 192.168.3.253.

Cisco ACI - Accessing SVM Management Interface from
Application Virtual Machines (Optional)

When configuring NetApp SnapManager and SnapDrive, access to SVM management LIF is required.
This configuration can be enabled on a per tenant (per application) basis. A new application profile
called "SVM-Access" is defined under the application tenant (App-A) and an EPG (svm-mgmt) is
statically mapped to SVM management LIF VLAN. Access to the "svm-mgmt" from various application
tiers (EPGs) is then enabled using contracts. The contracts are provided by the EPG "svm-mgmt" and
consumed but the application EPGs such as "Web" and "App" as defined in the previous sections

SVM-Access - Application Profile Creation

In this section, a bridge domain is created and an Application Profile to setup SVM management
interface connectivity between the application virtual machines the SVM management LIF. Since all the
LIFs sharing the same uplink port-channel share the same MAC address, a unique bridge domain is
required for SVM access.

1. Select Tenant and App-A tenant from the top menu.

Expand Tenant App-A in the left menu bar.

Expand Networking, right-click Bridge Domains and select Create Bridge Domain.

Use bd-svm-mgmt as Name of the bridge domain.

Select App-A from the drop-down list as the Network.

Select Custom from the drop-down list for Forwarding and enable Flood and ARP Flooding.
Select default as the IGMP Snoop Policy.

N AW
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CREATE BRIDGE DOMAIN

Specify Bridge Domain for the Network

Name: | bd-svm-mgmt B
Description:
Netwaork: r type to pre-proy B~
Forwarding: Custom E|v
L2 Unknown Unicast: @ Flood (2 Hardware Proxy
Unknown Multicast Flooding: @ Flood (©) Optimized Flood

ARP Flooding: [¥] Enabled
Unicast Routing: [V Enabled
Config BD MAC Address: [ |
IGMP Snoop Policy: | default A~ @

Associated L3 Outs:

L3 Out
L3 Qut for Route Profile: /pe to pre-prov G v
Route Profile: valu B v
Monitoring Policy: . pre-prov B v

sunnets: NI

8. Click SUBMIT.

9. In the menu on the left, right-click Application Profile and click Create Application Profile.
10. In the CREATE APPLICATION PROFILE dialog box, enter SVM-Access as the Name.

11. From the drop-down list, select default for Monitoring Policy.

12. Click + next to EPG to add an EPG.
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CREATE APPLICATION PROFILE

Specify Tenant Application Profile

Name: SVM-Access

Description:
Tags: ~
Monitoring Policy: d;fauill-: — b @
EPGs Contracts
Create EPGs on the left table to add contracts
hamse Description

13. In the CREATE APPLICATION EPG dialog box, enter sym-mgmt as the Name.
14. From the drop-down list, select bd-svm-mgmt as the Bridge Domain.

15. From the drop-down list, select default for Monitoring Policy.
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CREATE APPLICATION EPG i/%

STEP 1> IDENTITY 1. IDENTITY

Specify the EPG Identity

MName: | svm-mgmt

Description:

Tags: w
QoS class:  Unspecified b
Custom QoS o
Bridge Domain:  bd-svm-mgmt » @
Monitoring Policy: | default ~ @

bare metals); E—

Domain Profile Deployment Immediacy Resolution Immediacy

Statically Link with Leaves/Paths: ||

Modifying the Physical Domain

The physical domain associated with NetApp storage needs to be modified and the SVM Management
LIF VLAN associated with App-A SVM needs to be added to the physical domain. To do so, complete
the following steps:

1. Select Fabric and Access Policies from the top menu.
2. Expand Pools and then VLAN.

3. Click the pool name associated with NetApp controllers (vp-A01-NetApp in this example) and click
+ to add another Encap Block.

4. Enter a range of 3181 to 3181 for SVM Management LIF VLAN
5. Click SUBMIT.

EPG and Contract Configuration

To configure EPG and the contract, complete the following steps:

1. Select Tenant and then App-A from the top menu.
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2. Expand the newly created SVM-Access Application profile from the menu bar on the left.
3. Expand SVM-Access, expand Application EPGs and expand EPG svm-mgmt.
4. Click Static Bindings (Paths).

Tenant App-A H

l Management 1P Address Pools =

P L3-L7 Service Parameters

il Stztic Bindings (Leaves)

B Static EndPoint

B Subnets

B Domzins (VMs and Bare-Metals)

Bl Management IP Address Pools

Bl L4-L7 Service Parameters
— N
BB 2oplication EPGs
Bl L4-L7 Service Parameters
B & 5\ access
B Bl 2oplication EPGs
=® EPG svim-mgmt
B Contracts
| Erlils Buqmlnqs (Paths)
5. Click Actions.
6. Click Deploy Static EPG on PC, vPC, or Interface.

El Delete

m Deploy Static EPG on QE VPC. or [nrg;[fafai

7. Inthe DEPLOY STATIC EPG ON PC, vPC OR INTERFACE dialog box, select Virtual Port
Channel as the Path Type.

8. From the Path drop-down list, select NetApp Controller 1.
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DEPLOY STATIC EPG ON PC, VPC, OR | @3

Select PC, VPC, or Interface
Path Type: 0 Port

_r Direct Port Channel
@ Virtual Port Channel
Fh‘th:l lect an ogt ]"' o
Encap: topology/pod-1/protpaths-101-102/pathep-[pg-
"| AD1-6248-1)

toy fpod-1/protpaths-101-102/pat -
Deployment Immediacy: Ag?l.gg:ﬁzl pRotpe? AEteeiie

topology/pod-1iprotpaths-101-102/pathep-[pg-
Mode: AD2-NAPP-1]

topology/pod-1/protpaths-101-102/pathep-[pg-
ADZ-NAPP-2]
EUL P T3]

SUBMIT CANCEL

9. Enter vlan-<App-A-SVM-MGMT LIF VLAN> for "Encap; VLAN 3181 is the Mgmt VLAN on
NetApp Controller in the screenshot below.

10. Change Deployment Immediacy to Immediate.

DEPLOY STATIC EPG ON PC, VPC, OR| @9

Select PC, VPC, or Interface

Fath Type: Port
Direct Part Channel
@ virtual Port Channel

Fath: | topology/pod-1/protpaths-101-102/pathep-[p¢ | R
Encap: | vlan-3181
Deployment Immediacy: @ Immediate
) On Demand
Mode: @ Tagged

2 Untagged
(2} B02.1F Tag

BT T

11. Click Submit.
12. Repeat these steps for mapping NetApp Controller 2 path.
13. Click Subnet under the EPG svm-mgmt.
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14. Click Contracts under the EPG svm-mgmt.

= & SVM-Access
B Bl Application EPGs
=® EPG svm-mgmt

B Contracts
I St=tic Bindings (Leaves
I Stetic EndPoint
I Subnets
B Comains (WVMs and Bare-Met
Il Management 1P Ad
- L4-L7 Service Parameters

15. Click Actions and select Create EPG Subnet.

- IP SCOPE SUBNET CONTROL [ Croste EPG subnet
n Dbt

16. Enter 192.168.181.254/24 for the Default Gateway IP. This IP address is the gateway that SVM
management LIF will use.

17. Change scope to Private Subnet.

CREATE EPG SUBNET i]%

Specify the Subnet ldentity
Default Gateway IP: | 192.168.181.254/24 255.255.255.0

Scope: [] Shared Subnet
2] Public Subnet
(] Private Subnet

Description:

Subnet Control: [7] Querier 1P
L3 out for Route Profile: g

Route Profile: v

18. Click SUBMIT.
19. Click Action and select Add Provided Contract.
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20. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.

ADD PROVIDED CONTRACT (i | %]

Select a contract

Contract: [select o type to preprovison [0
Gos: | APP-A/Allow-App-Web
App-AJaliow-NFS
common/Commaon-hMgmt
common/detaul

Create Conl;ﬁct
21. Enter Allow-SVM-Acces as Name in the CREATE CONTRACT dialog box.
22. Click + next to Subjects to add a new contract subject.
23. In the CREATE CONTRACT SUBJECT dialog box, enter Allow-All as the Name.
24. Click + under Filter Chain to add a new filter.

CREATE CONTRACT SUBJECT [i]%

Specify |dentity Of Subject

Hawree: | Allow-All
Degeription:
Reverse Filter Poits: [
Apply Both Directions: [V

Filter Chain
PEECC oo
Hame
PRICRITY
Qs w

25. From the FILTERS drop-down list select the Allow-All filter under Tenant App-A.
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MNAME

= Tenant: App-A

Allow-Al App-A

= Tenant: common

Allow-All Commaon
p common
default COMIMOon
est COMMOon
icmp common

26. Click UPDATE to add the newly created filter to the filter chain.
27. Click OK to finish creating the Contract Subject.

28. Click SUBMIT.

29. Click SUBMIT again to finish adding a provided contract.

Consuming the SVM Management Contract in an Application Tier (Web)

To consume the SVM management contract, complete the following steps:
1. Expand Application Profile 3-Tier-App.

Expand Application EPGs.

Expand EPG Web.

Click Contracts.

Click ACTIONS and select Add Consumed Contract.

In the ADD CONSUMED CONTRACT dialog box, from the drop-down menu select
App-A/Allow-SVM-Access contract (previously defined).

7. Click SUBMIT.

AU T o

Cisco ACI - Connectivity to existing Infrastructure

This section provides the detailed procedure for a tenant (App-A) to existing CiscoNexus 7000 core
routers using sub-interfaces and VRF aware OSPF. The following are some of the highlights of this
connectivity:

* A new bridge domain and associated private network is configured in ACI for external connectivity

» The Web VM is configured with two interfaces - one to connect to an EPG attached to inside bridge
domain (bd-internal) and another to connect to an EPG on the external bridge domain (bd-external)

« Each of the two Cisco Nexus 7000s is connected to each of Cisco Nexus 9000 leaf

* Sub-interfaces are configured and used for external connectivity
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» Cisco Nexus 9000 is configured to run per-VRF OSPF - Cisco Nexus 7000 does not use VRFs

Cisco ACI - Connectivity to existing Infrastructure

Figure 6 illustrates the VLANs and networks used for this connectivity.

Cisco Nexus 7000 is configured to originate and send a default route to Cisco Nexus 9000 leaves

When using service graphs (load balancer), the Web VM does not need two separate interfaces

Figure 6

Leaf-1

2
g

ACI - Layer-3 Connectivity Details

App-A Public Network (VRF App-A-Ext)

192.168.253.101/30  192.168.253.109/30

182.168.253.105/30  192.168.253.113/30

E1/47 E1/48
202 204

192.168.253.110/30

seTeTTIsy

OSPF

1kl

192,168.253.114/30

Mexus 7000 - 2

Configuring the Cisco Nexus 7000 for ACI connectivity (Sample)

Cisco Nexus 7000-1

feature ospf

router ospf 10
router-id 192.168.254.3

area 0.0.0.10 nssa no-summary default-information-originate no-redistribution

interface Vv1anl00

no

shutdown

mtu 9216

no
ip
no
ip
ip

ip redirects

address 192.168.253.253/30
ipvé redirects

ospf mtu-ignore

router ospf 10 area 0.0.0.0
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1

interface Ethernet4/21.201
encapsulation dotlg 201
ip address 192.168.253.102/30
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

1

interface Ethernet4/22.202
encapsulation dotlg 202
ip address 192.168.253.106/30
ip ospf cost 5
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

Cisco Nexus 7000-2

feature ospf
1
router ospf 10
router-id 192.168.254.4
area 0.0.0.10 nssa no-summary default-information-originate no-redistribution
1
interface V1anlO00
no shutdown
mtu 9216
no ip redirects
ip address 192.168.253.254/30
no ipvé redirects
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
|
interface Ethernet4/21.203
encapsulation dotlg 203
ip address 192.168.253.110/30
ip ospf cost 20
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown
1
interface Ethernet4/22.204
encapsulation dotlg 204
ip address 192.168.253.114/30
ip ospf cost 30
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

Configuring ACI for External Routed Domain

To configure ACI for an external routed domain, complete the following steps:
1. Select Tenant and App-A tenant from the top menu.
2. Expand Tenant App-A in the left menu bar.
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Expand Networking, right-click Bridge Domains and select Create Bridge Domain.
Use bd-external as Name of the bridge domain.
From the Network drop-down list, select Create Private Network.

In the CREATE PRIVATE NETWORK dialog box, enter App-A-Ext for the Name.

CREATE PRIVATE NETWORK 0L

Specify Tenant Network
Name: | App-A-Ext

S bW

Policy enforcement: @ Enforced

Unenforced
Description:
BGP Tirmers: b
OSPF Timers: »
Monitoring Policy: o

7. Click SUBMIT.

8. Select default as the IGMP Snoop Policy.

9. Click + next to Subnets to add a subnet.

10. Provide the gateway address of the subnet which will communicate to the external world.

11. Set Scope as Public.
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CREATE SUBNET i/%

Specify the Subnet Identity

Gateway IP: |10.10.10.254/24 255.255.255.0

Scope: Shared Subnet
[¥] Public Subnat
Private Subnet

Description:

Subnet Control: || Querier IP

L3 Cut for Route Profile: 2
Route Profile: >
e
oK CANCEL
12. Click OK.
13. Click SUBMIT.
14. Expand the Application Profile 3-Tier-App on the left and right-click Application EPGs and click
Create Application EPG.
Tenant App-A 3]

B Quick Start i

=Jll- Tenant App-A

15.
16.
17.
18.
19.
20.
21.
22.

B B 2oplication Profiles

B riecane
S, —
@ Hq. I:reat%nplu:ahnn EPG

() epG web
Il L3-L7 Service Parameters

In the CREATE APPLICATION EPG dialog box, enter External as the Name.

From the drop-down list, select bd-External as the Bridge Domain.

From the drop-down list, select default for Monitoring Policy.

Click OK.

Click + next to Associated Domain Profiles (VMs or Bare metals).
From the drop-down list, select the VMM domain previously defined.
Select Immediate for Deployment Immediacy.

Select Immediate for Resolution Immediacy.
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CREATE APPLICATION EPG O

STEP 1 > IDENTITY 1. IDENTITY

Specify the EPG |dentity

Mame: |External

Descripbion:
Tags: b
QoS class: | Unspecified o
Custom Qos: Y b
Bridge Domain: | bd-External o @
Monitoring Policy: w
bare metals):
Domain Profile Deployment Immediacy = | Resolution Immediacy
VMM Domain - ADL-VC Immediate Immeadiate

Statically Link with Leaves/Paths: [

[<resvous | s |
23. Click Finish.
24. From the left list, expand the EPG External and click Contracts.

Contracts

B Quick Start _‘_!
B 28 Tenant App-A
B Aoplication Profiles O i
BE&: e
=-.'.'-:'-:1 ication EPGs
ER® erG 2

B (S EPG Extema

-Cun'tl?:%

25. Click Action and select Add Provided Contract.
26. From the ADD PROVIDED CONTRACT dialog box, select Create Contract under Contract.

= TENANT NAME
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ADD PROVIDED CONTRACT (i | %]

Select a contract

Contract [sclector ypetopreprovison [0
Qos: | APP-AJAlIow-ADp-Web
App-Adallow-NFS
commen/Comman-higmt
common‘default

Create le{g}d
27. Enter Allow-External as Name in the CREATE CONTRACT dialog box.

28. Change the Scope to Tenant.

29. Click + next to Subjects to add a new contract subject.

30. In the CREATE CONTRACT SUBJECT dialog box, enter Allow-All as the Name.
31. Click + under Filter Chain to add a new filter.

CREATE CONTRACT SUBIECT (i %

Specify [dentity Of Subject

Mawrses | Allowe-All
Degeription:
Reverse Filter Ports: [
Appdy Both Directions: [¥]

Filter Chain
FPEEEC oo
Hame
PRICRITY
Qose w
[ ox J owce |

32. From the FILTERS drop-down list select Allow-All filter under Tenant App-A.
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NAME

= Tenant: App-A

Allow-all App-A

= Tenant: common

Allow-All COMMon
&p commdn
default common
est COMMON
™ icmp COMMOn

33. Click UPDATE to add the newly created filter to the filter chain.
34. Click OK to finish creating the Contract Subject.

35. Click SUBMIT.

36. Click SUBMIT again to finish adding a provided contract.

Adding External Routed Domain

To add external routed domains, complete the following steps:

1. Select Tenants and App-A from the top menu.

2. Expand Tenant App-A in the left menu.

3. Expand Networking and External Routed Networks.

4. Right-click External Routed Networks and select Create Routed Outside.

Tenant App-A |

Il Quick Start
B &% Tenant App-A
ES I ~pplication Profiles
B I Mietworking
BN B Bridge Domains
BN B Frivate Netwoarks
.- External Bridged Networks
—| TIEENE Rq —
B Action | o) Creal@oul&{! Dulslde

5. In the CREATE ROUTED OUTSIDE dialog box, enter App-A-L3-Out as the Name.
6. Click the check mark next to OSPF.
7. Enter 0.0.0.10 as the OSPF Area ID.
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8. Seclect App-A-Ext from the drop-down list as the Private Network.

9. Click + next to Nodes and Interfaces Protocol Profiles.

CREATE ROUTED OUTSIDE O3

STEP 1 = IDENTITY 1. IDENTITY 2. EXTERMAL EPG NETWORKS

Define the Routed Quiside
Name: | App-AeL3-Dut | MFeee ¥ oser
Description: | optiona QSPF Area 1D: 0,0.0.10

Tags: -
enter tags separsted by comma

Private Network: | App-A-E] > @
Extermnal Routed Domain: | select an aption w

MODES AND INTERFACES PROTOCOL PROFILES

Hame Drescrigtion oscP Nodes

10. In the CREATE NODE PROFILE dialog box, enter Node 101 as the Name.
11. Click + to add Nodes.

CREATE NODE PROFILE

Specify the Node Profile
Name: |Node_101] |

Description: optional
DSCP: | £

Nodes: T
nRje 1D » Router ID Static Routes

12. In the SELECT NODE dialog box, select the first Cisco Nexus 9000 switch (Node-101).
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SELECT NODE

Select Node and Configure Static Routes

Node ID: |select a node

Router 1D:

a8 A01-9396- (Node-101)
58 A01-9396 2 Node-102)

Static Routes

13. Provide a loopback address to be used for the tenant private network.

SELECT NODE Ok

Select Node and Configure Static Routes

Node ID: topology/pod-1/node-101 _ el
Router ID: | 192.168.254.101]
Static Routes
IP Address Next Hop IP

14. Click OK.
15. Click + to add OSPF Interface Profile.
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CREATE NODE PROFILE

Specify the Node Profile
Name: |Node_101
Description:  optional

DSCP: -

e
Node ID Router 1D Static Routes.
topalogy/pod-1/node-101 192.168.254.101

OSPF INTERFACE PROFILES

Description Interfaces.

16. In the CREATE INTERFACE PROFILE dialog box, use a descriptive name; Nodel01 Int Profile
in this example provides information about interface policy for Node 101.

17. From the OSPF Policy drop-down list list select Create OSPF Interface Policy.
18. In the CREATE OSPF INTERFACE POLICY dialog box, provide a descriptive name.
19. Check MTU ignore and Advertise Subnet.
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CREATE OSPF INTERFACE POLICY i]%

Define OSPF Interface Policy
MName: |To-7K

Description:

Network Type: Broadcast
@ Unspecified
_ Point-to-point

Priority: |1

£ 43

Cost of Interface:

Interface Controls: [¥] MTU ignore
[7] passive Participation
[¥] advertise Subnet

Hello Interval (sec): 10
Dead Interval (sec): 40

Retransmit Interval (sec): 5

Sl L1d ¥ 41>

Transmit Delay (sec): |1

SUBMIT CANCEL

20. Click SUBMIT.
21. Under INTERFACES, select ROUTED SUB-INTERFACE and click + to add a new sub-interface.

INTERFACES

ROUTED INTERFACES S| ROUTED SUB-INTERFACE

Targst DSCP

ROUTED SUB-INTERFACES

1P Adaress MAC Address MTU (Eytes)

22. In the SELECT ROUTED SUB-INTERFACE dialog box, select the Cisco Nexus 9000-1 interface
connected to Nexus 7000-1 (Eth 1/47).

23. In the Encap enter vlan-201.

24. Provide the IP address 192.168.253.101/30.

25. Set MTU to 1500.
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SELECT ROUTED SUB-INTERFACE [ ] %¢]

Specify the Interface

Path: | topology/pod-1/paths-101/pathep-[eth1/47] =
Encap: | vian-201
For example, vian-1
IP Address: | 192.168.253.101/30 | | 255.255.255.252

Address Mask

MAC Address: 00:22:BD:F8:19:FF

MTU (bytes): | 1500

Target DSCP: . :

26. Click OK.

27. Repeat steps 21-25 to add a second interface profile with appropriate sub-interfaces. The OSPF
Policy created in steps 18-20 can be re-used (select from the drop-down list) for the interface
profiles.

ROUTED INTERFACES ROUTED SUB-INTERFACE

+: ]

ROUTED SUB-INTERFACES

Path Encap 1P Address MAC Address MTU (bytes) Target DSCP

Node-101/eth1747 wian-201 192.168.253.100/30 00:22:B0:FB:19:FF 1500 Unspecified
| Node-101/eth1/48 wian-203 192.166.253.109/30 00:22:BD-FB: 19:FF 1500 Unspecified
28. Click OK.

29. Click + next to Nodes and Interfaces Protocol Profiles.
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CREATE ROUTED OUTSIDE (i ] %]
STEP 1 > IDENTITY 1. IDENTITY 2. EXTERNAL EPG NETWORKS
Define the Routed Quiside
Name: | App-A-L3-Out | lece ¥ oser
Description: | options OSPF Area 1D: 0.0.0.10
Tags: 2
::rl.:r'.a-:uaew'a:ud by comma 2
Private Metwork: | App-A-Bxt] =) il
Extermnal Routed Domain: | select an aption w
NODES AND INTERFACES PROTOCOL PROFILES
Hame Description D5CP Nades

30. In the CREATE NODE PROFILE dialog box, enter Node 102 as the Name.
31. Click + to add Nodes.

CREATE NODE PROFILE

Specify the Node Profile
Name:  Node 102 |
Description: -U;t onal

DSCP:
Modes:

Mode 1D Router ID Static Routes

32. In the SELECT NODE dialog box, select second Cisco Nexus 9000 switch (Node-102).

SELECT NODE

Select Node and Configure Static Routes
Mode ID: | select a node

Router 1D:

Static Routes

m ADL-9396-1 (Node-101)
s Am%z (Node-102)

33. Provide a loopback address to be used for the tenant private network.
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SELECT NODE (j ] %

Select Node and Configure Static Routes
Node ID: | topology/pod-1/node-102 v

Router ID: |192.168.254.102] I

Static Routes

IP Address Next Hop IP

34. Click OK.
35. Click + to add OSPF INTERFACE PROFILE.

36. In the CREATE INTERFACE PROFILE dialog box, use a descriptive name; Node102 Int Profile
in this example provides information about interface policy for Node 101.

37. From the OSPF Policy drop-down list select the previously created OSPF policy.
38. Click SUBMIT.
39. Under INTERFACES, select ROUTED SUB-INTERFACE and click + to add a new sub-interface.

INTERFACES
| ROUTED INTERFACES (| v

W * ROUTEDSUB-INTERFACES

Path Encap 1P Adoress MAC Address MTU {Erytes) Targst D5SCP

40. In the SELECT ROUTED SUB-INTERFACE dialog box, select the Cisco Nexus 9000-2 interface
connected to Cisco Nexus 7000-1 (Eth 1/47).

41. In the Encap enter vlan-202.

42. Provide the IP address.

43. Set MTU to 1500.

44. Click OK.

45. Repeat these steps to add second interface profiles with appropriate sub-interfaces.

46. Click OK.
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(1]

CREATE ROUTED QUTSIDE

STEP 1 = IDENTITY 1. IDENTITY 2. EXTERNAL EPG NETWORKS
Define the Routed Qutside
Mame: | App-A-L3-Out I 6P ¥ oser
Description: | optiona OSPF Area 10: [0,0.0.10
Tags: »
el Uge separated by Comima
Private Network: | App-A-Ext ~ 3
External Routed Domain: | select an option b
NODES AND INTERFACES PROTOCOL PROFILES
Hame Dasscription DscP Modies
Node_102 Unspecified topology/pod-1/node-102
Hode_101 Unspecified topokgy/ipod-1fnode-101
<pmevous

47. Click Next.
48. Click + to add EXTERNAL EPG NETWORKS.

STEP 2 = EXTERNAL EPG NETWORKS DENTITY 2. EXTERNAL EPG NETWORKS

Configure External EPG Networks
Create Route Profiles: |

EXTERNAL EPG NETWORKS
&_ QoS Class Description Subinet

49. In the CREATE EXTERNAL NETWORK dialog box, enter Ext-Default as the Name.
50. Click + next to SUBNET to add remote subnet that will be accessed from the ACI fabric
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CREATE EXTERNAL NETWORK

Define an External Network
Name: |Ext-Default]

Tags: ~
enter tags separated by comma
QoS dlass: | Unspecified 2
Description: -cptinnal

SUBNET

L ——

51. In the CREATE SUBNET dialog box, enter 0.0.0.0/0 as the remote subnet to be accessed.
52. Click OK.

53. Click OK.
54. Click Finish.

55. Expand the App-A-L3-Out routed network and click the newly created network Ext-Default.

Tenant App-A H

i Quick Start
B & Tenant App-A
EX M Application Profiles
B B Networking
B B Bridge Domains
BE B Private Networks
i External Bridged Networks
B I External Routed Networks
Bl Action Rule Profiles
B App-A-L3-0ut
Bl Logical Node Profiles
B B Networks
&l ex-Defauit
EREm route

56. Click + next to Consumed Contracts.

57. From the drop-down list, select App-A/Allow-External contract.
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Consumed Contracts: JESNET|
MAME TEMANT TYPE Q05 CLASE ETATE

AppedSaiaw-Extern e Livespatifiend W | uifteried

B o

58. Click UPDATE.

59. Click SUBMIT.

60. Expand Bridge Domains.

61. Click bd-External and click + next to Associated L3 Outs.

62. From the drop-down list, select the newly created routed domain App-A/App-A-L3-Out.

il SYSTEM FABRIC VM NETWORKING
Cc ISCO n
-ls«w-_u =TTy

eridge Domain- bd-External

L4-L7 SERVICES ADMIN

1 i Sart
B 2 Terurs Ao
D con o [T
B hetwerking
i g Domains PROPERTIES

B be-iop-A-Tnternal ) TR
B B P ety Labels Network:  App-i-Ext ~ @
I L%-L7 Service Parameters Custom MAC Address: | 00:22:B0:F8: 19:FF
| .E-Mnbrm e i
- e - @ Hardware Presy
B bo-becsit Unknown Multicest Flooding: & Flood
1 eeivane Mestweics ARP Fiooding: ]
| Extemal Bridged MNebwods Unicast Routing: ()
I Extermal Routed hetworks ] —
I Action Rule Profiles
Bt sp-ata-out
R Logicad oot Profies
=] T
{El exoefaus
BRI R Profiles
ER Protocnl Polices
I Security Poiices

63. Click UPDATE.
64. Click SUBMIT.

At this time, the network, 10.10.10.0/24, marked public under bridge domain "bd-External" should be
seen in the Cisco Nexus 7000 routing table and Cisco Nexus 9000 should be learning the OSPF routes
including default route from Cisco Nexus 7000. The provider and consumed contracts should enable
communication from a virtual machine connected to "External" EPG (port-group) and any subnet on the
external network.

FlexPod Datacenter with VMware vSphere 5.5 Update 1 and Cisco Nexus 9000 Application Centric Infrastructure (ACI) g



W Cisco ACI - Connectivity to existing Infrastructure

Configuring Multi-Protocol BGP on Spines

Within the ACI fabric, Multiprotocol BGP (MP-BGP) is implemented between leaf and spine switches
to propagate external routes within the ACI fabric. The BGP route reflector technology is deployed in
order to support a large number of leaf switches within a single fabric. All of the leaf and spine switches
are in one single BGP autonomous system (AS). When the border leaf learns the external routes, it can
then redistribute the external routes of a given VRF to an MP-BGP address family VPN version 4 (or
VPN version 6 when IPv6 routing is supported in ACI). With address family VPN version 4, MP-BGP
maintains a separate BGP routing table for each VRF. Within MP-BGP, the border leaf advertises routes
to a spine switch, which is a BGP route reflector.

MP-BGP is not enabled by default in the ACI fabric. For the deployment scenario where ACI fabric is
used as L2 fabric or there is no need for L3 outside connection, MP-BGP is not required. To enable
MP-BGP, configure BGP policy on the APIC to specify the BGP ASN and specify spine nodes as BGP
route reflectors.

1. Select Fabric and Fabric Policies from the top menu.
2. Expand Pod Policies and Policies in the left menu bar.

3. Click BGP Route Reflector default.

atfranfn, TENANTS FABRIC VM NETWORKING

CISCO

¥t | FABRIC POLICIES | AC

Policies 8 QUiCk Start

8 Guick Start
B Switch Policies
i Module Policies
I Interface Palicies
B B Fod Policies HELP

B i Policies
=) 1515 Policy default Fabric policies govern the operation [:_r internal [a!ﬂr
u oy Administrators who have fabric administrator privile
E= B Date and Time leal switches, and interfaces to which they will appt

{El coop Group Policy default
Fabric policies configure interfaces that connect spi
E BGP Route mw troubleshooting (on-demand diagnostics and SPAN

] T EL

4. Enter an Autonomous System Number (100 in this example).

5. Click + to select spines (one after the other) as Route Reflector Nodes.
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SYSTEM TENANTS VM NETWORKING L4
CIsSCco
i ¥ | F.uBEICPl:ILIL|ER| ACC LICIES
=10} BGP Route Reﬂector F‘t::lm:yr BGP Rot
I Quick Start
ER i 5vitch Policies
EX i Module Policies
EX B irterface Policies
= Pod Policies PROPERTIES
o ot o
ISIS Policy default
BRI Cate and Time Pesciption. | options!
1El cooP Group Policy default %
ﬁ.ﬁ'm flector defoult .- Autonomous System Number: 100 =
B se Route Reflector Nodes:
S communication MODE ID
i Policy Groups
1El defaur

CREATE ROUTE REFLECTOR NODE POLICY EP (i %

Spemfy route reflector node EP id
Spine Node: | 1

Description: (201 ¢y

suour | owea

6. Click SUBMIT.

7. Right-click Policy Groups and select Create POD Policy Group.
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NImIr SYSTEM TENANTS
CISCO

pod Plicies- e

M Quick Start
BN B Switch Policies
BN Bl Module Policies '8 i

BN B Interface Policies
o it R
B i Policies
{Zl 1515 Policy default
EX B Date and Time
1El cooP Group Policy default
{E] BGP Route Reflector default
BN i snmp
EREE Communication
I Poicy e :
1E] defautt Create POD Policy Group
ER @ Global Policies Y
- Monitoring Policies )
S MW Troubleshoot Policies
B @ Geolocation Policies
ERE Tags

8. Enter a descriptive name for Podl policy.

9. From the drop-down list BGP Route Reflector Policy, select default.

Note  The policy group allows users to combine multiple policies, such as BGP policy, Integrated System to
Integrated System (IS-IS) routing protocol policy, co-operative (COOP) policy, and others, to a policy
group and apply it to the POD. In this example, the policy is being utilized to only make changes to BGP.
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CREATE POD POLICY GROUP i/%

Specify the Policy Group Properties
Name: |pc|d1 _palicygrp |
Description: |Enahle BGP Raute Reflector -

Date Tirme Policy: | select or type to pre-provision 26

ISIS Policy: |select or type to pre-provision »

COOP Group Policy: | select or type to pre-provision i

BGP Route Reflector Policy: |default P
Communication Policy: | select or type to pre-provision >
SNMP Policy: | select or type to pre-provision P

10. Click SUBMIT.
11. Click default from Policy Groups.

12. From the drop-down list Fabric Policy Group, select the recently created Pod policy
(podl_policygrp in this example).

atfran]n SYSTEM TENANTS FABRIC VM NETWORKING
cisco

L4-LT SERVICES

FABRIC POLICIES | ACCESS

Pod Selector - default
1 ek Stant
| R i switch Poiicies

T =

R [rvertace Poices

[ PROPERTIES

s Ly
15 1515 Policy defaut
B2 cate and Time Deseription: | cotions
T2l 000P Groun Paiey defaun }
ﬂw Route Reflector default o ALL
-SHMP Fabic Policy Group: I!«'-.v.: & SHEon |:
n.t'nmrrl.n-:mm me
=-"€5(‘! Groups ! -F !Hﬂ]yp{;‘
Bl sedschrirp Create POO Policy Group
defpult
e !

13. Click Submit.
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NetApp Virtual Storage Console (VSC) 5.0 Deployment Procedure

This section describes the deployment procedures for the NetApp Virtual Storage Console (VSC).

VSC 5.0 Preinstallation Considerations

The following licenses are required for VSC on storage systems that run clustered Data ONTAP 8.2.2:

Install VSC 5.0

Protocol licenses (NFS and FCP)
FlexClone (for provisioning and cloning only)
SnapRestore (for backup and recovery)

SnapManager suite

To install the VSC 5.0 software, complete the following steps:

1.

N e

9.

Build a VSC virtual machine with Windows Server 2012 R2, 4GB RAM, two CPUs, and one virtual
network interface inthe <<var ib mgmt vlan ids>> VLAN. The virtual network interface should
be a VMXNET 3 adapter.

Bring up the VM, install VMware Tools, assign IP addresses, and join the machine to the Active
Directory domain.

Activate Adobe Flash Player in Windows Server 2012 R2 by installing Desktop Experience under
the User Interfaces and Infrastructure Feature on the VM.

Install all Windows updates on the VM.
Log in to the VSC VM as FlexPod admin user.
Download the x64 version of the Virtual Storage Console 5.0 from the NetApp Support site.

From the VMware Console, right-click the file downloaded in step 3 and select Run As
Administrator.

On the Installation wizard Welcome page, click Next.

Select the checkbox to accept the message, click Next.

10. Select the backup and recovery capability. Click Next.

Note  The backup and recovery capability requires an additional license.
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15 NetApp ® Virtual Storage Console 5.0 for VMware vSphere - Insta... -

Capabilities

ct the capabilities that you want to install.

Mote: Use of the Backup and Recovery capability requires the
purchase of a Software License.

7]
i
[
m
=1

< Back || Mext = | | Cancel

11. Click Next to accept the default installation location.

i NetApp® Virtual Storage Console 5.0 for VMware vSphere - Insta... .

Destination Folder

Click Mext to install to this folder, or dick Change to install to a different folder.

G Install MetApp® Virtual Storage Console 5.0 for VMware vSphere to:

C:\Program Files\MNetAppWirtual Storage Consale’,

—
n
i
o
m
[

< Back || Mext = | | Cancel

12. Click Install.
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13 NetApp @ Virtual Storage Console 5.0 for VMware vSphere - Insta... .

Ready to Install the Program

The wizard is ready to begin inztallation.

Click Install to begin the installation.
If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

Virtual Storage Console for YMware vSphere must be registered with vCenter for the plugin
to function. You may register once installation fupgrade completes or you can register at
any time by visiting the following URL:

https:/ [localhost:8143 [ Register.html

< Back || Install | | Cancel

13. Click Finish.

Note  If the installation fails giving out an error Incorrect function or VSC service not started, run the
following command from the command prompt and start the Virtual Storage Console service manually.

"C:\Program Files\NetApp\Virtual Storage Console\bin\vsc" ssl setup
-generate-passwords

Register VSC with vCenter Server

To register the VSC with the vCenter Server, complete the following steps:

1. A browser window with the registration URL opens automatically when the installation phase is
complete. If the URL does not open automatically, open https://localhost:8143/Register.html in
Internet Explorer.

2. Click Continue to this website (not recommended).

3. In the Plug-in Service Information section, select the local IP address that the vCenter Server uses
to access the VSC server from the drop-down list.

4. In the vCenter Server Information section, enter the host name or IP address, user name (FlexPod
admin user or root), and user password for the vCenter Server. Click Register to complete the
registration.
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(& vSphere Plugin Registration

viphere Plugin Registration
The Virtual Storage Console is registered as specified below. If you need to change the
registration settings, update the fields below and then click “Register”,
If you specify a new vCenter Server IP address, the Virtual Storage Consobe will unregister
with the previously specified wCenter Server and then register with the newly specified
wCanker Server,
1 Plugin service information

Host name or 1P Address: 172.20.81.26

vCenter Server infarmation

Host name or [P Address:

Port: 243
User name: root

e |

The registration process has completed successfully!

5. Upon successful registration, the storage controllers are discovered automatically.

~

Note  Storage discovery process will take some time.

Discover and Add Storage Resources
To discover storage resources for the Monitoring and Host Configuration and the Provisioning and
Cloning capabilities, complete the following steps:

1. Using the vSphere web client, log in to the vCenter Server as FlexPod admin user or root. If the
vSphere web client was previously opened, close it and then reopen it.

2. Inthe Home screen, click the Home tab and click Virtual Storage Console.
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vmwarne vEphere Web Client # @ L | sdminsitatenfSPHERELOCAL = | Help =
4 vEanim O B Heme
EEET ;oo | e

(7 v enier 3| imenimies
Y Fusbes and Prodies »

o i T L -
O3 v emter Coctstrator H J 1 3 £] ‘; O
Y irisal Siorage Consak ¥ - T vig snd Sheage Midwirking viCeriber
E!_ P alion > Chrkberd Timplated e R A0

Tasks Mondonng
T Dty
& Log Browsasr ‘ﬂ ﬁ} i ;J I h
o Tags Thickh & ik g Bviend & ek i k] Profled W Ekga st atsan i il
Pobcies Specilcaton Oparaliond

O, Mrw Saaech » Manager LE T
H Sved Somctas ¥ | Aministr mn

@ R &

Rows Ligdfri ey v il

Eabulions
Manager

3. Click the Storage Systems. Under Objects tab, click Actions > Modify.

4. Inthe IP Address/Hostname field, enter the storage cluster management IP. Enter admin for the user
name, and the admin password for password. Confirm that Use SSL to connect to this storage system
is selected. Click OK.

5. Click OK to accept the controller privileges.

Optimal Storage Settings for ESXi Hosts

VSC allows for the automated configuration of storage-related settings for all ESXi hosts that are
connected to NetApp storage controllers. To use these settings, complete the following steps:

1. From the Home screen, click on vCenter > Hosts and Clusters. For each ESXi host, right-click and
select NetApp VSC > Set Recommended Values for these hosts.

M Netipp Recommended Settings (x)

[] HBAICNA Adapter Settings
Sets the recommended HBA timeout settings for NetApp storage systems.

[+] MPIO Settings

Configures preferred paths for Met4pp storage systems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cable), and sets the
preferred path to one of those paths.

[#] NFg Settings
Sets the recommended NFS Heartbeat seftings for Metdpp storage systems.

Ok ][ Cancel

2. Check the settings that are to be applied to the selected vSphere hosts. Click OK to apply the
settings.
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Note  This functionality sets values for HBAs and CNAs, sets appropriate paths, and path-selection plug-ins,
and verifies appropriate settings for software-based I/O (NFS and iSCSI).

3. Click OK.

Set Recommended Settings x

&  HBACHA Adapter Seftings ©  Syuccess
& MPIO Settings SuCCess
& MNFS Settings Success

(0] 34

VSC 5.0 Backup and Recovery

Prerequisites to Use Backup and Recovery Capability

Before you begin using the Backup and Recovery capability to schedule backups and restore your
datastores, virtual machines, or virtual disk files, you must confirm that the storage systems that contain
the datastores and virtual machines for which you are creating backups have valid storage credentials.

If you plan to leverage the SnapMirror update option, add all the destination storage systems with valid
storage credentials.

Backup and Recovery Configuration

The following steps detail the procedure to configure a backup job for a datastore.
1. From Home screen, select the Home tab and click Storage.

2. Right-click the datastore which you need to take backup. Select NetApp VSC > Backup > Schedule
Backup.

S

Note  If you prefer one time backup, then choose Backup Now instead of Schedule Backup.
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vimware: vSphere Web Client & &

w [l Fieafod_DC_1 Sefings | Marm Definfions | Tags | Permissions | FIRE | Scheduled Tasis
B amavien

B satastned (1) [infra_datastors_1]

- 8 o8
Blinta_swap [ Actires - ireten_detnstore_1 "
[§ PR [ Regtitee v | i [PR— Tree i
i Brives Figs | 4 Folder réra_dstastons_1] icefl
E Refrrah Capacity infoimaen :11-.1_: Folder [réra_datasions_1] kcefl
B3 Manags Sworegs Peoviders e sk Fokder frera_gatasion_1] ¥Sg
Selngs ,i""“l Fokjer Prévs_sutsstons_1] ke
Mewn e -I'""“ Fuokder Prira_sttasions_1] iced
[ Te— W -ocum Folder frira_dutaston_1] kcefl
@ Asaign Tup fapshol Fokie Préra_satastons_1] sna
b Ramoe Tag
AT H
Al v arsar Acsiong .

4 & Deduplcaton  » |

'3 Bahup Mow

| Gl Rastore -

1= {5 Add o Baciaup Job

. _‘n’l l?nlu | i Moust Backup

| B Pactim Spdce g 4 nount Baciap
H Daitay

3. Type a backup job name and description.

~

Note  Ifyou want to create a VMware snapshot for each backup, select Perform VMware consistency snapshot
in the options pane.

I Schedule Backup (L M

v (T
2 Sparmed Entities
i o
3 Scripts e VEC_backup

4 Schedule snd Retention Diestription |Wbacl-upl f

& Crodentisls and Morts

6 Sumrimany Options
] initiate Srapvault updabe

] initia%e Snapheror update
j Parfoim Vidwang consislency snapshol

] inciude datassores with independent disks

s
\‘:!i) Snapvaul iregration in YEC is suppored for Clusiened Data ONTAF 8.2 or highes

Ha=t Cancal

4. Click Next.
5. Click Next.

6. Select one or more backup scripts if available and click Next.
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B Schedula Backis AN

w1 Deails

Sedec the scriphs you wand b nun alonig with Bis backup job
W 2 Spannetd Entities

- EEIDS Avattatie Seripts Setected Scrpts
4 Schedule and Retenton

4 Credentials and Aberts

6 Sustwnany

Batk Hext Cancel

7. Select the hourly, daily, weekly, or monthly schedule that you want for this backup job and click
Next.

M Schedule Backup i

¥ 1 Delzks Configurs the schaduse and refantian semngs for this job

w2 Spanned Entities

W 3 Scripis Schedule Houty schedule details
*) Howrly e
v
Dby -} Evarny 1 hefiar -
5 Credentists and Alerts
Vieekly = A .
6§ Summary AL 11:21 P
Mornthey [}
Gne time ony (5 Stadting: 0252014 =

Redantion

=] A& Ml ey O D |
A Maximupm OFf Backups

Wi Expings

Batk Next Cancel

8. Use the default vCenter credentials or type the user name and password for the vCenter Server and
click Next.

9. Specify backup retention details as per requirements. Enter an e-mail address for receiving email
alerts. You can add multiple email addresses by using semicolons to separate e-mail addresses. Click
Next.
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Sowrce Emall Address:
Deslination Email Addresals)

SMTF Host

| sond TestEmail |

w55 _backupi@esample com

admingexample.com

snilp example.com

Bark Mt Cancel

[ Schedule Backup Gl
w1 Datails Credentials
W 7 Spannod Enities a) Uge detauit voenter credertials
(. | gu"ig Uze the following user name and passwoed
el e el ] Lizgmame
bl 5 Criedlentials anil Alerts
B
& Summary bl
Email Aderls
Moty On Ao z

10. Review the summary page and click Finish. If you want to run the job immediately, select the Run

Job Now option and then click Finish.

M Schedule Backug

1 Dartails

2 Spanned Enities

3 Scripls

4 Schedule and Retenion
5 Credentials and Aleris

'
L
o
'
w
W

Thie Backup Job will b created with the Tollowing options

Nameg

Degcriphion

Pamorm this batup

Backup rédention

Email ngtification will be $ént an
Ermall notification will be sent from

Email notification will be s&nt to

Errvail notification SMTP hast

[ Ruin Job Now

VEC_backup

WM backup

Evary 1 hour af 2321 starting 2572004
Maimurm of 1 day

Abwiays

¥EC_DatkupDeeample com

admin@eEampla. Lo

Smilp exhmphé com

Back Mgt Finigh Cancal

11. Click OK.
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-

Success Message

= Successtully created a new hackup job for the
s\,) selected object.

12. On the storage cluster interface, automatic Snapshot copies of the volume can be disabled by
entering the following command:

volume modify -volume infra datastore 1 -snapshot-policy none
13. Also, to delete any existing automatic Snapshot copies that have been created on the volume, enter

the following command:

volume snapshot show -volume infra datastore 1
volume snapshot delete -volume infra datastore 1 <snapshot name>

NetApp VASA Provider for Clustered Data ONTAP Deployment
Procedure

VASA Provider for clustered Data ONTAP uses VMware VASA (vSphere APIs for Storage Awareness
) to provide better storage management. By providing information about storage used by Virtual Storage
Console for VMware vSphere to the vCenter Server, VASA Provider enables you to make more
intelligent virtual machine provisioning decisions and allows the vCenter Server to warn you when
certain storage conditions may affect your VMware environment. Virtual Storage Console for VMware
vSphere is the management console for VASA Provider. To install the NetApp VASA provider, complete
the following steps:

1. Download the VASA provider from NetApp support site.
2. Log into the vSphere Web Client. Go to vCenter > VMs and Templates
3. At the top of the center pane, click Actions > Deploy OVF Template.

vimware vSphere Web Client & & £ | somrerse@vSPHERELOCAL =

bms

S Ugral % dncier dighaors b
48 Chplayll WUl G oemagaaligality [
Ui T
Romiemia

@ danign Tag

Hpmcwn Tag

-
Daisconter

m 4
v
i Tanka g Far e
T Add a bt Lasrn mors about datscamsn
0 Create a cluster Learn how to creste datacenters
| 5 Creste b e vistull macking Learn abeut kasts
| £} Add a datasiore Learn about clusters
&y Creste a dhisributed swisch Learn about folders

4. Browse the .ova file that was downloaded locally. Click Open to select the file.
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| Depbry OVF Template AN
1 Source Salect source
Sabect the source location
i 13 ssicisouce ]
15 Review detads Enter a URL to downlnad and Install the OYF package fom the Inbamet, or Browssa 10 3 10calon accessile o your computer,
such as alocal hand drive, 3 network share, or a COMOVD drive.
2 Destnation
a3 Select name and falder AL
2B SElEct & nesourci =
2¢ Selec] storage =) Lotal il
Browse ik sagBinamne st eldpp VASANEEIp- 50 ova
3 Ready (o complede
IHext Cancel
5. Click Next to proceed with the selected file.
6. Click Next.
7. Read the EULA, then click the Accept button to accept the agreement. Click Next to continue.
8. Enter the name of the VM and select the FlexPod_DcC_1 folder to hold the virtual machine. Click
Next to continue.
Depliy OVF Template 7

Eomcs Sebect name and folder

Speity 3 narme and locatbion fof the deployed lemplate
w 1a Selecl source

b 16 Réview details Mamg InI‘IIC|"‘|1| -lra".;q' I

» e Accepl EULAS

Select a folder or datacenter
Q

w (L nbice-fpl-wCentar

2 Daslination

nd Todder

2b Select a resounce

It Salec storage s pr—
» [ Discovered Witusl machineg
- The folder you sedect is whera the entity will be located, and
2d Cugdornize termplade will be used to apply permissions 1o it
J Ready to complete

The nama of the enlity musi be undque within each vCenter
Tarver VM folder.

Back L] Cancal

9. Select FlexPod Management within the FlexPod DC 1 Datacenter as the destination compute
resource pool to host the VM. Click Next to continue.
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Doy OVF Temjstate 7
1 Source Select & Pesourc
Sedectwhere 1o nn the deployed template
w fa Selpct Sounts
w 1B Reviiw detais
Seldact Incation to nn the deployed template
W ic Accept EULAS
Q
2 Destinatiomn
w [ Flesfod_Dic_1
«  Ia Selectnare and folber ... - —
[FRUFECRLFRT ]
e Select a cluster, hast WApp, oF resource pocd in which to run
It Sedect storage @ 1.238.0821m the deployed famplate
2d Setup néteorks
2o Customize template
3 Ready 1o cormphete
Batk M Cancel

10. Select infra_datastore 1 as the storage target for the VM and select Thin Provision as the Virtual
disk format. Click Next to continue.

Deeploy AT Timmplate i
1 Source Selec slorage
Sl@ct Iotation b sione the s for Me diployed template
~ 1a Selectsource
¥ 1b Review datalls Selecivirual diskTormat | Thin Provision "
¥ 1At EULAS VM Storage Policy Hane - 0
z Thi following GalaSones are aceessible fam the desinalion resource Ihalyou selected Seleci e destinalion datastane for the
o 2a Select name and fobder wirtual Fraching configuraton fles and all of the virual digks
~  2b Belecla resource Hame Capasity Frastsicead Fras Tyse Shsrage DRE
v IEEEEET () re_dstesoe 500.00 GB 500,18 GB 451,65 GB NP
Id Sebup netwarks B OnCommandOB 200,00 GB 15,11 WB 150,59 GB NFS
2e Cuslomize lemplale B mfra_swap 100,00 GB 10.98 W5 99968 NFg
3 Readyto complate 3 Cluster_DS 10.00 GB 152 M8 1000 G8 NFS
3 datassarat 250G 559,00 MB 182 GB VMFS
3 datastoret (1) 250 GB 559.00 MB 1.82 GB VMFS
. .
Back [ Ccancel

11. Select IB-MGMT Network as the destination network to the nat source network. Click Next.
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2@ Culomide Wmplale

3 Ready to complete
The LAN network

Solmce: fal - Descriplion

Deploy OVF Template BN
1 Somrca Selup networks
Configure Be networks the deployed template should use
W 1a Selectsource
+  1b Review details = Bastination Canfiguraien
2 Destination
w  Ia Selectname and folder
~  1b Sedecta resource
B e Rl At W protocol: Pl IP sSocation:  Static - Manual
B4 0 sepreteorss ]

Destination: IB-BGMT Network - Profocol seftings
Mo configuration needed for this mebwoek

Back izt Cancal

12. Fill out the details for the Host Name, IP Address, NetworkMask, gateway, Primary DNS, and
Secondary DNS. Click Next to continue.

6. Secondary DNS

7. Search Domains

Deploy OVF Template 7
1 Source Custormize termplate
Customize the deploymant properies of this software solution
w12 Seboct sourti
1 Rariers dutally 0 Al properes have valld values Show nexd Collapss all
+ ¢ Accepl ELILAS "
= Metwork Properties 7 seftings
2 Destination
1. Hosl Hame Specify the hostname for the appliance. (Leave blank EDHCP i desined)
~  1a Selectname and folder PEIaf | vaEa
"  1b Selectaresoure
2. IP Address Specify the IP address for the appliance. (Leae blank if DHCP is desied)
o I 3
1o Seled] sheage TETTIT T
~  1d Sebup nitwarks :
""m 3. Metmask Specify the subnet bo use on e deployed network (Leave blank if DHCP s desined)
[255 2553550
w3 Raathto comglete
4, Gabereriny Specify the gateway on the deplived netwark (Leavs blank §DHCP i5 desired)
10, 2381621
5, Primary DNS Epecify the primany DNS server's (P address, (Leave biank if DHCF is desired)

[for224270

Epecify the secondany DNS senvers IF address. (optional - Leave blank MDHCP i desined)

Specify the comma separated i1 of $earch domain names to use when resoling hostnames. [Lea

Wil B FVLAOE b iy

Back M Finigh Cantel

13. Select Power on after deployment and click Finish.
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Depley OV Template i
1 Source Raaily to complate
«  1a Salect source inkbisiidhints ;

' 1D Review detalls

W 1t Acoept EULA Dowalaad $2e
2 Destination =iz on disk
W 2@ Select name and folder

W 2b Salect s resource

' 2t Select storage

Bark Finish Cance

14. Right-click the VASA VM and click Open Console. VASA Provider installation will prompt for
installing the VMware tools.

Select UH > Guest > Install<Upgrade UMware Tools.

» opt ion

t first L deployed UMkare Tools, click 0K
at the "Install UMware Te pop-up box.

How press ENTER to continue the UASA Provider installation.

15. In the web client, click on the VASA VM. Click Summary tab.
16. Click Install VMware Tools and switch back to VASA VM console window.
17. In the VASA VM console, press Enter to continue the VASA provider installation.

18. Switch back to web client. Right-click VASA VM and select Edit Settings. Set CD/DVD device
type to Client Device.

19. Switch back to VASA VM console window and press Enter to reboot the VM.

20. Upon reboot, the VASA appliance will prompt for Maint and vpserver passwords. Type the new
passwords accordingly.

Registering VASA Provider for Clustered Data ONTAP with VSC

1. Log in to the web client. Click Virtual Storage Console.
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2. Click Configuration. Click Register/Unregister VASA Vendor Provider.

VIWaNe” vsphane Waeb Client n @ £) | AdminiraonGWSPHERE LOCAL =

o Has D B [Confignation
VR S L Arkrsirwity alive [asibis
I Sy
T sy Griterd ¥ —
Iy 'Dq Sl Dl it T edeninly.

[ X (E Rt L e W ASA Ve I DviieT

5 NFB VA Taols ji

Bt WS Lo

AL} Opbrrzaion ared Migral

& Conmecion (ks

ﬁ U andd Ret ovEry TonfEns o

3. Enter the IP Address and Password for the VASA VM. Click Register.

-

I Register VASA Vendor Provider ()

Enter IP address and management user password of the WASA Vendar
Frovider

IP AddressiHosthame: * 10.238.162.94

Password: LA Raasasaad ‘

[ Registar ] [ Cancel ] ‘

4. Log out of the the web client and log back in to view the Vendor Provider user interface.

-

Information

YASA Vendor Provider was successiully
1 registered. Flease log out and log hack in to view
the Wendaor Provider user interface.

OnCommand Unified Manager 6.1

OnCommand Unified Manager OVF Deployment

To install the OnCommand Unified Manager, complete the following steps:

1. Download and review the OnCommand Unified Manager for Clustered Data ONTAP 6.1
Installation and Setup Guide.
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~

Note  VMware High Availability for the Unified Manager virtual appliance is not supported. The virtual
appliance can be deployed on a VMware server that is a member of a VMware high availability
environment, but utilizing the VMware High Availability functionality is not supported.

— If deployment fails when using an high-availability-enabled environment due to insufficient
resources, modify the following default VMware settings.

— Decrease the VM resources CPU and memory settings.

— Decrease the vSphere HA Admission Control Policy to use less than the default percentage of
CPU and memory.

— Modify the Cluster Features Virtual Machine Options by disabling the VM Restart Priority and
leaving the Host Isolation Response powered on.

2. Download the OnCommand Unified Manager (OnCommandUnifiedManager-6.1.ova), from
http://support.netapp.com/NOW/download/software/oncommand_cdot/6.1/

3. Log in to the vSphere Web Client. Go to vCenter > VMs and Templates.

b Famiies [T -

Learn mers sbaout feldars - Y
B Crate 3 bw wimusl maching Larm bt vireal mashines

M Voretn e gty el Lo i b ey 1 B 1 b e e oprarar

it i | ey |
———

————

4. At the top of the center pane, click Actions > Deploy OVF Template.
5. Browse the .ova file that was downloaded locally. Click Open to select the file.
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6. Click Next to proceed with the selected file.
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7. Click the checkbox to accept the additional configuration options and click Next.
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8. Read the EULA, then click the Accept button to accept the agreement. Click Next to continue.
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9. Enter the name of the VM and select the FlexPod DC_1 folder to hold the VM. Click Next to
continue.
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10. Select FlexPod Management within the FlexPod DC 1 datacenter as the destination compute
resource pool to host the VM. Click Next to continue.

Soiect v g
Bt o ot e o Bt B P Smeced et
11 Swsncinoue
X Bipubrsfpiete St aricnt vk fommat | Th P
B Ao A g b —— o
¥ Cosmame Tra bobsom g s RIFL BB STH0 B4 e B ST ST P LD L PR St B b
T e L L

i Tevash Parern

EeL b
AFT il

e £ a0
ek 1

[ LT L
T e g T
[ asama T
[ asisas i} FT)

L T —

ﬂ-nu'-hnlh- -

11. Select infra datastore 1 as the storage target for the VM and select Thin Provision as the Virtual
disk format. Click Next to continue.
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12. Select 1B-MGMT Network as the destination network to the nat source network. Click Next.
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13. Fill out the details for the Host Name, IP Address, Networkmask, Gateway, Primary DNS, and
Secondary DNS. Click Next to continue.
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14.
15.

Uncheck the Power on after deployment checkbox.

Review the configuration details. Click Finish to begin deploying the VM with the provided
configuration details:

On the left pane click Virtual machines. Right-click the newly created virtual machine and select
Edit Settings.

Click the CPU tab to expand the CPU options.
Set the number of CPUs to match the number of CPUs present in the host.

Set the Reservation and Limit (MHz values) by following the below calculation -(Number of CPUs)
X (Processor speed of the CPUs in the host)

For example, if a host has 2 CPUs operating at a speed of 2099MHz, then the reservation and limit
would should be set to 4198.

The amount of memory can be set to 8 GB. Use the OnCommand Unified Manager Installation and
Setup Guide for guidance on these settings.
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16. Click OK to accept the changes.

17. Right-click the VM in the left-hand pane. Click Power On.

OnCommand Unified Manager Basic Setup

1. Right-click the VM in the left-hand pane. Click Open Console.

2. Setup OnCommand Unified Manager by answering the following questions in the console window:

Geographic area: <<Enter your geographic locations>>

Time zone: <<Select the city or region corresponding to your time zone>>
These commands complete the network configuration checks SSL certificate generation for HTTPS and
start the OnCommand Unified Manager services.

3. To Create a Maintenance User account, run the following commands:

Note  The maintenance user manages and maintains the settings on the OnCommand Unified Manager virtual

appliance.

Username : admin

Enter new UNIX password: <<var_passwords>>
Retype new UNIX password: <<var_ passwords>>
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OnCommand Unified Manager Initial Setup

1. Using a web browser navigate to the OnCommand Unified Manager using URL: https://

<<var_oncommand _server ip>>.

OnComimand Unified Masbger L=

™1 natappcam

OnCommand Unified Manager

" User Name | agmin
Prarssword

EEEEREEEE

Sigm In

2 8- + #

2. Log in using the Maintenance User account credentials.

3. Select Yes option to enable AutoSupport capabilities.
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