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Preface
Cisco Validated Designs (CVDs) provide the framework for systems design based on common use cases or 
current engineering system priorities. They incorporate a broad set of technologies, features, and applications to 
address customer needs. Cisco engineers have comprehensively tested and documented each CVD in order to 
ensure faster, more reliable, and fully predictable d eployment.

CVDs include two guide types that provide tested and validated design and deployment details:

�$ Technology design guides  provide deployment details, information about validated products and
software, and best practices for specific types of technology.

�$ Solution design guides  integrate or reference existing CV Ds, but also include product features and
functionality across Cisco products and may include information about third-party integration.

Both CVD types provide a tested starting point for Cisco partners or customers to begin designing and deploying 
systems using their own setup and configuration.

How to Read Commands
Many CVD guides tell you how to use a command-line interface (C LI) to configure network devices. This section 
describes the conventions used to specify commands that you must enter.

Commands to enter at a C LI appear as follows:

configure terminal

Commands that specify a value for a variable appear as follows:

ntp server 10.10.48.17

Commands with variables that you must define appear as follows:

class-map [highest class name]

Commands at a CLI or script prompt appear as follows:

Router# enable

Long commands that line wrap are underlined. Enter them as one command:

police rate 10000 pps burst 10000 packets conform-action set-discard-class-
transmit 48 exceed-action transmit

Noteworthy parts of system output or device configuration files appear highlighted, as follows:

interface Vlan64

  ip address 10.5.204.5 255.255.255.0

Comments and Questions
If you would like to comment on a guide or ask questions, please use the feedback form .

For the most recent CV D guides, see the following site:

http://www.cisco.com/go/cvd

http://cvddocs.com/feedback/?id=Aug13-545
http://www.cisco.com/go/cvd
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CVD Navigator
The CVD Navigator helps you determine the applicability of this guide by summarizing its key elements: the use cases, the 
scope or breadth of the technology covered, the proficiency or experience recommended, and CV Ds related to this guide. 
This section is a quick reference only. For more details, see the I ntroduction.

Use Cases
This guide addresses the following technology use cases:

�$��Virtualize Server Hardware and Network Connectivity —
Organizations can use virtualized resource pools of server 
hardware, network adapters, and storage in order to reduce 
the cost and time of deploying new applications. 

�$��Centralize Server Configuration and Management —
Application servers are often placed in a variety of locations, 
such as across racks in the data center and at remote 
sites. However, IT operations can be more efficient if server 
resources can be managed from a central location with a 
reduced set of tools.

For more information, see the “Use Cases” section in this guide.

Scope
This guide covers the following areas of technology and products:

�$��Configuration of the data center foundation E thernet and 
storage network for connectivity to the Cisco UCS B-Series 
Blade Server system for high throughput and resilience

�$��Configuration of the Cisco UCS B-Series Blade Server system 
from the ground up to a point where the bare  metal server is 
ready for an operating system or hypervisor installation

�$��Configuration and management of all elements of the Cisco 
UCS B-Series and C-Series servers with the Cisco Unified 
Computing System Manager

�$��Configuration and management of Cisco UCS Rack-Mount 
Servers with the integrated management controller for 
standalone applications

�$��Establishment of connectivity to E thernet and storage 
resources with reduced cabling and complexity by using 
virtual network adapters

�$��Boot from SAN for stateless computing environments

For more information, see the “ Design Overview” section in this 
guide.

Related CVD Guides

VALID ATED
DESIGN

Data Center Technology
Design Guide

Virtualization with Cisco UCS,
Nexus 1000V, and VMware
Technology Design Guide

VALID ATED
DESIGN

To view the related CV D guides,  
click the titles or visit the following site: 

http://www.cisco.com/go/cvd

http://cvddocs.com/fw/Aug13-515
http://cvddocs.com/fw/Aug13-555
http://www.cisco.com/go/cvd
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Pro�ciency
This guide is for people with the following technical proficiencies—or equivalent experience:

�$��CCNP Data Center—3 to 5 years designing, implementing, and troubleshooting data centers in all their 
components
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Introduction
This Unified Computing System Design Guide  builds upon the foundation laid out in the D ata Center Design Guide. 

This guide includes the following modules:

�$��The first module explains how to program the foundation data center for connectivity to the Cisco UCS 
B-Series Blade Server system for maximum throughput and resiliency. T his module covers Ethernet, 
Fibre Channel, and Fibre Channel over Ethernet connections between the UCS B-Series Blade Server 
system and the data center core network deployed in the D ata Center Design Guide.

�$��The Cisco UCS B-Series Blade Server system module shows how the system is programmed from 
the ground up to a point where the “bare metal” server is ready for an operating system or hypervisor 
software installation. This module shows how the Cisco Unified Computing System Manager (UCS 
Manager) is used to program all elements of the system—from connectivity to the data center core, to 
building profiles to assign the various aspects of the server boot, communications, and storage to the 
physical blade server hardware.

�$��The Cisco UCS C-Series Rack-Mount Server module shows how to use the Cisco I ntegrated 
Management Controller (C IMC) to remotely configure and prepare a server to a point where it is ready 
to load an operating system or hypervisor software. Similar to the Cisco UCS B-Series Blade Server 
system module, this section shows how to establish connectivity to the data center core to support 
Ethernet and Fibre Channel communications by using converged network adapters that add flexibility 
to server connectivity and reduce cabling and complexity. T his module also includes guidance on 
managing the UCS C-Series server with the same Cisco UCS Manager that controls the B-Series 
servers for a single method of managing both server types.

�$��The appendices provide the complete list of products used in the lab testing of this architecture, as well 
as the software revisions used on the products.

Technology Use Cases
As an organization begins to grow, the number of servers required to handle the information-processing tasks 
of the organization grows as well. Using the full capabilities of the investment in server resources can help an 
organization add new applications while controlling costs as they move from a small server room environment 
to a more scalable data center design. Server virtualization has become a common approach to allow an 
organization to access the untapped processing capacity available in processor technology. Streamlining the 
management of server hardware and its interaction with networking and storage equipment is another important 
component of using this investment in an efficient manner.

Scaling a data center with conventional servers, networking equipment, and storage resources can pose a 
significant challenge to a growing organization. Multiple hardware platforms and technologies must be integrated 
to deliver the expected levels of performance and availability to application end users. T hese components in 
the data center also need to be managed and maintained, typically with a diverse set of management tools that 
have different interfaces and approaches. I n larger organizations, often multiple teams of people are involved in 
managing applications, servers, storage, and networking. I n many smaller organizations, the lines between these 
tasks are blurred, and often a single, smaller team—or even one individual—may need to handle many of these 
tasks in a day.

http://cvddocs.com/fw/Aug13-515
http://cvddocs.com/fw/Aug13-515
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Use Case: Virtualize Server Hardware and Network Connectivity

Some applications require enough processing and memory that you need to dedicate an entire server to running 
them, while others benefit from hypervisors to optimize workloads and storage. T he key is to optimize your 
server environment for both requirements. 

This design guide enables the following data center capabilities:

�$��Pooled resources for applications —Create server profiles that define hardware and networking 
requirements, and then apply the profile to a physical server blade in order to create an operational 
server on-demand.

�$��Simple access to network transport —Configure blade server access to Ethernet and centralized storage 
at the system level during deployment, including addressing pools, in order to allow quick and easy 
allocation of new servers. 

�$��Reduced hardware requirements —Virtual network adapters on servers can provide multiple Ethernet 
or SAN connections with a single adapter in order to reduce the number and type of physical adapters 
required on a server.

�$��Boot from SAN for stateless computing —By moving operating system and data files to the SAN 
combined with hardware independence of provisioning servers through service profiles, you can achieve 
stateless computing. 

Use Case: Centralize Server Con�guration and Management

Application servers for an organization are often placed in a variety of locations, posing an operational burden for 
IT management. The ability to centrally manage Cisco UCS servers located in a data center or a remote site can 
reduce the time and expense required to manage an organization’s server population.

This design guide enables the following application server capabilities:

�$��Single management point for blade server systems —Use the Cisco UCS Manager to provision all 
aspects of a Cisco UCS blade server system and scale up to twenty blade server chassis in a single 
domain.

�$��Extend management to rack mount servers —Connect blade server chassis and Cisco UCS rack mount 
servers in the data center to a common fabric and manage them with a common G UI, deployment 
method, and monitoring system.

�$��Simple access to remote-site server console —Using Cisco Integrated Management Console, manage 
remotely located rack mount servers from a browser interface.

Design Overview
Scaling a data center with conventional servers, networking equipment, and storage resources can pose 
a significant challenge to a growing organization. Multiple hardware platforms and technologies must be 
integrated in order to deliver the expected levels of performance and availability to application end users. 
These components in the data center also need to be managed and maintained, typically with a diverse set of 
management tools that have different interfaces and approaches. I n larger organizations, often multiple teams of 
people are involved in managing applications, servers, storage, and networking. I n many smaller organizations, 
the lines between these tasks are blurred, and often a single, smaller team—or even one individual—may need to 
handle many of these tasks in a day.
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Business agility in the data center is a growing concern for organizations. T he ability to reduce the time 
necessary to deploy new applications or expand existing applications to a larger footprint to handle increasing 
workloads contributes to the success of a project. T he compute environment needs to be consistent in order to 
reduce operational requirements, yet flexible enough to accommodate the different requirements of applications 
and the operating system.

This guide addresses many of the data center issues encountered by growing organizations with respect to 
server resources and their interaction with network and storage systems. 

Application Growth

The Cisco Unified Computing System model provides for using a simple G UI for rapid deployment of additional 
physical servers that share common attributes. Using the Cisco UCS Manager service profiles, you can define 
the “personality” of an individual server—including boot characteristics, interface addresses, and even firmware 
versions—separately from any physical hardware. You can also generate service profiles from a template and 
keep them linked to the template to facilitate updates across multiple servers in the future. T his gives you the 
ability to create a new server by cloning an existing service profile or using a template. I t also means that it only 
takes a few minutes to deploy a new server, and you can limit physical server hardware to a flexible and common 
pool of spare parts as your data center grows. 

Increasing Storage Requirements

The most efficient way to manage the investment in additional storage capacity is to move to a centralized 
storage model. T he Cisco Unified Computing System model decouples the computing functions of the server 
farm from the storage systems, which provides greater flexibility for system growth and migration. System 
storage and boot disk are accessible from either the local disk that is available on each server or through access 
to centralized storage located on the E thernet IP network or Fibre Channel or Fibre Channel over Ethernet 
storage area network (SA N).

Managing Processing Resources

Some applications require enough processing and memory that you might decide to dedicate an entire server or 
even a cluster of servers to support the workload. O ther applications may start out on a single server where the 
processor and memory are underutilized, resulting in excess or wasted resources. I n the case where applications 
need a separate operating environment but not an entire server for processing and memory resources, server 
virtualization is the key to combining applications and optimizing resources. Server virtualization technologies 
insert a hypervisor layer between the server operating systems and the hardware, allowing a single physical 
server to run multiple instances of different “guest” operating systems such as Microsoft Windows or L inux. This 
increases the utilization of the processors on the physical servers, which helps to optimize this costly resource.

The architecture of the Cisco Unified Computing System model is optimized to support the use of hypervisor-
based systems or the direct installation of a base operating system such as Windows or L inux. The service 
profile structure of Cisco UCS, along with a centralized storage model, allows you the portability of server 
definitions to different hardware with or without a hypervisor system in place. T he Cisco Unified Computing 
System model provides scalable connectivity options for not only Cisco UCS Series 5100 Blade Server Chassis 
but also Cisco UCS C-Series Rack-Mount Servers, as well as connectivity options to support third-party servers.

Availability and Business Continuance

The CVD data center foundation has been designed to ensure availability with the use of resilient network 
devices, links, and service models. T he Cisco Unified Computing System model extends this resiliency to the 
servers themselves through the capabilities of Cisco Unified Computing System.

Cisco Unified Computing System uses service profiles to provide a consistent interface for managing all server 
resource requirements as a logical entity, independent of the specific hardware module that is used to provide 
the processing capacity. T his service profile approach is applied consistently on both virtualized servers and 
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“bare metal” servers, which do not run a hypervisor. T his capability allows the entire personality of a given 
logical server to be ported easily to a different physical server module independent of any virtualization software 
when LAN or SAN boot are in use. T his approach increases overall availability and dramatically reduces the time 
required to replace the function of an individual server module that has failed.

Figure 1 - Cisco Unified Computing System CVD architecture

This architecture is designed to allow your existing server farm to migrate into a scalable E thernet and storage 
transport based on the CV D reference design. Figure 1 shows the data center components of this architecture 
and their interaction with the headquarters L AN core.

Ethernet Foundation

The Unified Computing System Design Guide  is designed as an extension of the D ata Center Design Guide. The 
basis of the Cisco Unified Computing System architecture is an E thernet switch fabric that consists of two Cisco 
Nexus 5500UP switches, as shown in Figure 1. T his data center switching fabric provides L ayer 2 and Layer 3 
Ethernet switching services to attached devices and, in turn, communicates with the L AN Ethernet core by using 
redundant Layer 3 links. 

The two Cisco N exus 5500UP switches form the E thernet switch fabric using Virtual Port Channel (vPC) 
technology. This feature provides loop-prevention services and allows the two switches to appear as one logical 
Layer-2 switching instance to attached devices. I n this way, the Spanning Tree Protocol, which is a standard 
component of L ayer-2 bridging, does not need to block any of the links in the topology to prevent bridging 
loops. Additional Gigabit Ethernet and 10- Gigabit Ethernet switch port density may be added to the switch fabric 
by using Cisco Nexus 2000 Series Fabric E xtenders. The vPC and fabric extender technologies provide the 
flexibility for extending V LANs across the data center for a resilient, virtualized computing environment.




































































































































































































