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Overview

This document describes deploying VSM VM instances on a UCS S3260 Server. Up to 4 VSM 7.9 (or
later) VM instances can be deployed.

Once S3260 is setup, please use the following document to deploy the VMs.

http://www.cisco.com/c/dam/en/us/td/docs/security/physical security/video surveillance/network,

vsm/vm/deploy/VSM-7x-vm-deploy.pdf

Setup Overview
By following the Installation instructions, the resulting setup will look as follows:

e 5 RAID Arrays in total:
o 1 RAID1 Array
o 4 RAID5/6 Arrays

e Virtual Drives
o 9 Virtual Drives(VD) in total
o 1VD onRAID1
o 8VDs on RAID5/6

e Cisco customized ESXi 6.5 installed on the VD on RAID1.

(Please follow instructions in STEP 2 to download and install an ESXi 6.5 patch on top of
ESXi 6.5 installation)

Installation

Hardware and Software Requirements
Cisco S3260 supports up to 60 Drives. Instructions are available in this doc further.
Refer to the UCS C3260 data sheet.

For your reference, please find below ESXi limitations:

https://www.vmware.com/pdf/vsphere6/r65/vsphere-65-configuration-maximums.pdf
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The versions of the software running on the S3260 for validation purposes is as follows:

1. C3160 BIOS
BIOS Version: C3X60M4.3.0.3b.0.0325171543

2. CIMC Firmware Version

Firmware Version: 3.0(3b)

3. RAID Controller info
BIOS Version: 6.30.03.0_4.17.08.00_0xC6130202

Firmware Version: 4.700.00-7248
Preboot CLI Version: LA
CNTRL-R version: 5.15-0611
Web BIOS Version: /A
NVDATA Version: 4.2510.01-0050
Boot Block Version: 3.09.01.00-0000

Boot Version: A

4, ESXi - Vmware-ESXi-6.5.0-5969303-Custom-Cisco-6.5.1.1.iso

(Please follow instructions in STEP 2 to download and install an ESXi 6.5 patch on top of
ESXi 6.5 installation)

5. vCenter 6.5

6. vSphere Web Client is not supported by ESXi 6.5, please use a browser based ESXi client

Benchmarking Stats

We benchmarked S3260 on two different setups and providing the configuration in this document:

1. S3260 with single blade containing 56 4TB (512 native) HDDs, 28 CPU Cores and around 256 GB
RAM

2. S3260 with single blade containing 56 10TB (512e) HDDs, 28 CPU Cores and around 256 GB
RAM

VSM VMs were deployed on these S3260s in an ESXi based virtualized environment.

We deployed four VSM VM instances (VSM7.9.0-160i-RHEL6_UCS-BC.ova) on a single UCS S3260
server with single blade containing 56 HDD.
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Every VSM VM is configured as Media Server only mode, each of these VM instances were tested
with 200 cameras up to 200Mbps of video data written into the RAID arrays. Simultaneously each VM
instance could support up to 50 Mbps of video data being requested by the client. In total, we tested
800 cameras, 800 Mbps of data can be written across 4 RAID arrays and 200 Mbps streamed out to
the client, bringing the total throughput to 1000Mbps or 1Gbps per S3260.

While writing this doc, we do not support beyond 1000 cameras or 1000 Mbps on a single S3260.
In addition, we do not support more than four VMs on a single $S3260. We are benchmarking
more setups for which we will keep on updating this document.

Benchmarking Setup

We validated Cisco VSM to run on the S3260 with 56 4TB HDDs and on a different S3260 with 56
10TB HDDs. A Cisco customized version of ESXi 6.5 is recommended for installing on this server, this
contains the required drivers for optimal performance and stability. Always follow UCS S3260
guidelines and recommendations on the versions of firmware that need to be installed on this server.

Step 1 - Create RAID Arrays and Virtual Drives

Step 1.1 - Instructions to create RAID arrays and virtual drives on a S3260 with
4TB disks:

If you have 10 TB disks, ignore this step and jump to Step 1.2.

Create RAID5/6 Arrays either via CIMC or RAID BIOS interface. Change the settings for each RAID to
the following:

Note: The following settings are not the default options. Please change them to the following
values.

. 64K block size
. No Read Ahead
. Write Back with BBU Cached

The following RAIDs were created using the 56 HDD available in the S3260 server:

e RAID 1 containing 2 Drives to install ESXi, approx. 4TB in size, the guideline here is to install
ESXi on an array that is managed by the Hardware RAID controller just containing the OS
only.
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4 RAID5/6 Arrays each with 13 disks for VM and media repositories.

Note: /n case of an S3260 with 60 disks, please create 4 RAID5/6 Arrays with 14 disks each.

¢ We recommend to have 2 Global Hot spare Drives to stand in place if there is a drive failure
on any of the RAID arrays.

e So our setup had 4 VMs using 52 HDD (13 x 4), 2 disks for ESXi and 2 disks as global hot
spare drives making total to 56.

e Incase of an S3260 with 60 disks, add additional disk to every VM. Create the 4 VMs using
56 HDD (14 x 4), 2 disks for ESXi and 2 disks as global hot spare drives making total to 60.

Note: We would recommend following ESXi 6.5 Configuration Maximums while creating RAID arrays.

E.g. VMware doesn’t support a partition of size greater than 64 TB with ESXi 6.5

Now, please follow these steps to create RAIDs and the Virtual Drives on them for the VMs.

1. Create a RAID1 array with 2 drives using the entire size of the array for the Virtual Drive.
Name it VD_ESX. The ID of this VD should show up at 0.

2. Create a RAID5/6 array containing 13 drives (In case of S3260 with 60 HDD, create this
array with 14 drives).

a. Set the size to be 120GB for the first Virtual Drive. Name it as VD1_VM. This should
show up at ID 1. This VD will be used for VM installation.

Physical Drives Total 14 LF v
Physical Drive Nu... Size (MB) Status Type
3 3814697 MB Online SAS
4 3814697 MB Online SAS
5 3814697 MB Online SAS
6 3814697 MB Online SAS
7 3814697 MB Online SAS

Virtual Drive Properties

Name: | VD1_VM Disk Cache Policy: | Unchanged
RAID Level: Write Policy: | Write Back Good BBU
Access Policy: | Read-Write v Strip Size (MB):
Read Policy: | No Read Ahead v Size
Cache Policy: | Direct 10 v

Close
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b. Create another VD on the same RAID array using the remaining size of the array.

Name it as VD1_MED. This should show up at ID 2.

Physical Drives

| iy Sial wiive .
3
4

LT Iy

3814697 MB

3814697 MB

3814697 MB

3814697 MB

3814697 MB

2R1AROT MR

Virtual Drive Properties

Name:

RAID Level:
Access Policy:
Read Policy:

Cache Policy:

vD1_MED

Read-Write

No Read Ahead

Direct 10

walua

Online

Online

Online

Online

Online

Ninlina

Total 14 L} +

1y pe

SAS
SAS
SAS
SAS
SAS

Disk Cache Policy:
Write Policy:
Strip Size (MB):

Size

Unchanged

Write Back Good BBU

Note: If the S3260 has 60 HDD, please create these RAID arrays with 14 drives still
using 120GB for VD1_VM and rest of the array for VD1_MED.

3. Repeat Step 2 for each new RAID array, naming each of the other RAID arrays as VDx_VM

with IDs 1, 3, 5 and 7 and VDx_MED with IDs 2, 4, 6 and 8.

4. You need these IDs to map the data stores at VM back to the actual RAID arrays and verify

the setup.
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£ b Giseo Integrated Management Controller

CIsco

A/ ./ (Server 2) Cisco UCS C3000 RAID Controller for M4 Server Blade with 4G RAID Cache (SBMezz1) / Virtual Drive Info

RS Virtual Drives

VD0

VD-1

VD2 Virtual Drive Number Name Status Health Size RAID Level Boot Drive

VD3 [J o VD_ESX Optimal Good 3814697 MB RAID 1 false

VD-4 O 1 VD1_VM Optimal Good 119999 MB RAID 5 false

VD-5 [ 2 VD1_MED Optimal Good 49471058 MB RAID 5 false

VD-6 O 3 VD2 VM Optimal Goed 120000 MB RAID 5 false

VD7 O 4 VD2_MED Optimal Goed 45656364 MB RAID 5 false

VD-8 0 s VD3 VM Optimal Goed 120000 MB RAID 5 false
] 6 VD3_MED Optimal Good 45656364 MB RAID 5 false
O 7 VD4 VM Optimal Goed 120000 MB RAID 5 false
] s VD4_MED Optimal Good 45656364 MB RAID & false

Step 1.2 - Instructions to create RAID arrays and virtual drives on a S3260 with
10TB disks:

Create RAID5/6 Arrays either via CIMC or RAID BIOS interface. Change the settings for each RAID to
the following:

Note: The following settings are not the default options. Please change them to the following
values.

. 64K block size
. No Read Ahead
. Write Back with BBU Cached

The following RAIDs were created using the 56 HDD available in the S3260 server:

e RAID 1 containing 2 Drives to install ESXi, approx. 4TB in size, the guideline here is to install
ESXi on an array that is managed by the Hardware RAID controller just containing the OS
only.

e 4 RAID5/6 Arrays each with 7 disks for VM and media repositories.

¢ We recommend to have 2 Global Hot spare Drives to stand in place if there is a drive failure
on any of the RAID arrays.

Till the above steps, the RAIDs are good enough to create 4 VMs. Follow below 2 steps to
create RAID arrays for additional media partitions.

e In the case of 3260 with 56 10 TB disks, create 4 RAID5/6 Arrays each with 6 disks each for
additional media partitions (/media2, /media3...) consuming rest of the 24 disks.
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e In the case of 3260 with 60 10 TB disks, create 4 RAID5/6 Arrays each with 7 disks each for
additional media partitions (/media2, /media3...) consuming rest of the 24 disks.

e After installing VM, the setup will have 4 VMs using 28 HDD (7 x 4), 24 HDD for 4 media
partitions, 2 disks for ESXi and 2 disks as global hot spare drives. In the case of a 56 drive
server, four arrays with 6 x 10TB drives (24 HDD), and in the case of a 60 drive server, four
arrays with 7 x 10TB (28 HDD) can be added to the VMs as extra storage repositories.

Note: We would recommend following ESXi 6.5 Configuration Maximums while creating RAID arrays.

E.g. VMware doesn’t support a partition of size greater than 64 TB with ESXi 6.5

Now, please follow these steps to create RAIDs and the Virtual Drives on them for the VMs.

5. Create a RAID1 array with 2 drives using the entire size of the array for the Virtual Drive.
Name it VD_ESX. The ID of this VD should show up at 0.

6. Create a RAID5/6 array containing 7 drives.

a. Set the size to be 120GB for the first Virtual Drive. Name it as VD1_VM. This should
show up at ID 1. This VD will be used for VM installation.

Physical Drives Tola 7 IF v
Physical Drive Nu... Size (MB) Status Type
3 9536743 MB Online SAS A
4 9536743 MB Online SAS
5 9536743 MB Online SAS
6 9536743 MB Online SAS
7 9536743 MB Online SAS v

Virtual Drive Properties

Name: | VD1-VM Disk Cache Policy: | Unchanged
RAID Level: Write Policy: | Write Back Good BBU
Access Policy: Read-Write v Strip Size (MB):
Read Policy: = No Read Ahead v Size
Cache Policy: | Direct 10 v

Close

b. Create another VD on the same RAID array using the remaining size of the array.
Name it as VD1_MED. This should show up at ID 2.
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Physical Drives Total 7 LF
Physical Drive Nu... Size (MB) Status Type
3 9536743 MB Online SAS A
4 9536743 MB Online SAS
5 9536743 MB Online SAS
6 9536743 MB Online SAS
7 9536743 MB Online SAS v

Virtual Drive Properties

Name: | VD1-MED Disk Cache Policy: | Unchanged
RAID Level: Write Policy: | Write Back Good BBU
Access Policy: | Read-Write v Strip Size (MB):
Read Policy: | No Read Ahead v Size
Cache Policy: | Direct 10 v
Save Changes Close

7. Repeat Step 2 for each new RAID array, naming each of the other RAID arrays as VDx_VM
with IDs 1, 3, 5 and 7 and VDx_MED with IDs 2, 4, 6 and 8.

8. You need these IDs to map the data stores at VM back to the actual RAID arrays and verify
the setup.

9. For additional media partitions, create 4 RAID 5/6 Arrays. Name it as VD1_MED2.

Create 3 more Arrays naming them VD2_MED2, VD3_MED2, VD4_MED?2.

Physical Drives Totale  XF
Physical Drive Nu... Size (MB) Status Type
31 9536743 MB Online SAS
32 9536743 MB Online SAS
33 9536743 MB Online SAS
34 9536743 MB Online SAS
35 9536743 MB Online SAS

Virtual Drive Properties

Name: | VD1-MED2 Disk Cache Policy: | Unchanged v
RAID Level: Write Policy: | Write Back Good BBU v
Access Policy: | Read-Write v Strip Size (MB):
Read Policy: | No Read Ahead v Size
Cache Policy: | Direct|O v
Save Changes Close
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We will use these arrays VDx_MED?2 as extra media partitions.

10. Finally the RAIDs will look like below screen shot (This is a 56 x 10TB HDD server)

= el Cisco Integrated Management Controller

Y/ ... [ (Server 1) Cisco UCS C3000 RAID Controller for M4 Server Blade with 4G RAID Cache Refresh | Host Po
(SBMezz1) / Virtual Drive Info

RS Virtual Drives
VD-0
vD-1
vD-2 Virtual Drive Number Name Status Health Size RAID Level Boot Drive
VD3 ] o VD-ESX Optimal Good 9536743 MB RAID 1 false
VD-4 ] 1 VD1-VM Optimal Good 120000 MB RAID 5 false
VD-5 ] 2 VD1-MED Optimal Good 57000000 MB RAID 5 false
VD-6 ] 3 VD2-VM Optimal Good 120000 MB RAID 5 false
VD-7 ] a4 VD2-MED Optimal Good 57000000 MB RAID 5 false
VD-8 ] s VD3-VM Optimal Good 120000 MB RAID 5 false
VD9 ] 6 VD3-MED Optimal Good 57000000 MB RAID 5 false
VD-10 0 7 VD4-VM Optimal Good 120000 MB RAID 5 false
VD11 ] 8 VD4-MED Optimal Good 57000000 MB RAID 5 false
VD12 ] 9 VD1-MED2 Optimal Good 47683715 MB RAID 5 false
] 10 VD2-MED2 Optimal Good 47683715 MB RAID 5 false
] m VD3-MED2 Optimal Good 47683715 MB RAID 5 false
] 12 VD4-MED2 Optimal Good 47683715 MB RAID 5 false

Please Note: There are only 2 VDs per RAID5/6 array, one for VM and the other for media repository.
There is no other VD on the array and we DO NOT support as well. By doing this, we are ensuring the
required performance at the storage level is not overloading the array with too many writes/reads from
multiple VMs.

Multiple VMs writing into the same RAID array create performance bottle necks, deteriorating the
latency for read/write to disk. Poor latency results in dropped frames while writing and reading from the
disk. In the snapshot of the RAID BIOS showing VDs, see that each RAID5/6 group contains only one
disk for the VM and one disk for the media repository. And also by assigning more than one VM to the
same RAID array, a failed array can bring down more cameras.
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Step 2 - Installing ESXi

Install the S3260 customized ESXi 6.5 on the VD_ESX drive by following the on screen instructions.
Please follow the instructions from VMWare on installing ESXi

https://docs.vmware.com/en/VMware-vSphere/6.5/com.vmware.vsphere.install.doc/GUID-

93D0227B-ESED-40B0-B8E2-71141A32EBOO.html

Note: Once you install ESXi 6.5, please download and install a patch on top of ESXi 6.5. Please note this
patch is a MUST for ESXi 6.5. Please find below build details of the patch:

On the VMware patch download site, download patch with Build Number 7388607 and install it on top of
ESXi 6.5. Please reboot the host once you install the patch. Please note this patch is only for ESXi 6.5 not
for other versions of ESXi. For other versions of ESXi, please check with VMware.

Step 3 - Adding Host to vCenter

If there is an existing vCenter, add this host to that vCenter. If not, please follow VMWare instructions
on installing and configuring vCenter, compatible with ESXi 6.5. Install required VMWare licenses to
run ESXi on the host.

We performed below steps with ESXi on a browser.

Step 4 - Importing RAID Arrays into ESXi

Open ESXi on a browser, on the Navigator pane on left side, click on Storage from the list of items
on the left side of the page and then click on Datastores.

Figure 5

2 hittps//173.37.52:104/ui/# /host/storage/d O ~ @ Certificate amor & @ Cisco Integrated Management .. & Cisco Integrated Management .. 2 localhostloealdomain - VM..

ool@173.37.52.104 = | Help ~ | (Cloaety

77 Navigator | F3 kecalhostlocaldomain - Storage

~ [@ Host Datastores Adapters Devices
Manage
Monitor 3 New datastore £ Register a VM (] Datastore browser | (& Refresh (@ search

+ 1 Virtual Machines Name ~  Drive Type ~ | Capacity ~ | Provisioned v Free v Type ~ | Thin prowisioning ~ ~ | Access ~ 4

- @ ms2 12 tems
Monitor
» [ ms3
v [ Ms1
v ([ Ms4
More VMs...
~ €3 Networking
&8 vSwitchd

More networks...

© 2018 Cisco and/or its affiliates. All rights reserved. Page 11 of 19


https://docs.vmware.com/en/VMware-vSphere/6.5/com.vmware.vsphere.install.doc/GUID-93D0227B-E5ED-40B0-B8E2-71141A32EB00.html
https://docs.vmware.com/en/VMware-vSphere/6.5/com.vmware.vsphere.install.doc/GUID-93D0227B-E5ED-40B0-B8E2-71141A32EB00.html

atfuan],
CISCO.

Cisco VSM Deployment Guide for UCS S3260

Step 5 - Datastores
Click on New datastore—> Create new VMFS datastore and start adding datastores.

Under DataStores on the same page on vCenter, click on “Add Storage” to start adding these device
as disks to deploy the Cisco VSM VM.

The suggested naming convention is as follows:

1. Add device with name DS1-VM that is approx. 120GB in size. This data store will be used to
contain the VM.

2. Add device with name DS1-MED that is approx. 44 TB (RAID5) in size. This data store will be
used to contain the media repository.

3. Now repeat steps 1 and 2 for all 4 VMs adding them as DSx-VM and DSx-MED for the
remaining VM instances.

This convention helps to track a storage device all the way down to the RAID Array.

A sample screenshot of “Add Storage” section is below - for a 56 x 4TB HDD server:

Figure 6

2 hitps://192.168.0.10/ui/#/host/storage/da S = € Centificate error & 2 Cisco Integrated Management .. 2 localhostlocaldomain - VM...

& Cisco Integrated Management ..

root@192.168.010 = | Help + | (Caail

T Navigator [ localhest.localdomain - Storage
= [@ Host Datastores | Adapters Devices
Manage
Monitor 3 New datastors (¥ Register a VM (] Datastors browser | (@ Refresh Q Search
Virtual Machines Name ~  Drive Type ~  Capacity ~  Provisioned v Free v Type ~  Thin provisioning~ ~ Access v
B ps1-MED Non-SS0 435478 31368 435478 VMFS6 Supported Single
23 naa.6a03d6lec2245100 B ostvm Non-550 117 GB 14168 11550 GB VMFSE Supported Single
=2 naa.6a03délec224b100.. B osz2MeED Non-S80 4354 TB 313GB 4354 TB VMFS6 Supported Single
More storage... B pszvm Non-55D 17 GB 141 GB 11559 GB VMFS6 Supparted Single
€3 Networking B Ds3aMED Non-SSD 4354 TB 313GB 4354 TB VMFSE Supported single
= LEERRY Non-550 117 GB 141G8 11550 GB VMFS6 Supported Single

You should be able to see total 8 data stores for 4 VMs
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4. On the S3260 with 10TB disks create extra data stores naming them DSx-MED2, it should
look like following:

You should see 12 data stores.

e |@ nttpsman. P-oc 8| @ tocalhost localdomain - WM. x | @ Cisco Integrated Management .| Lt
vmware ESXi’ 1001@17337.52104 v | Heb v | CEL]
T Navigator || @ 1ocaimostiocatdomain - Storage
~ [J Host | Datastores | Adepters  Devices
Manage
e New datastore (%] Increa | P RegisteraVM G Datastore browser | (@ Refresh | % Actions (Qseach )
< & Vietual Machines | e ~ | Drive Type ~ | Capacity +  Provisioned ~ | Free ~ Type ~ Thinprovisioning | Access v
- @ Mst 3 datastoret Non-SSD 90378 4808 90878 VMFSE Supported single A
Monitor 3 DS1-MED Non-SD 543678 5478 364.44 6B VMFSE Supported single
More VMs... 3 DS1-MED2 Non-SD 454778 316GB 54778 VMFSE Supported single
= storage )| gostw Non-SD 11768 111.4168 55968 VMFSE Supported single
@ Networking 3 DS2-MED Non-SD 543678 33168 5436 TB VMFSE Supported single
3 DS2-MED2 Non-SD 454778 316GB 454778 VMFSE Supported single
B 0s2vm Non-SD 11768 111.4168 55968 VMFSE Supported single
3 DS3-MED Non-SD 543678 33168 5436 TB VMFSE Supported single
3 DS3-MED2 Non-SD 454778 316GB 54778 VMFSE Supported single
B 0s3vm Non-SD 11768 111.4168 55968 VMFSE Supported single
3 DS4-MED Non-SD 543678 33168 5436 TB VMFSE Supported single
3 DS4-MED2 Non-SD 454778 316GB 454778 VMFSE Supported single A
13items |

Step 6 - Deploying the OVA
When the first OVA is deployed, pick DS1_VM as the datastore. Following this convention, second

OVA is deployed on data store named DS2_VM and so forth.

Following are the screen shots while deploying an OVA:

Figure 7

3 New virtual machine - MS1

B4 1 Select creation type

2 Select OVF and VMDK files.

Select creation type

How wauld you like to create a Virlual Machine?

3 Select storage
4 Lleense Create a new virtual machine This oplion guides you through the process of creating a
5 Deployment options. Deploy a virlual machine from an OVF or OVA file virtual maching from an GV and VMDK files.

Register an existing vintual machine

8 Additional settings
7 Ready to complete

Back Next Finish Cancel
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Figure 8
1) New virtual machine - MS1 - MS1
v 1 Select creation type Select storage
V¥ 2 Select OVF and VMDK files Select the datastore in which fo store the configuration and disk files.
b4 3 Select storage
IR AR The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
§ Deployment options virtual machine configuration files and all of the virtual disks.
6 Additional settings ) )
7 Ready to complete Name ~ | Capacity ~ Free v  Type ~  Thinpro... v | Access v
DS1-MED 43.54 TB 43.54 TB VMFS6 Supported Single
DS1-VM 117 GB 115.59 GB VMFS6 Supported Single
DS2-MED 43.54 TB 43.54TB VMFS6 Supported Single
DS2-VM 117 GB 115.59 GB VMFS6 Supported Single
DS3-MED 43.54 TB 43.54 TB VMFS6 Supported Single
DS3-VM 117 GB 115.58 GB VMFS6 Supported Single

Please make sure to select disk provisioning as Thick:

Figure 9
#3) New virtual machine - MS1 - MS1
¥ 1 Select creation type Deployment options
v 2 Select OVF and VMDK files Select deployment options
v 3 Select storage
0 ¢ oopoyment apions
ERea el apiee Network mappings VM Network VM Network v
Disk provisioning O Thin ® Thick

Finish

Cancel
4
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Step 7 - Allocating more memory to every VSM VM

By default 11GB memory is allocated to a VM, please increase it to 16 GB

(| Edit settings - MS1 (ESXi 5.0 virtual machine)

[ Virtual Hardware ] VM Options

2 Add hard disk Add network adapter (=] Add other device

» I cPu

» et Hard disk 1

110 GB M

» K31 SCSI Controller 0 VMware Paravirtual v

4 Network Adapter 1 VM Network v Connect
» Network Adapter 2 VM Network v Connect
» [ Floppy drive 1 Use existing floppy image v

» (=) CD/DVD Drive 1 Host device v | L] Connect

» [@ video Card

Qrncifi ~lietam eattinac -

| Save H Cancel

Step 8 - Adding Media Repositories to the VSM VM

Once VM is deployed, it is time to add media repositories. On the first VM, add DS1-MED datastore
as the hard disk. Similarly, on the second VM, add DS2-MED as the hard disk, and so forth.

By doing this, we have ensured that we are not reusing the same datastore and hence the same RAID
array on more than one instances of the VSM.

Select the VM and click on Add hard disk > New Hard disk:
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Figure 10

21 Edit settings - MS1 (ESXi 5.0 virtual machine)

[ Virtual Hardware ] VM Options

2 Add hard disk [ Add network adapter (= Add other device

» I crPu -

» i Hard disk 1

110 GB v
' Slosl eamielEre VMware Paravirtual v
» [ Network Adapter 1 VM Network v Connect
» [l Network Adapter 2 VM Network v Connect
" E Ay clive 1 Use existing floppy image v
("' -
» 5 CD/DVD Drive 1 Host device v | [] Connect
v
» [@ video Card Conncifs it ontinoe v
[ Save l [ Cancel
Following screen shows up:
() Edit settings - MS1 (ESXI 5.0 virtual machine)
Virtual Hardware | VM Options
3 Add hard disk 8 Add network adapter = Add other device ~
» ’/cru s v @
» 8 Memory 16 GB v
» &2 Hard disk 1 110 a8 v
~ [ New Hard disk B v
Maximum Size 5.59 GB
Location [Ds1-vM ms/ | | Browss..
Disk Provisioning (® Thin provisioned
(O Thick provisioned, lazily zeroed
(O Thick provisioned, eagerly zeroed
Shares Normal v b Vv

Save Cancel |

4
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Once you click on Browse button, following screen shows up. Please select DS1-MED.

(- select directory

& Upload % Delete [4 Move [[5Copy [ Create directory | (& Refresh

& DS1-MED  sdd.sf

3 DS1-vM
3 DS2-MED
E3 Ds2-vM
(3 DS3-MED
£3 DS3-VM

I [l IIl
3 [DS1-MED] .sdd.sf/

‘ Select ‘ Cancel

For Disk Provisioning select Thick provisioned, lazily zeroed. DO NOT select Thin provisioned.

(] Edit settings - MS1 (ESXi 5.0 virtual machine)

[ Virtual Hardware ] VM Options ]

2 Add hard disk 8 Add network adapter 5 Add other device A

» i cPu

> B Memory 16 GB v

IC

b ) Hard disk 1 110 GB v

¥ e New Hard disk

Maximum Size 43.54TB
Location |[DS’I-MED] sdd sf | | Browse...

Disk Provisioning O Thin provisioned

@ Thick provisioned, lazily zeroed
(O Thick provisioned, eagerly zeroed

Shares Normal v v v

Save H Cancel
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Repeat steps 6, 7 and 8 for all the 4 VMs.

If your server is a S3260 with 10TB HDD, please add extra data stores to create more media
partitions

Step 9 - Validating the Setup

Go back and verify there is only a 1 - 1 mapping between Cisco VSM instance and the underlying
storage using Table 1. Make sure no two VMs use the same VD. Following the convention mentioned
in Table 1 we ensure the RAID arrays are not shared across VMs.

Trabedwirg

Check latency

It is recommended that average write latency does not exceed 20 ms. If the average write latency is
higher, it can show up as dropped frames by the recorder. And the cameras with dropped frames
may be RED with status message indicating frame drops.

Write latency can be verified at each VM level or at the host level on the performance charts. The
issue may be localized to a single VM / RAID array or to the entire RAID arrays under a host bus
adapter.
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Notes

THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE
SUBJECT TO CHANGE WITHOUT NOTICE. ALL STATEMENTS, INFORMATION, AND
RECOMMENDATIONS IN THIS MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED
WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED. USERS MUST TAKE FULL
RESPONSIBILITY FOR THEIR APPLICATION OF ANY PRODUCTS.

THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT ARE SET
FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH THE PRODUCT AND ARE
INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE
LICENSE OR LIMITED WARRANTY, CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY.

The Cisco implementation of TCP header compression is an adaptation of a program developed by
the University of California, Berkeley (UCB) as part of UCB’s public domain version of the UNIX
operating system. All rights reserved. Copyright © 1981, Regents of the University of California.

NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE OF
THESE SUPPLIERS ARE PROVIDED “AS IS” WITH ALL FAULTS. CISCO AND THE ABOVE-NAMED
SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING, WITHOUT
LIMITATION, THOSE OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND
NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE.

IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL,
CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS
OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL,
EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to
be actual addresses and phone numbers. Any examples, command display output, network topology
diagrams, and other figures included in the document are shown for illustrative purposes only. Any
use of actual IP addresses or phone numbers in illustrative content is unintentional and coincidental.

All printed copies and duplicate soft copies are considered un-Controlled copies and the original on-
line version should be referred to for latest version.

Cisco has more than 200 offices worldwide. Addresses, phone numbers, and fax numbers are listed

on the Cisco website at www.cisco.com/go/offices.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the
U.S. and other countries. To view a list of Cisco trademarks, go to this URL:
www.cisco.com/go/trademarks. Third-party trademarks mentioned are the property of their
respective owners. The use of the word partner does not imply a partnership relationship between
Cisco and any other company. (1110R)
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