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Introduction

Cisco’s Secure Data Center Solution includes effective and intent based security that follows the
workload across physical data centers and multicloud environments to protect applications,
infrastructure, data, users Cisco’s solution continuously learns, adapts, and protects. As the network
changes and new threats arise in the data center, Cisco Security Solutions dynamically detect and
automatically adjust, mitigating threats in real-time.

Domains

Compliance @
Threat Defense
Secure Services @
Segmentation @

Visibility @

Management

YOU ARE

HERE

Places in the Network (PINs)

The Key to SAFE organizes the complexity of holistic security into Places in the Network (PINs) and Secure
Domains.
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SAFE simplifies end-to-end security by using views of complexity depending on the audience needs.
Ranging from business flows and their respective threats to the corresponding security capabilities,
architectures and designs, SAFE provides guidance that is holistic and understandable.

THE KEY TO Sapg

Design Guides : Design Guides

M Architecture Guides QOperations Guides

v

YOU ARE
HERE

PLACES IN THE NETWORK SECURE DOMAINS

More information about how Cisco SAFE simplifies security, along with this and other Cisco Validated
Designs (CVD), can be found here: www cisco.com/go/safe

This design guide is based on the Secure Data Center Architecture Guide, which can be found with the
other PIN Architecture Guides here:
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Revision History

Date \ Description

December 2018 Initial Input

June 2019 Updated images for Hyperflex, APIC, MSO, Nexus 9000, Fabric
Interconnects, FTD, FMC and regression tested Test Case 1.
Maintenance update rewrote Appendix C APIC initial configuration for

better flow.

August 2019 Combined Appendix C and D and included them in Test Case 1.
Added link to APIC tested config files on Github.

June 2020 Added Test case 8 - Tetration and ISE integration

December 2020 Added Test case 9 - TrustSec: ISE, APIC and FMC

Data Center Business Flows

SAFE uses the concept of business flows to simplify the identification of threats. This enables the
selection of capabilities necessary to protect them.

This solution addresses the following Data Center business use cases:

e Secure applications and servers that are present on network
e Secure remote access for support
e Securing east-west traffic

Secure applications for PCI: Clerk processing credit card transaction

Clerk Payment
Application

Secure remote access for employees: Field engineer updating work order
[}
.-.—.-.

Field Workflow
Engineer Application

Secure east-west traffic for compliance: PCI compliance for financial transactions

Database

Payment
Application
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/
Data Center Attack Surface

The Secure Data Center solution protects systems by applying security controls to the attack surface
found in the data center. The attack surface in data center spans the business flows used by humans,
devices, and the network.

Threats include; rogue identity, infections, and advanced persistent threats allowing hackers the ability
to take control of your devices and networks. Legacy remote administration access to devices (such
as modems) adds additional risk. Zero-day vulnerability attacks can bypass existing controls and infect
systems.

Secure applications for PCI: Clerk processing credit card transaction

Clerk Payment
Application
s Sl
i I % L
ROGUE INFECTION NETWORK BREACH INFECTION

Secure remote access for employees: Field engineer updating work order

Field Warkflow
Engineer Application

INFECTION NETWORK BREACH ROGUE

Secure east-west traffic for compliance: PCI compliance for financial transactions

Payment Database
.Appllcat\on Q g:a !:! Q l

INFECTION NETWORK BREACH ROGUE INFECTION
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Solution Overview

Cisco’s security approach for the modern data center allow companies to achieve:

Improved resiliency to enable data center availability and secure services
Operational efficiency from automated provisioning and flexible, integrated security

Advanced threat protection from Cisco Talos - industry leading threat intelligence to stay up to
date, informed, and secure

The integrated product workflow enables:

Visibility - Complete visibility of users, devices, networks, applications, workloads, and
processes

Segmentation - Reduce the attack surface by preventing attackers from moving laterally, with
consistent security policy enforcement, application allowed/blocked listing and micro-
segmentation

Threat Protection - Stop the breach by deploying multi-layered threat sensors strategically in
the data center to quickly detect, block, and dynamically respond to threats

The top priorities for securing data centers are:

Visibility Segmentation Threat protection
“See Everything” “Reduce the Attack Surface” “Stop the Breach”
Complete visibility of Prevent attackers from Quickly detect, block, and
users, devices, networks, moving laterally east-west respond to attacks before
applications, workloads with application hackers can steal data
and processes allowed/blocked listing and or disrupt operations

9 Return to Contents
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Security Capabilities
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Specific capabilities are necessary to protect the data center and build the appropriate layers of
defense. These capabilities work together to create several layers of defense protecting the data
center. The following sections describe the security capabilities required for each of the priorities.

Visibility

Visibility is critical in the data center. Companies need to see every user, device,
network, application, workload and process.

You cannot protect what you cannot see. Visibility across the network and connected devices is
achieved via several methods. Within the enterprise, each capability provides an increasing breadth of
visibility and context. They provide visibility and security intelligence across an entire organization
before, during, and after an attack. They continuously monitor the network and provide real-time
anomaly detection and Incident response forensics.

These capabilities are required to achieve visibility in the data center.

lcon Capability Function
Application Provides deep packet inspection of application flows.
Visibility
Control
. Analyzes normal network behaviors, creating a
Analysis : . .
baseline for operations and known devices connected
P and
@ to the network.
2 Anomaly S .
. Analyzes normal application and process behavior.
Detection o
Generates alerts when abnormal activities start.
Provides historical representation of all process and
. file related activities on the endpoint/server. This
Device . e . . .
) includes visibility into binary executions with command
Trajectory :
line arguments, copy and move events, as well as
network connections tied back to those executions.
Provides file-centric visibility, including file propagation
File across the enterprise and the data center in a single
Trajectory view. Used for efficient threat investigations and

incident response.
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lcon \ Capability Function

Monitor data center communications flows—Uses

the information to better pinpoint nuisances in the

Flow & Process network, and identifies and alerts on abnormal
Analytics device traffic flows.

Monitor process behavior for detecting anomalies,

and sends alerts on abnormal behavior.

Provides visibility of the users and the servers at
@ Identity the start and end of the data flow.

Segmentation

Segmentation reduces the attack surface by preventing hackers or unintended data
from moving laterally (east-west) across the network. Once you have implemented
visibility, you can enable segmentation in new and more effective ways. These
capabilities provide segmentation across the data center.

Segmentation reduces the scope of an attack by limiting its ability to spread through the data center
from one resource to another. For servers on delayed patch cycles, segmentation is an important tool,
reducing the potential for vulnerability exploitation until adequate patch qualification and deployment
into production is complete. For legacy systems, segmentation is critical to protect resources that
don’t receive maintenance releases or patch updates.

Segmentation plays an important role in audit and compliance scenarios. For industry requirements
such as the Payment Card Industry Data Security Standard (PCI DSS), regulations like the General Data
Protection Regulation (GDPR), and Health Insurance Portability and Accountability Act (HIPAA).
Segmentation can be used to help reduce the number of systems that require controls, as well as the
scope of an audit.

These capabilities provide segmentation across the data center.

Icon Capability ‘ Function

. Firewall for North/South segmentation of flows into
Firewall
and out of the data center.
Host-based Provides micro-segmentation between all
Firewall application and services.
@ Tagain Software-defined segmentation between groups
99ing East/West within the data center.
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Threat Protection

Threat Protection is a multi-layered threat sensor deployment. It is able to quickly
detect, block and respond dynamically when threats arise preventing breaches

from impacting the business.

All data centers have something in common: they need to protect their applications and data from an
increasing number of sophisticated threats and global attacks. All organizations are under threat of
attack; many have been breached but are unaware of it. Protecting the modern data center is a

challenge for security teams. Workloads are constantly moving across physical data centers and multi-

cloud environments. These capabilities enable threat protection in the data center.

‘Funcﬂon

Icon Capability
Anti- Identify, block, and analyze malicious files and
Malware transmissions.
o Identify and block known malicious files and
Anti-Virus :

signatures.
Apply automatic static and dynamic analysis for

File Analysis unknown files to improve security efficacy and
understand behaviors

Firewall Block traffic from quarantine groups.

Flow & Network traffic metadata identifying security
Process incidents enables automatic quarantine response.
Analytics

Host-based Automatically quarantine a host to rapidly contain a
Firewall threat.
Intrusion Initiate quarantine request based on anomalous
Prevention activity.
Posture Corrective action to fix vulnerabilities.
Assessment

and Patching

Software based segmentation to automatically to

Tagging quarantine hosts to rapidly contain the threat and
prevent further lateral movement.
Threat Protect against newly identified threats via a global
Intelligence threat information service.

9 Return to Contents
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Solution Architecture

Developing a defense-in-depth architecture requires identifying existing threats and applying
appropriate security capabilities to thwart them.

The three business flows defined earlier are shown with the necessary security capabilities.

Secure applications for PCI: Clerk processing credit card transaction

Client-Based Identity Posture Firewall  Intrusion Flow Threat Anti-  Tagging Web  saper-
Security Assessment Prevention Analytics Intelligence Malware Application gageq
Firewall Security

Clerk

Payment
Application

Secure remote access for employees: Field engineer updating work order

)

Client-Based |dentity Posture  yppy Firewsall  Intrusion Flow Threat Anti-  Tagging Distributed Web

- == Server-

Security Assessment Prevention Analytics Inteligence Malware Denial of  Application gaceq

Service Firewall  Secrity
Field Protection Workiflow
Engineer Application

Secure east-west traffic for compliance: PCI compliance for financial transactions

Server- Firewall Intrusion Flow Threat Anti- Tagging Server-
Based Prevention Analytics Intelligence Malware Based
Payment Security Security Database

Application

These capabilities are implemented through product features. The following sections briefly describe
each area and the products selected that implement the needed capabilities.
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Visibility

Cisco provides complete insight into workloads and application behavior. The
following products contain the capabilities needed to gain that visibility.

December 2020

Capability Solution Component
S Appl!c.a.Uon Cisco Firepower Next Generation Firewall (NGFW) or
Visibility . . .
Cisco Firepower Next Generation IPS (NGIPS)
Control
- Analysis and Cisco Stealthwatch with Cognitive Intelligence
(o)) Anomaly and
Detection Cisco Tetration
Dewce Cisco Advanced Malware Protection for Endpoints
Trajectory

File Trajectory

Cisco Advanced Malware Protection for Endpoints

Flow & Cisco Stealthwatch, network switches, firewalls, and
Process : : ;
. routers sending NetFlow. Cisco Tetration
Analytics
Cisco Identity Services Engine (ISE),
Identity Cisco Application Centric Infrastructure (ACI),

Cisco Tetration

9 Return to Contents
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Segmentation

Cisco provides multilayer segmentation. The following products contain the
capabilities needed to achieve segmentation.

Capability Solution Component

Firewall Cisco Firepower Next Generation Firewall
Host-based Cisco Tetration agent configuring native host firewalls.
Firewall

Cisco ACI Endpoint Groups (EPGs),
Tagging Cisco TrustSec Security Group Tags (SGTs)
Traditional VLANs

9 Return to Contents
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Threat Protection

Strategically placed sensors enable companies to quickly detect, block, and
respond to attacks before hackers can steal data or disrupt operations. The
following products contain the capabilities needed to enable threat protection.

Secure Data Center Design Guide | Solution Architecture

Capability

December 2020

Solution Component

Anti- Cisco Advanced Malware Protection for Endpoints and
Malware Cisco Advanced Malware Protection for Networks
Anti-Virus Cisco Advanced Malware Protection for Endpoints and
Cisco Advanced Malware Protection for Networks
File Analysis Cisco Threat Grid
Firewall Cisco Firepower Next Generation Firewall
Flow &
Process Cisco Stealthwatch and Cisco Tetration
Analytics
Host-based Cisco Tetration
Firewall
Intrusion Cisco Firepower Next Generation Intrusion Prevention
Prevention System
Posture
Assessment Cisco Tetration

and Patching

Tagging ACI, TrustSec and VLANs
Threat Cisco Talos Security Intelligence
. Cisco Cognitive Intelligence and Encrypted Traffic
Intelligence

Analytics

9 Return to Contents
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Cisco Secure Data Center Reference Architecture

The Cisco Secure Data Center reference architecture is a solution that includes the best of Cisco’s
products for a modern data center.

e The data center network is based on a Multi-Site Application Centric Infrastructure (ACI).
e Firepower™ Next Generation Firewall (NGFW) is used to protect the workloads.
e Tetration and Stealthwatch are used to provide visibility and threat protection.

¢ Advanced Malware Protection for Endpoints (AMP4E) on the servers for endpoint threat
protection.

e (Cisco Hyperflex is the hyperconverged data center platform which includes compute, storage
and network.

Product information details will be discussed in the Implementation section below. The capabilities that
each architectural component needs to provide are included.

Hybrid cloud is included in this architecture by supporting an application in Amazon Web Services and
protected with Firepower NGFW Virtual (NGFWv), AMPA4E, Tetration agent, and Stealthwatch Cloud.

The Intersite Network is a network where different Application Policy Infrastructure Controller (APIC)
domains are interconnected through generic Layer 3 infrastructure. Intersite Network is used for Multi-
Site ACI deployment and provides data center interconnect. The Edge, WAN and Intersite Network are
places in the network (PINs) that are outside of the data center. Refer to the SAFE Architecture Guides
for other PINs.

Internet @

TO EDGE TO WAN TOIPN
Secure Data Center
_ O,
@@ =
o L] —
] (=)
ACI Multi-Site Tetration AC| Controller AC| Spine HyperFlex Payment
Orchestrator Analytics Switch Server Application
0.0 ( o2 G0
e = e @ =) = = |, E
e .o ©C“eo - = Ry
6] () R (= ] &)
Firepower Firepower Distribution L3 Switch ACI Leaf Fabric HyperFlex Workflow
Management Center NGFW Switch Switch Interconnect Server Application
o
=
Cp@ 0 s =)
Stealthwatch F?(ealcmv;\lrattih F';fgmm HyperFlex DE:E:?E
ow Collector
WSSES;T: " . Server Business
Services Core Software Defined Use Cases

The clerk depicted by the green token could be at a branch office connected to the data center via the
WAN. The field engineer depicted in blue is connected to the Internet and needs to connect to the
data center securely to file a work order.
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The first business flow is to secure a payment application for PCI compliance. The clerk is connected

to the WAN from a branch office. She is processing a credit card transaction and accessing the

payment application in the data center. The data flow enters the core zone of the data center typically
on a layer 3 switch. The Software Defined zone refers to the software defined segmentation, which is
delivered by ACI. The flow continues to the Software Defined zone to the ACI Leaf and redirected with
a contract to the Firepower NGFW for firewall, IPS and segmentation services. The data flow then
proceeds back to the ACI leaf switch, to the Fabric Interconnect and then connects to the payment

application.

Internet

TO EDGE

Secure Data Center

e %
ACI Muti-Site Teraton
Orchestrator Analytics

5%
Firepower Firepower
hManagement Center NGFW
Gee
Stealthwatch Stealthwatch
Management Flow Collector
Console Services
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Switch

TO WAN

Core

NGFW
Software Defined

HyperFIéx
) Sen.rer_

HyperfFlex
Server

Payment
Application

Workflow
Application

Database
Server
Business

Use Cases
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The second business flow secures remote access for employees. A field engineer is accessing the
data center submitting a work order to the workflow application. The data flows from the Internet edge
to a Distribution switch in the Services zone. VPN termination is handled by the Internet Edge
architecture. The flow proceeds to the L3 switch in the Core zone and then to the Software Defined
zone. The flow continues to the ACI Leaf and redirected with a contract to the Firepower NGFW for
firewall, IPS and segmentation services. The data flow will then proceed back to the ACI leaf switch to
the Fabric Interconnect and then connects to the Workflow application.

Internet WAN

TO WAN TOIPN
Secure Data Center

9 J

AC! Multi-Site Tetration ACI Controller i Payment
Orchestrator Analytics Application
: © 9
~B. 8o
Ce% (%]  —r Sl
Firepower Firepower Distribution L3 Switch AC Fabric Workflow
Management Center NGFW Switch i Interconnect Application
b (a _
Stealthwatch Stealtwatch Fiﬁgopmer HyperFlex Database
S
h,llag:s:gln:m Flow C.ollector Server Bj;;:.ferss
Services Care Software Defined Use Cases
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The third business flow secures east-west traffic. In this case the database server and payment
application are both communicating with each other within the data center.

Internet

TO EDGE
Secure Data Center

ACI Multi-Site

Tetration ACI Spine
Orchestrator A 'JE ics Switch
/ B N
e .
Bl
€60 ) |
Firepower Flremmr Distrioution L3 Switch Fabric
Management Center NGFW Switch Interconnect!
Stealkthwatch Stealthwatch Firepower
Management Flow Callector NGFW
Console Services Core

@.

TO WAN

TOIPN

Software Defined

Payment
Appllcatlnn

| .

Workflow
Application

Database
Server
Business

Use Cases

Additionally, the third business flow secures east-west traffic across data centers. In this case the
database server and payment application are communicating between two data centers.

Internet

M

m
]

TO EDGE
Secure Data Center 1 |

Distribution
Switch

L3 Swileh

Fabric anﬂFiea
Interconne
/ '\_
AN
GFW

TO EDGE
Secure Data Center N |

)

8 Tetration Analytics

TO WAN

- -»
LI @ﬂ@

o Firepomer Fiepauwsr
Management Centar  NGF

wettiow

s ——

Fé ™ N

€ i 9 ngemer || o

Stealthwatch Steahthwatch Server E- = Steathwalch S!:ﬂmwﬂ:h Server o

Minsgemen;  Flan Gl Business Wanagement  Flow Colector Business
anscle ) UR Cansole use

Services Core Software Defined Cases Services Core Software Defined Cases

9 Return to Contents



SAFE Design Guide Secure Data Center Design Guide | Implementation December 2020

20

Implementation

The Cisco Secure Data Center Reference Design is built based on the Secure Data Center Reference
Architecture. For lab testing purposes virtual machines were used for the Multi-Site Orchestration
Cluster, Firepower Management Center, Stealthwatch Management Console and Stealthwatch Flow
Collector. For production environments these services (and others) should be deployed on properly
sized appliances for the customer’s environment and needs.

Intersite
Network

WAN

TO EDGE TO WAN TO Intersite Network

Secure Data Center

@

Tetration APIC ACI Spine Web Zone Servers
ACI Multi-Site Analytics Cluster Tetration Agent &
Orchestrator Cluster Appliance HyperFlex AMP4E Server
Cluster
T
e ‘*‘ ACI Leaf
eal
Firepower Firepawer Distribution 6[23;%?19;5:;&[:? [; Application
Manczgni;f:'em NGFW . S\L\:Ic‘h L3 Switch Interconnect AMPAE Server
2
Fite @
§ F\regower Database Zone
Stealthwatch Stealthwatch Identity NGFRW Servers Tetration Database
Management Flow Collector Services \_Agent & AMP4E / Server
Console Services Engine Core ACI Business Use Cases

The purple design icons illustrate the product selected to provide the capabilities required. Solid purple
icons refer to physical appliances, and the icons with the white background represent a virtual
appliance or software.
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The following figure shows the redundant nodes in the ACI fabric for ACI Spine, ACI Leaf, Firepower
NGFW and Fabric Interconnect. The APIC cluster is connected across the redundant leaf switches. A

secure overlay management only network is implemented for out of fabric accessibility as a best
practice, but is not depicted.

! .

TO EDGE TO WAN

Intersite
Network

TO Intersite Network
Secure Data Center

Firepower
NGFW
.
- L
Tetration AC Fabric Web Zone Servers
ACI Multi-Site Analytics AC| Spine Leaf Interconnect Byrr Tetration Agent &
AMP4E
Orchestrator Cluster ) Server L /
[P) { =\ \
=
() e . H
5= L L7 E
T b, A 2, A
" ) App Zone Servers
Firepower Firepower a i
istributi Tetration Agent &
Management NGFW DISVIL‘_!UUUH L3 Switch & HyperFlex
nagem Switch B o i \___AMPIE__/
ACI Spine ACI Fabric [ =
= Leaf Interconnect ]
] A
J :
Firepower \mm—— a Database Zone
Stealthwatch Stealthwatch Identity NGFW ! Servers Tetration
Management Flow Collector Services
Console

H‘é”e’“e" \_Agent & AMP4E /
Services Engine C et i
ore ACI Biz Use Cases

9 Return to Contents



SAFE Design Guide Secure Data Center Design Guide | Implementation December 2020

272

The Cisco ACI Multi-Site Reference Design is a recent evolution in ACI architectures. The need for
complete isolation (both network and tenant change domain levels) across separate ACI networks led
to the Cisco ACI Multi-Site architecture. The Cisco Multi-Site Orchestrator (MSQ) is responsible for
provisioning, health monitoring, and managing the full lifecycle of Cisco ACI networking policies and
stretched tenant policies across ACI sites around the world. MSO is paired with our extensive
cybersecurity portfolio creating Cisco’s best in class offering for the modern data center.

Internet Intersite
Network
TOEDGE | TOWAN TOISN TOEDGE | TOWAN TO ISN
Secure Data Center 1 San Francisco Secure Data Center 2 New York
/7 FFs G=° T =
' ‘
Vieb Zone: @ Web Zone
ACI Multi-Site  Tetration ervers Tetration Tetration arvers Tetration
Orchestrator Analytics \igent & AMPIE/ Analytics HyperFlex \igent & APLE
Cluster Cluster
oo = b0 Zane
Firepower  Firepower  Distribution ) rvers Tatration Firepower  Firepower Distribution abric serers Terration
Maragement  NGFW  Switch L3 Switch \dgent & AMPAL/ & NGPW  Swich Interconnect \igent & AMPAE)
Center E Center '
@ Firepouer s”m”!f oo @ Firapawer Dam Zona
Steafthwatch Steathwatch  Identity oo & AMPIL Stealthwatch Stealthwatch  Identity Servers Telration
Management Flow Collector Services N £ AP Management Flow Collector Services \agent & AMPAY
Console  Services  Engine Core ACI Biz Use Cases Console  Services  Engine Core Acl Biz Use Cases
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The following sections describe the products in detail and their applicability in the data center.

A tabular listing of all products and the versions tested is available in the Appendix.

ACI

Cisco Application Centric Infrastructure (Cisco ACI™) technology enables customers to integrate virtual
and physical workloads in a programmable, multi-hypervisor fabric to build a multiservice or cloud data
center. The Cisco ACI fabric consists of discrete components that operate as routers and switches,
but it is provisioned and monitored as a single entity. ACl is a holistic architecture with centralized
automation and policy-driven application profiles. ACI delivers software flexibility with the scalability of
hardware performance.

Key characteristics of ACI include:
e Simplified automation by an application-driven policy model
e Centralized visibility with real-time, application health monitoring
e Open software flexibility for DevOps teams and ecosystem partner integration
e Scalable performance and multi-tenancy in hardware

The future of networking with ACI is about providing a network that is deployed, monitored, and
managed in a fashion that supports DevOps and rapid application change. ACI does this through the
reduction of complexity and a common policy framework that can automate provisioning and managing
of resources.

The following ACI terminology is used in this document. For a complete list, refer to ACI terminology.

Cisco ACI Description
Term

Application The Cisco APIC, which is implemented as a replicated synchronized
Policy clustered controller, provides a unified point of automation and

Infrastructure management, policy programming, application deployment, and health
monitoring for the Cisco ACI multitenant fabric. The minimum

Controller recommended size for a Cisco APIC cluster is three controllers.
(APIC)

Application An application profile defines the policies, services, and relationships
Profile between endpoint groups (EPGs).

Contract The rules that specify what and how communication in a network is

allowed. In Cisco ACI, contracts specify how communications between
EPGs take place. Contract scope can be limited to the EPGs in an
application profile, a tenant, a VRF, or the entire fabric.
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Cisco ACI
Term

Endpoint
Group (EPG)

Secure Data Center Design Guide | Implementation

Description

A logical entity that contains a collection of physical or virtual network
endpoints. In Cisco ACI, endpoints are devices connected to the network
directly or indirectly. They have an address (identity), a location, attributes
(e.g., version, patch level), and can be physical or virtual. Endpoint
examples include servers, virtual machines, storage, or clients on the
Internet.

Fabric

A fabric is the set of leaf and spines nodes under the control of the same
APIC domain. Each fabric represents a separate tenant change domain,
because every configuration and policy change applied in the APIC is
applied across the fabric. A Cisco ACI fabric thus can be considered an
availability zone.

Intersite
Network (ISN)

A network where different APIC domains are interconnected through
generic Layer 3 infrastructure. ISN requires plain IP routing to allow the
establishment of VXLAN tunnels.

L30ut

A routed Layer 3 connection uses a set of protocols that determine the
path that data follows in order to travel across multiple networks from its
source to its destination. Cisco ACI routed connections perform IP
forwarding according to the protocol selected, such as BGP, OSPF, or
EIGRP.

Microsegment
ation(uSeg)
EPGs

Microsegmentation with the Cisco Application Centric Infrastructure (ACI)
provides the ability to automatically assign endpoints to logical security
zones called endpoint groups (EPGs) based on various attributes.

Multipod

A Multipod design consists of a single APIC domain with multiple leaf-and-
spine networks (pods) interconnected. As a consequence, a Multi-Pod
design is functionally a fabric (a single availability zone), but it does not
represent a single network failure domain, because each pod runs a
separate instance of control-plane protocols. For more details, refer to the
Multipod White Paper:
https://www.Cisco.com/c/en/us/solutions/collateral/data-center-
virtualization/application-centric-infrastructure/white-paper-c11-

/37855 .html

Multi-Site

A Multi-Site design is the architecture interconnecting multiple APIC
cluster domains with their associated pods. A Multi-Site design could also
be called a Multi-Fabric design, because it interconnects separate
availability zones (fabrics), each deployed either as a single pod or multiple
pods (a Multi-Pod design). For more details, refer to the Multi-Site White
Paper: https://www.Cisco.com/c/en/us/solutions/collateral/data-center-
virtualization/application-centric-infrastructure/white-paper-c11-

/39609 .html.
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Cisco ACI Description

Term

Pod A pod is a leaf-and-spine network sharing a common control plane
(Intermediate System-to-Intermediate System [ISIS], Border Gateway
Protocol [BGP], Council of Oracle Protocol [COOP], etc.). A pod can be
considered a single network fault domain.

Policy-Based PBR is a primary feature of the service graph. The service graph must
Redirect (PBR) have a contract between two EPGs attached. Traffic redirection is based
on the source EPG, destination EPG, and filter (protocol, source Layer 4
port, and destination Layer 4 port) configuration in the contract. For more
details, refer to the PBR Service Graph Whitepaper,
https://www.Cisco.com/c/en/us/solutions/data-center-
virtualization/application-centric-infrastructure/white-paper-c11-
739971 .html

Service Graph A service graph is a concept where Cisco ACI can insert Layer 4 through
Layer 7 services into the fabric. Cisco ACI can redirect traffic between
security zones to a firewall or a load balancer without the need for the
firewall or the load balancer to be the default gateway for the servers.

Tunnel The TEP Address pool is used by the Cisco ACI fabric which automatically
Endpoint (TEP) discovers the fabric switch nodes, assign the infrastructure TEP addresses
to the switch nodes. It is a critical part of the configuration and should
Address Pool
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The design described in this document is based on the ACI Multi-Site reference design. We tested
with two sites: San FranCisco and New York, each with a single pod. The hardware components
tested for each site are represented in the following table.

Hardware Data Center 1 Data Center 2
Component San FranCisco New York
APIC-SERVER-L1 (3), recommend APIC-SERVER-M1(3),
moving to APIC-CLUSTER-L2 (1), recommend moving to APIC-
Cluster of 3 Cisco APIC devices CLUSTER-M2 (1), Cluster of 3
with large CPU, hard drive, and Cisco APIC devices with medium
memory configurations (more than CPU, hard drive, and memory
1000 edge ports), dual attached to configurations (more than 1000
APIC fabric, edge ports), dual attached to
https://www.Cisco.com/c/en/us/pr fabric,
oducts/collateral/cloud-systems- https://www.Cisco.com/c/en/us/p
management/application-policy- roducts/collateral/cloud-systems-
infrastructure-controller- management/application-policy -
apic/datasheet-¢78-739715.html infrastructure-controller-
apic/datasheet-c78-739715.html
Nexus 9500 Platform, N9K-C9504 Cisco Nexus 9364C Switch, N9K-
(2), Each Chassis: Supervisor C9364C (2), Cisco NX-0S Fixed
Module N9K-SUP-A (2), Line Spine Switch,
module N9K-X9736C-FX (1), https://www.Cisco.com/c/en/us/p
Spi Fabric module N9K-C9504-FM-E roducts/collateral/switches/nexus-
pines (3), 9000-series-switches/datasheet-
https://www.Cisco.com/c/en/us/pr c/8-739886.html
oducts/collateral/switches/nexus-
9000-series-switches/datasheet-
c78-732088 html
Nexus 9300-FX Platform Leaf Nexus 9300-FX Platform Leaf
Switch (2), N9K-C93180YC-FX, Switch (2), N9K-C93180YC-FX,
48 x 1/10/25-Gbps fiber ports 48 x 1/10/25-Gbps fiber ports
and 6 x 40/100-Gbps QSFP28 and 6 x 40/100-Gbps QSFP28
ports. Note: Includes built-in ports. Note: Includes built-in
Leafs Tetration hardware sensors, dual Tetration hardware sensors, dual
attached to spines, attached to the spines,
https://www.Cisco.com/c/en/us/pr https://www.Cisco.com/c/en/us/p
oducts/collateral/switches/nexus- roducts/collateral/switches/nexus-
9000-series-switches/datasheet- 9000-series-switches/datasheet-
c78-738259.html c78-738259.html
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Hardware Data Center 1 Data Center 2
Component San FranCisco New York
UCS 5108 Blade Server Chassis, HyperFlex HX240c M5 All Flash
UCS B-Series (1), each chassis Four Node cluster, deployed with
has UCSB-B200-M4 blade VMware ESXi hypervisor by
servers (4), deployed with VMware vCenter, dual attached to fabric,
ESXi hypervisor by vCenter, dual https://www.Cisco.com/c/dam/en
C attached to fabric, [us/products/collateral/hyperconv
ompute https://www.Cisco.com/c/en/us/pr erged-infrastructure/hyperflex-
oducts/collateral/servers-unified- hx-series/datasheet-c78-
computing/ucs-5100-series- /36784 pdf
blade-server-
chassis/data sheet c¢78-
526830.html
Cisco UCS 6248UP (2), 48-port Cisco UCS 6332 16UP (2), 40-
fabric interconnect, UCS-FI- port fabric interconnect, UCS-FI-
6248UP, 6332-16UP,
https://www.Cisco.com/c/en/us/pr https://www.Cisco.com/c/en/us/p
Fabric oducts/collateral/servers-unified- roducts/collateral/servers-unified-
Interconnects computing/ucs-6200-series- computing/ucs-6300-series-
fabric- fabric-interconnects/datasheet-
interconnects/data sheet c¢78- c/8-736682.html
675245 html
Firepower 9300 Security Firepower 4110 (2), deployed as
Appliance (2), each chassis with an unmanaged PBR service graph
one SM-36 Module, deployed as with a one-arm interface for
an unmanaged PBR service graph North-South and East-West
Next with a one-arm interface for traffic, clustering, dual attached to
Generation North-South and East-West traffic, the fabric,

Firewalls clustering, dual attached to fabric, https://www.Cisco.com/c/en/us/p
https://www.Cisco.com/c/en/us/pr roducts/collateral/security/firepow
oducts/collateral/security/firepowe er-ngfw/datasheet-c78-
r-ngfw/datasheet-c78- /36661 .html
/36661 .html
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HyperFlex

Cisco HyperFlex™ systems with Intel® Xeon® Scalable processors deliver hyperconvergence with the
power and simplicity for any application, on any cloud, and at any scale. Engineered on the Cisco
Unified Computing System™ (Cisco UCS®), Cisco HyperFlex™ systems deliver the agility, scalability,
and pay-as-you-grow economics of the cloud with the benefits of on-premises infrastructure.

Our platform includes hybrid or all-flash configurations, an integrated network fabric, and powerful data
optimization features that bring the full potential of hyperconvergence to a wide range of workloads
and use cases, from validated enterprise applications to edge computing. Our solution is faster to
deploy, simpler to manage, and easier to scale than the current generation of systems. It is ready to
provide you with a unified pool of infrastructure resources to power applications as the business needs
dictate.

Cisco HyperFlex™ HX Series Datasheet,
https://www.Cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-
series/datasheet-c78-736784.pdf

This solution meets high availability design requirements and is physically redundant across the
computing, network, and storage stacks. All the common infrastructure services required by this
solution, such as Microsoft Active Directory, Domain Name System (DNS), Network Time Protocol
(NTP), and VMware vCenter, are hosted on common management infrastructure outside the Cisco
HyperFlex system.

Management

Cisco ACI Fabric

Cisco Nexus
NI9K-C9364C Spines

Active
Directory

Cisco Nexus
MN9K-C3180YC-FX Leafs

o
v

N

Cisco HyperFlex System

Fabric Interconnects

UCS 6332-16UP NT!

h-l

(==
Sa2IAIDS paJieys

vCenter
Cisco HyperFlex Nodes
HX220C-M5

Cisco
HyperFlex
Installer

The diagram above illustrates a small deployment of the Hyperflex system. The system consists of two
Cisco Fabric Interconnects and four Cisco Hyperflex nodes. It connects to the infrastructure via the leaf
switches and utilizes the existing shared services.
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We followed this installation guide to setup a four node HyperFlex HX240c M5 All Flash cluster. Cisco
HyperFlex™ Systems Installation Guide for VMware ESXi, Release 4.0(1a),
https://www.Cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftw
are/Installation VMWare ESXi/4 0Q/b HyperFlexSystems Installation Guide for VMware ESXi 4 0.h
tml. We setup the HyperFlex™ cluster in Data Center 2 - New York.

Additionally, we started with the Pre-Installation Checklist for VMware with Cisco HX platform,
https://www.Cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftw
are/HyperFlex Preinstall Checklist/b HX Data Platform Preinstall Checklist.html.

To install or expand the HyperFlex™ cluster you need to log into the Cisco HX Data Platform Installer
and then select the desired workflow.

lllllllll
Cisco

Cisco HX Data Platform Installer

@l | accept the terms and conditions

Login
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il HyperFlex Installer

Warkflow

Select a Workflow

@ @. @
/B, O, N
¥ 9 ¥ 9 @

Cluster Creation with HyperFlex (Fl) Cluster Creation with HyperFlex Edge Cluster Expansion

To Monitor and Manage the HyperFlex™ cluster you need to login to Hyperflex™ Connect.

ll'llllll
cisco

Cisco HyperFlex Connect

HyperFlex

2.6(1d)

1 local/root
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The figure below is the Dashboard for HyperFlex™ Connect.
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The HyperFlex™ platform supports self-encrypting drives (SEDs) as well as additional security
recommendations for VMware ESXi, Cisco UCS and HyperFlex™ hardening that are covered in the
HyperFlex™ Hardening Guide 3.5, refer to
https://www.Cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-
platform/HX-Hardening Guide v3 5 v12.pdf for details.

There is a Cisco Validated Design (CVD) based on the data center design used in this Secure Data
Center CVD, refer to Design and Deployment Guide for Cisco HyperFlex 3.0 with VMware vSphere
6.5U2, Cisco UCS Manager 3.2, Cisco ACI 3.2, and Cisco UCS 6300 Series Fabric Interconnects,
https://www.Cisco.com/c/en/us/td/docs/unified computing/ucs/UCS CVDs/hx 30 vsi aci 32.pdf

Firepower Next Generation Firewall

Most next-generation firewalls (NGFWSs) focus heavily on enabling application control, but little on their
threat defense capabilities. To compensate, some NGFW’s will try to supplement their first-generation
intrusion prevention with a series of non-integrated add-on products. However, this approach does
little to protect your business against the risks posed by sophisticated attackers and advanced
malware. Further, once you do get infected, they offer no assistance in scoping the infection,
containing it, and remediating quickly. What you need is an integrated, threat-centric next-generation
firewall. One that not only delivers granular application control, but also provides effective security
against the threats posed by sophisticated and evasive malware attacks.

The Cisco Firepower Next-Generation Firewall (NGFW) is the industry’s first fully integrated, threat-
focused NGFW. It delivers comprehensive, unified policy management of firewall functions, application
control, threat prevention, and advanced malware protection from the network to the endpoint.

The Cisco Firepower NGFW includes the industry’s most widely deployed stateful firewall and provides
granular control over more than 4,000 commercial applications. Its single management interface
delivers unified visibility from the network to the endpoint. Firepower NGFW enables comprehensive
policy management that controls access, stops attacks, defends against malware and provides
integrated tools to track, contain and recover from attacks that do get through.
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Firepower 4110 and Firepower 9300 have been have been tested in the Multi-Site reference design
providing protection for North-South and East-West traffic between the data center servers. The
FP4100/FP9000 platforms have been tested as an unmanaged device with a Policy Based Redirect
(PBR) service graph implemented as a one-arm interface. Firepower Threat Defense (FTD) intra-site
clustering was tested.

The management components tested for each site are represented in the following table.

Management Description

Component

Cluster of three ACI Multi-Site Orchestrator (MSO) virtual machines. MSO
is responsible for provisioning, health monitoring, and managing the full
lifecycle of Cisco ACI networking policies and stretched tenant policies

ACI . across all ACI sites. For more information on Cisco ACI Multi-Site
Multi-Site Architecture, refer to the whitepaper here:

Orchestrator https://www.Cisco.com/c/en/us/solutions/collateral/data-center-
virtualization/application-centric-infrastructure/white-paper-c11-
739609.html
Firepower Management Center (FMC) is the administrative nerve center
for select Cisco security products running on a number of different

_ platforms. It provides complete and unified management of firewalls,
Firepower application control, intrusion prevention, URL filtering, and advanced
Management malware protection. Security administrators will use FMC to manage the
Center security policy of Firepower Threat Defense (FTD) software that is running
on the Firepower 9300 and 4110 in this reference architecture.
https://www.Cisco.com/c/en/us/products/collateral/security/firesight-
management-center/datasheet-c78-736775.html
Firepower Firepower Chassis Manager is a web interface that makes it easy to
Chassis configure Firepower 2100/4100/9300 platform settings and interfaces,
Manager provision devices, and monitor system status.

Cisco UCS® Manager provides unified, embedded management of all
software and hardware components of the Cisco Unified Computing
System™ (Cisco UCS) and Cisco HyperFlex™ Systems across multiple
chassis and rack servers and thousands of virtual machines.
https://www.Cisco.com/c/en/us/products/collateral/servers-unified-
computing/ucs-b-series-blade-servers/data sheet ¢78-520522 html

UCS Manager

VMware vCenter Server® provides a centralized and extensible platform
VMware for managing VMware vSphere® environments,

vCenter https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/pr
oducts/vCenter/vmw-datasheetvcenter.pdf

The following cybersecurity solutions for the data center: Stealthwatch, Tetration and Advanced
Malware Protection for Endpoints (AMPA4E) were also tested with the ACI Multi-Site reference design.
However, all of these solutions can also be used in ACI Multipod or non-ACI data center environments.
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Stealthwatch

Cisco Stealthwatch™ provides continuous real-time monitoring of, and pervasive views into, all
network traffic. It dramatically improves visibility across the extended network and accelerates
response times for suspicious incidents. It creates a baseline of normal web and network activity for a
network host, and applies context-aware analysis to automatically detect anomalous behaviors.
Stealthwatch™ can identify a wide range of attacks, including malware, zero-day attacks, distributed
denial-of-service (DDoS) attempts, advanced persistent threats (APTs), and insider threats.

Stealthwatch™ Enterprise dramatically improves:
® Real-time threat detection
@ Incident response and forensics
o Network segmentation
e Network performance and capacity planning
o Ability to satisfy regulatory requirements

For more information on Stealthwatch refer to
https://www.Cisco.com/c/en/us/products/security/stealthwatch/index.html.

We deployed Stealthwatch™ Management Console (SMC) and Stealthwatch™ Flow Collector as virtual
appliances in our secure data center solution. We deployed the minimum SMC configuration for one
Flow Collector with only 2 concurrent users, as well as the minimum Stealthwatch™ Flow Collector
configuration.

Stealthwatch™ VMware vSphere Settings Tested
Management

Console Virtual
Edition (SMC
VE)

e ESXi6.0
e 3 VCPUs
Release 7.0
e 16 GB of RAM

e 50 GBdisk
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Stealthwatch™ VMware vSphere Settings Tested

Flow Collector
Virtual Edition

e ESXi6.0
e 2 vCPUs
Release 7.0
e 16 GB of RAM

e 50 GB disk

To deploy these two virtual machines, we followed the Stealthwatch™ Installation Guide 7.0,
https://www.Cisco.com/c/dam/en/us/td/docs/security/stealthwatch/system installation configuration/
SW_7 0 Installation and Configuration Guide DV 1 0.pdf.

Tetration

The Cisco Tetration platform enables holistic workload protection for multicloud data centers by using:

+ Allowed/Blocked list-based segmentation, allowing operators to control network
communication within the data center, enabling a zero-trust model

» Behavior baselining, analysis, and identification of deviations for processes running on servers

» Detection of common vulnerabilities and exposures associated with the software packages
installed on servers

« The ability to act proactively, such as quarantining server(s) when vulnerabilities are detected
and blocking communication when policy violations are detected.

The Cisco Tetration platform is powered by big-data technologies to support the scale requirements of
data centers. It can process comprehensive telemetry information received from servers in near-real
time (up to 25,000 servers per cluster). Tetration can enforce consistent policy across thousands of
applications and hundreds of millions of policy rules. And it is designed for long-term data retention to
enable powerful forensics for such things as identifying incidents and operational troubleshooting.

The Tetration platform addresses important data center security challenges by providing behavior-
based application insight, automating allowed/blocked policy generation, and enabling zero-trust
security using application segmentation.

The Tetration enforcement layer ensures that policies move with workloads, even when application
components are migrated from a bare-metal server to a virtualized environment. In addition, the
platform helps ensure scalability through consistent policy implementation for thousands of applications
spanning tens of thousands of workloads.

The platform is designed to normalize and automate policy enforcement within the application
workload itself, track policy-compliance deviations, and keep the application segmentation policy up to
date as application behavior changes. With this approach, Tetration provides stateful and consistent
enforcement across virtualized and bare-metal workloads running in private, public, and on-premises
data centers.
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Tetration agents

Tetration agents are software sensor agents that runs within a host operation system, such as Linux or
Windows. An agent’s core functionality is to monitor and collect network flow information and enforce
micro-segmentation policies. Agents collect other host information such as network interfaces and
active processes running in the system. Information collected by agents is exported for further
analytical processing to a set of collectors running within the Tetration Analytics cluster. In addition,
software agents also have capability to set firewall rules on installed hosts (enforcement agents).

Tetration supports a wide range of sensors for both visibility and enforcement. For details, refer to the
Tetration Platform support and compatibility information.

Follow the Deploving Cisco Tetration Software Agents Installation Guide.

We deployed the Tetration enforcement agent on all application servers, which when possible is the
ideal deployment scenario for maximizing Tetration capabilities. We tested the Windows Server 2016
for Data Center and CentOS 7.4 enforcement agents.

Tetration Edge Virtual Appliance

The Tetration Edge is a control appliance that streams alerts to various notifiers and collects inventory
metadata from network access controllers such as Cisco ISE. In a Tetration Edge appliance, all alert
notifier connectors (such as Syslog, Email, Slack, PagerDuty and Kinesis) and ISE connector can be
deployed. The function of the ISE Connector is to connect to ISE using pxGrid and provides Tetration
with endpoints contextual information, such as MDM details, authentication, Security Group tags, etc
as seen by ISE. The information is regularly updated and can be used in Tetration filters and policies.
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Advanced Malware Protection

Advanced Malware Protection (AMP) comprises three components that were tested as part of the
Secure Data Center design:

e (Cisco Advanced Malware Protection for Endpoints
e (Cisco Advanced Malware Protection for Networks
e (Cisco Threat Grid

Cisco Advanced Malware Protection for Endpoints (AMP4E) is a cloud-managed endpoint security
solution that provides the visibility, context, and control to prevent breaches, but also rapidly detect,
contain, and remediate threats if they evade front-line defenses and get inside, all cost-effectively and
without affecting operational efficiency.

Prevent: Strengthen defenses using the best global threat intelligence and block malware in real time.
Detect: Continuously monitor and record all file activity to quickly detect stealthy malware.
Respond: Accelerate investigations and automatically remediate malware across servers.

Host-based anti-malware is the last line of defense, and often the only defense for communications
encrypted end-to-end (password protected archives, https/sftp, chat file transfers, etc.). AMP
analyzes all files that reach the server's system. If the file is known to be malicious, it is quarantined
immediately. We deployed AMPA4E on all application servers including the application servers in AWS.

Cisco Advanced Malware Protection for Networks (AMP4N) delivers network-based advanced
malware protection that goes beyond point-in-time detection to protect your organization across the
entire attack continuum—before, during, and after an attack. Designed for Cisco Firepower® network
threat appliances, AMP for Networks detects, blocks, tracks, and contains malware threats across
multiple threat vectors within a single system. It also provides the visibility and control necessary to
protect your organization against highly sophisticated, targeted, zero-day, and persistent advanced
malware threats.

Cisco Threat Grid combines static and dynamic malware analysis with threat intelligence into one
unified solution. It provides in-depth information to protection against malware of all types. It integrates
real-time behavioral analysis and up-to-the-minute threat intelligence feeds with existing security
technologies, protecting from both known and unknown attacks.
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|dentity Services Engine (ISE)

The Cisco Identity Services Engine (ISE) is a one-stop solution to streamline security policy
management and reduce operating costs. ISE provides visibility to users and devices and controls
access across wired, wireless, and VPN connections to the corporate network.

Cisco ISE offers a holistic approach to network access security. There are many advantages when ISE
is deployed, including:
e Highly secure business and context-based access based on company policies
e Streamlined network visibility through a simple, flexible, and highly consumable interface
e Extensive policy enforcement that defines easy, flexible access rules that meet ever-changing
business requirements
e Robust guest experiences that provide multiple levels of access to the network
e Self-service device onboarding for the enterprise’s Bring-Your-Own-Device (BYOD) or guest
policies

Platform Exchange Grid (pxGrid)

The Cisco pxGrid (Platform Exchange Grid) is an open, scalable and IETF standards-driven data-
sharing and threat control platform. It allows multiple security products to work together. Security
operations teams can automate to get answers faster and contain threats faster.

pxGrid primary benefits are:
Simpler integration: Use one API for open, automated data sharing and control between more than
50 security products
Instant visibility: Have all contextual and relevant data on a single screen
Fast investigations: Conduct a full analysis on one system for fast answers
Even faster responses: Stop threats instantly using the network as an enforcer

pxGrid Components:

pxGrid controller: The controller orchestrates connections between platforms. It authorizes what
contextual information gets shared between those platforms. The control function is provided by ISE.

pxGrid connection agent: A connection agent is integrated into Cisco platforms as well as many
partner platforms. The platform decides which information it wants to share with other platforms. In this
design guide, the pxGrid connection agent tested was in the Tetration Edge Virtual appliance.
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Validation Testing
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Test Case 1 - ACI Multi-Site Orchestrator and Firepower
Threat Defense

This test case involved building out the secure data center reference architecture for ACI Multi-
Site. FTD is deployed as a one arm cluster in each data center. FTD is the L4-L7 service
providing threat defense services for north-south and east-west traffic in the data center fabric.

Test case overview:

1. Setup initial configuration in the APIC clusters in each site (NTP, Timezone, L30UT, Add
FTD device, etc).

Intersite
Network

Internet

Setup initial
configuration in the
APIC clusters in
each site (L30UT,
Virtual Machine
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NTP, Time Zone,
etc.)
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2. Add Sites and configure Intersite connection between sites in ACI Multi-Site Orchestrator.

Intersite

Internet
Network
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3. Add a Schema for a three tier application, EPGs, Bridge Domains and one-arm Policy
Based Redirect service graph for FTD.
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Implementation Procedure
Step A: Determine the ACI Multi-Site deployment configuration details
Step B: Setup the ACI Fabric

Step 1: APIC Initial Configuration

Step 2: Out-of-Band Management

Step 3: Pod Date and Time Policy

Step 4: VLANs

Step 5: Initial L30ut

Step 6: Fabric Interconnect Interfaces

Step 7: VMM Domain

Step 8: FTD Cluster Control Link (CCL) and Data Interfaces
Step 9: Overlay Tunnel Endpoint (TEP) for Intersite

Step 10: Multi-Site Orchestrator (MSO) Admin Account

Step C: Install and Setup initial Multi-Site Orchestrator (MSO)

Step 1: Install MSO

Step 2: Setup Day 0 Operations in MSO GUI

Step 3: Configure Fabric Connectivity Infrastructure (Infra) in MSO GUI
Step 4: Validate Intersite Policy with the MSO Dashboard

Step 5: Add Tenants using MSO GUI

Step D: Create one-arm FTD cluster, PBR and an L3Qut on Tenant in APIC GUI

Step 1: Deploy one-arm Firepower Threat Defense cluster as a L4-L7 Device in APIC GUI
Step 2: Create Policy Based Redirect (PBR) policy in APIC GUI
Step 3: Create initial L30ut policy in APIC GUI

Step E: Add Schema with MSO GUI

Step 1: Create Schema

Step 2: Add Sites

Step 3: Create or Import VRF

Step 4: Create Service Graph

Step 5: Create External EPG

Step 6: Create Filters

Step 7: Create Bridge Domains

Step 8: Create Contracts

Step 9: Create Application Profile

Step 10: Add Contracts to External EPG

Step F: Verify Schema in APIC GUI
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These are the steps we followed to implement the ACI Multi-Site reference design. Refer to
Appendix A for the Secure Data Center Lab Diagram.

The APIC cluster configuration backup and the Tenant configuration files in XML and JSON for
both data centers are available here: https://qgithub.com/Cisco-security/Cisco-Validated-
Designs/tree/master/Secure-Data-Center/APIC.

Step A: Determine the ACI Multi-Site configuration details

a. Determine configuration details for the design that you plan to deploy. The following table
represents the common configuration details.

object \ value
MSO node1 IP address 10.18.1.11/24
MSO node?2 IP address 10.18.1.12/24
MSO node3 IP address 10.18.1.13/24
OSPF Area 0

b. Determine the site-specific configuration details.

Data Center 1 - San Data Center 2 - New York
FranCisco

APIC-11P 10.16.1.11/24 10.17.1.11/24
address
APIC-21IP 10.16.1.12/24 10.17.1.12/24
address
APIC-3IP 10.16.1.13/24 10.17.1.13/24
address
APIC site id 1 2
BGP Route 65001 65002
Reflector:
Autonomous

System Number

External Routed SDC1-L30UT SDC2-L30UT
Domain

Leaf 1 10.16.1.17/24 10.17.1.17/24
Management IP

Address
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Leaf2
Management IP
Address

10.16.1.18/24

10.17.1.18/24

Spine 1:
Management IP
address

10.16.1.19/24

10.17.1.19/24

Spine 1:
Port ID

1/35

1147

Spine 1: ISN
address

10.16.1.130/30

10.17.1.134/30

Spine 1: Control
Plane IP address
(BGP-EVPN
ROUTER-ID)

10.21.100.1

10.22.100.1

Spine 2:
Management IP
address

10.16.1.20/24

10.17.1.20/24

Spine 2:
Port ID

1/35

1147

Spine 2: ISN
Address

10.16.1.134

10.17.1.134

Spine 2: Control
Plane IP address
(BGP-EVPN
ROUTER-ID)

10.21.100.2

10.22.100.2

Data Center 1 - San

FranCisco

Data Center 2 - New York

TEP Address Pool

10.21.0.0/16

10.22.0.0/16

Data Plane
Unicast TEP IP
address

10.21.100.100

10.22.100.100

Data Plane
Multicast TEP IP
address

10.21.100.200

10.22.100.200

Multipod Data
Plane TEP

10.21.200.200/32

10.22.200.200/32

Address pool for
BD multicast
addresses (GIPO)

255.0.0.0/15

255.0.0.0/15
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Intersite Network overview

1SM-1 I1SN-2
10.16.1.133/30 - 10.17.1.133/30
E1/47 — E1/563 ] E1/53 a [ E17435 |
E1/48 * E1/54 4 %
10.16.1.129/30 10.17.1.129/30
San Francisco Pod 1 New York Pod 1
APIC Site 1D 1 APIC Site ID: 2 10.17.1.134/
10.16.1.130/30 10.16.1.134/30 TEP Pook 10.21.0.0/16 TEP Pool: 10.22.0.0/15 10']73'3' Y a0
(e (B3] Qe e pEm L= (Emr) (e
10.21.100.100/32 10.22.100.100/32
BGP-EVPN . BGP-EVPN S BGP-EVPN BGP-EVPN
A S Infra Network VLAN: 1933 Infra Network VLAN: 2999 S I8
Router I e Router ID 5 ~ Router ID —_— Router ID
BD Multicast Address: BD Multicast Address:
10.21.100.1 h h 10.21.1002 10.22.100.1 h h 10.22.100.2
® @] 255.0.0.0/15 255.0.0.0/15 ® ®
BGPAS: 65001 BGP AS: 65002
SDC1-SP1 SDCA-SP-2 OSPF Area: 0 OSPF Area: O SDC2-SP-1 SDC2-5P-2

Step B: Setup the ACI fabric

Prepare the ACI fabric for the Multi-Site Orchestrator deployment. APIC configuration is
required which includes setting up the L30uts, Fabric Interconnects, and Firepower Threat
Defense clusters.

The following ACI references were used to determine the steps we followed:

Cisco APIC Getting Started Guide, Release 4.1, Section: Initial Setup and Fabric Initialization and
Switch Discovery https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4 -
x/getting-started/b-Cisco-APIC-Getting-Started-Guide-411/b-Cisco-APIC-Getting-Started-
Guide-411 chapter 010.html

Cisco APIC Basic Configuration Guide, Release 4.x
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/basic-
configuration/Cisco-APIC-Basic-Configuration-Guide-411.html

Cisco APIC Layer 2 Networking Configuration Guide, Section: Creating Domains, and VLANS to
Deploy an EPG on a Specific Port Using the GUI,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2 -

x/L2 config/b Cisco APIC lLayer 2 Configuration Guide/b Cisco APIC lLaver 2 Configurati
on_Guide chapter 011.htmlHtask A47A972D56A34061A5E0709F8AACB6G75

Cisco Community, Factory reset APICs and Nodes
https://community.Cisco.com/t5/application-centric/factory-reset-apic-and-nodes/td-

p/340837/1

Cisco APIC Layer 3 Networking Configuration Guide, Release 4.1(x),_Section: MP-BGP Route
Reflectors https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/1 3~
configuration/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411/Cisco-APIC-Layer-
3-Networking-Configuration-Guide-411 chapter 01010.html

Cisco ACI Best Practices Guide, Section;. VMM Integration with UCS-B Series
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-
x/ACI| Best Practices/b ACI Best Practices/b ACI Best Practices chapter 01071.html

Configure VMM Domain Integration with ACI and UCS-B Series
https://www.Cisco.com/c/en/us/support/docs/cloud-systems-management/application-policy-
infrastructure-controller-apic/118965-config-vmm-aci-ucs-00.html

i ACI Vi lization Guide 4.1, Chapter Cisco ACI with VMWare VDS Integration

Cisco UCS Manager Network Management Guide, Release 4.0,_Section LAN Pin Groups
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https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/L2_config/b_Cisco_APIC_Layer_2_Configuration_Guide/b_Cisco_APIC_Layer_2_Configuration_Guide_chapter_011.html#task_A47A972D56A34061A5E0709F8AACB675
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/L2_config/b_Cisco_APIC_Layer_2_Configuration_Guide/b_Cisco_APIC_Layer_2_Configuration_Guide_chapter_011.html#task_A47A972D56A34061A5E0709F8AACB675
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/L2_config/b_Cisco_APIC_Layer_2_Configuration_Guide/b_Cisco_APIC_Layer_2_Configuration_Guide_chapter_011.html#task_A47A972D56A34061A5E0709F8AACB675
https://community.cisco.com/t5/application-centric/factory-reset-apic-and-nodes/td-p/3408371
https://community.cisco.com/t5/application-centric/factory-reset-apic-and-nodes/td-p/3408371
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/L3-configuration/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411_chapter_01010.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/L3-configuration/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411_chapter_01010.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/L3-configuration/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411/Cisco-APIC-Layer-3-Networking-Configuration-Guide-411_chapter_01010.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/ACI_Best_Practices/b_ACI_Best_Practices/b_ACI_Best_Practices_chapter_0101.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/ACI_Best_Practices/b_ACI_Best_Practices/b_ACI_Best_Practices_chapter_0101.html
https://www.cisco.com/c/en/us/support/docs/cloud-systems-management/application-policy-infrastructure-controller-apic/118965-config-vmm-aci-ucs-00.html
https://www.cisco.com/c/en/us/support/docs/cloud-systems-management/application-policy-infrastructure-controller-apic/118965-config-vmm-aci-ucs-00.html
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https://www.Cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUl-User-
Guides/Network-Mamt/4-

0/b UCSM Network Mgmt Guide 4 0/b UCSM Network Mamt Guide 4 0O chapter 0101.
html

The following steps will guide you through the setup of Secure Data Center 1 (SDC1) - San
FranCisco. Repeat Step 1 through 8 to setup the Secure Data Center 2 (SDC2) - New York.
Replace the names and IPs in these steps with appropriate values. Examples Names: SDC2-
LF1 and IP:10.17.x.X.

Section Summary:

Step 1: APIC Initial Configuration

Step 2: Out-of-Band Management

Step 3: Pod Date and Time Policy

Step 4: VLANs

Step 5: Initial L30ut

Step 6: Fabric Interconnect Interfaces

Step 7: VMM Domain

Step 8: FTD Cluster Control Link (CCL) and Data Interfaces
Step 9: Overlay Tunnel Endpoint (TEP) for Intersite
Step 10: Multi-Site Orchestrator (MSO) Admin Account

Step 1: APIC Initial Configuration
a. Connect to the APICs console with a monitor and keyboard or CIMC/KVM (recommended).

b. (Optional) If you need to factory reset your APIC controllers and switches issue the
following commands.

apic#
apic#
This command will wipe out this device. Proceed? [y/N]

Simultaneously reboot all APICs.

apic#
This command will restart this device, Proceed? [y/N]

While the APICs are rebooting, connect to each switch and run setup-clean-config.sh and
reload.

c. Once the APICs have booted, the Cluster Configuration will start automatically.
Complete the Cluster Configuration with the following information.

Fabric name: SDC1 Fabric
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Number of controllers in the fabric: 3

Controller ID: 1 (APIC2: 2, APIC3: 3)

Controller name: SDC1-APIC1 (APIC2: SDC1-APIC2, APIC3: SDC1-APIC3)
Address pool for TEP addresses: 10.21.0.0/16

VLAN ID for infra network: 1999

Address pool for BD multicast addresses (GIPO): 255.0.0.0/15

Management IPv4 addr: 10.16.1.11/24 (APIC2: 10.16.1.12/24, APIC3: 10.16.12/24)
Management default gateway: 10.16.1.1

Enable strong passwords? Y

Enter the password for admin: XXXXXXXX

Reenter the password for admin: XXXXXXXX

Repeat this step for SDC1-APIC2 and SDC1-APIC3

Example of a completed Cluster Configuration

luster configuration ...

Enter the fabric name [ SDC1 Fabricll:

Enter the fabric ID (1-128) [11:

Enter the number of active controllers in the fabric (1-9) [3]1:

Enter the POD ID (1-12) [11:

Is this a standby controller? L[HOI]:

Is this an APIC-X7 [HOI:

Enter the controller ID (1-3) [11:

Enter the controller name [SDC1-APIC11:

Enter address pool for TEP addresses [10.21.0.0/16 1:

Hote: The infra VULAN ID should not be used elsewhere in your environmnent
and should not overlap with any other reserved VLANs on other platforms.

Enter the VLAH ID for infra network (1-4094) [19991:

Enter address pool for BD multicast addresses (GIPO) [225.0.8.8-/151:

Jut-of-band management configuration ...
Enable IPv6 for Out of Band Hgmt Interface7 L[H]:
Enter the IPv4 address [10.16.1.11/24 1:
Enter the IPv4 address of the default gateway [10.16.
Enter the interface speed/duplex mode [autol:

pdmin user configuration ...
Enable strong passwords? [Y]:
Enter the password for admin:

9 Return to Contents



SAFE Design Guide

47

Secure Data Center Design Guide | Validation Testing | Test Case 1 December 2020

Step 2: Out-of-Band Management

The simplest method to configure the Out-of-Band (OOB) Management is to use Quick
Start. Navigate to Tenants (1)->mgmt. (2)->Quick Start (3), Right click Out-of-Band
Management Access (4) and Select Configure Out-of-Band Management Access (5).

ey APIC “n @ @ © ©

System Tenants [Nt Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALLTENANTS | AddTenant | TenantSearcn: [ENEEIEEE-SNN | common | infa | mgmt

mgmt

Qut-of-Band Management o 0
~ (C» Quick Start

Bl in-8and Ma tA Node & IP Addresses External Hosts Access
n-Band Management Access
| E Out-of-Band Management Acc O +
ﬁ mgmt Configure Out-of-Band Management Access 5
> [ Application Profiles Nodes +
Mode P4 Address IPV4 Gateway  IPVE Address IPVE Gataway

> [l Networking

> [l IP Address Pools

> |l Contracts

> [l Policies

> [l Services

> [l Node Management EPGs

> [ External Management Network
s = Node Management Addresses
> [ Managed Nede Connectivity Gr|

Follow the steps to configure the Out-of-Band Management. Click Start to begin.

4. External Hosts

STEP 1 > Overview m 2. Nodes

Prerequisites

v interfaces are

Ensure that the ta

ent Addres:
E ment network n -
wf
E H = External Management Network Instance Profile that contains )
the subnets that are allowed to access the management network: e
& e
Y 2 Filters for the Out-of-Band Contract w _ §
[%:"‘é ~Band EPG .—E_ Eb
ﬁ All of these objects will be under the mgmt Tenant and can be accessed O\ for iwmerzl zodes ° -
and modified from there: L Access Lisi( comtract ) -

Create Out-of-Band Management Access [ ]x]
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Select the switches to assign Management IPs and click Next.
Create Out-of-Band Management Access [2]x]
STEP 2 > Nodes 1. Overview m 3. IP Addresses 4. External Hosts 5. Acce 6
Select Nodes By: REWE,)
Nodes:
[ select Al
Select ID Name Role
(=] 1 SDC1-ARICT
(=] 2 SDC1-ARPIC2
= 3 SDC1-APIC3
101 SDC1-LF1 leaf
102 SDC1-LF2 leaf
201 SDC1-8P1 spine
202 SDC1-8P2 spine

Enter the Starting Out-of-Band IPV4 IP (1) and Gateway (2). Click Next.

Create Out-of-Band Management Access

2. Nodes 3. IP Addresses

Starting Qut-Of-Band IPV4 §10.16.1.17/24 1 Starting Out-Of-Band IPV6
Address: o AQAIeSS: Sadramzmask

Out-Of-Band IPV4 Gateway 2 Out-Of-Band IPV6 Gateway.

6. Confirmation

@
g
a
@

STEP 3 > IP Addresses 4. External Hosts

Node Id Name IPvd Address IPv4 Gateway IPv6 Address IPv6 Gateway
101 SDC1-LF1 10.16.1.17/24 101611
102 SDC1-LF2 - 10,1611
201 SDC1-5P1 10.16.1.1
202 SDC1-5P2 10.16.1.1

Specify the management hosts or subnets. Leave blank to allow all. Click Next.

Create Out-of-Band Management Access
2. Nodes 3. IP Addresses

External Hosts: o +

[-1>]

6. Confirmation

[
>
aQ
@

STEP 4 > External Hosts

Specify the management protocols and ports. Leave blank to allow all. Click Next,

Create Out-of-Band Management Access

o0

2. Nodes 3. IP Addresses 4. External Hosts 6. Confirmation

STEP 5 > Access

Filters: 4L

EtherType IP Pratocal Source Port Destination Port
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g. Review and click Finish.

December 2020

Create Out-of-Band Management Access

2. Nodes 3. IP Addre

STEP 6 > Confirmation

6. Confirmation

«" Here is the list of policies this wizard will create, you can change these names if needed

Contract Subject:
Inband EPG!

Out-Of-Band Consumer Contract:

Out-Of-Band Contract:

Out-0Of-Band Management EPG:

Step 3: Pod Date and Time Policy

a. Navigate to Fabric (1)->Fabric Policies (2)->Policies (3)->Pod (4)->Date and Time (5)
and select Policy Default (6). In the work pane, click the + sign (7) in the NTP Servers

section.

i
€clsco

APIC

System Tenants Fabric  [RIVEROE] Netwarking L4-L7 Services Admin Operations

Inventory | Fabric Policies | Access Policies

P TEEE: Date and Time Policy - Policy default

C» Quick Start
> [l Pods

[ Switches
> [ Modules
> [l Interfaces
- [l Policies

~ [ Pod

[ Date and Time

Name: default

Description: | optio|

. 'd
Administrative State: {
h.

Server State:

N
Authentication State: /\

Authentication Keys:

> E Policy default
> [ SNMP
[ Management Access D Key
Bl 1sis Policy default :

> [ Switch

> [l Interface
> [l Global

> [ Monitoring

> [ Troubleshooting
> [ Geolocation NTP Servers:
[ Macsec
> [ Analytics
[ Tenant Quota

> [ Tags

Host Name/IP Address Preferred

Apps

Trusted

Minimum

Polling Interval

Integrations

@ COO

Qe

Authentication Type

7

Maximum
Polling Interval

Management EPG

Show Usage
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b. Enter the IP address (1) of your NTP server, select default for the Management EPG (2)

and click Submit (3).

Create Providers

2 1>

Name: §10.9.255.1

1 |

Description: [optional

Preferred: []
Minimum Polling Interval: |4

Maximum Polling Interval: |8

Management EPG:IceTauI (Out-of-Band) 2 ~

IE<} <>

3

c. Navigate to System (1)->System Settings (2) and select Date and Time (3) in the menu
pane. In the work pane, select America/Los_Angeles (4) as the Time Zone and click

Submit (5).
disco e @) @ © ©
nguyen
deen APIC guy
TS G | Tenants Fabri Virtual Networking L4-L7 Services Admin Operations Apps Integrations
QuickStart | Dashboard | Confrollers System Settings Smart Licensing | Faults | ConfigZones | Events | AuditlLog | Active Sessions
System Settings
¥ g Datetime Format - Date and Time 0 o
Quota
B Quo o +
E APIC Connectivity Preferences
E System Alias and Banners a - -,
Display Format: m )
E Global AES Passphrase Encryption.... vy
B 2D Enforced Exception List Time Zone: | America/Los_Angeles >
: ; a
E Fabric Security Offset State: America/lnuvik
Bl 5GP Route Reflector America/lgaluit
B control Piane MTU America/Jamaica
B coop Group America/Juneau
Endpoint Controls .
E ALl L N America/Kentucky/Louisville
Bl Fabric Wide Setting . .
America/Kentucky/Monticello
Bl Load Baiancer
B Fort Tracking America/Kralendijk
E Precision Time Protocol Ameﬂca”‘a—paz
B Svystem Giobal GIPo America/Lima
I B Date and Time America/Los_Angeles B
E APIC Passphrase
5
e e :
»
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d. Create POD Policy Group. This step is required before setting up the infra tenant in MSO.
Navigate to Fabric (1)->Fabric Policies (2)->Pods (3)->Policy Group (4), Right-Click and
select Create Pod Policy Group (5).

iy APIC - Q@ O O

System

Tenants 1Virtual Networking ~ L4-L7 Services ~ Admin  Operations  Apps Integrations

Inventory |  Fabric Policies Access Policies

Policies .
Pods - Policy Groups

C» Quick Start

o+ K.
- [l Pods

= Name Date Time ISIS COOP Group BGP Route Management SNMP MACsec
= Policy Groups: 5 Palicy Palicy Policy Reflector Access Palicy Policy
Create Pod Policy Group Palicy Policy

> [l Profiles

> [ Switches
> [l Modules

e. Setup the Pod Policy Group. Enter the Name SDC1-Policy-Group (1), select the default
Date Time Policy (2) and click Submit (3).

Create Pod Policy Group [21x]

Name: ISE:-C‘—:J:Ii:'-,:—gr:u;: 1 I

Description: | optiona

Date Time Policy: GEEM 2 o i

ISIS Policy: | select a value ~

COOP Group Policy: | select a value P

BGP Route Reflector Policy: |select a value e
Management Access Palicy. |select a value ~
SNMP Policy: | select a value e

MACsec Policy: |select a value e

3

Lo o
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f.  Setup the Fabric Policy Group in the default POD Profile Selector. Navigate to Fabric (1)-
>Fabric Policies (2)->Pods (3)->Profiles (4)->Pod Profile default (5)->default (6). In the
work pane, select the SDC1-policy-group (7) and click Submit (8).

e APIC amn ) @ © ©
System Tenants Fabric 1virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | = Access Policies
el { Pod Selector - default 0 o
(C» Quick Start
= Policy Faults History
> [ Policy Groups O o+ ==,
- [ Profiles Broperties
E Pod Profile default Name: default
E default i Description: | optional
> [l Switches
> [ Modules Type: ALL
> Bl Interfaces Fabric Policy Group: | SDG1-policy-group ~ @
> [l Policies SDQ" -policy-group 7
s Bl Tags fabric/funcprof 8
Create Pod Policy Group ' :

Step 4: VLANs

a. Setup the Dyanamic and Static VLAN pools. Navigate to Fabric (1)->Access Policies (2)-
>Pools (3). Right click VLAN (4) and select Create VLAN Pool (5).

dees APIC Q@ C O O

System Tenants ZGUT 1 Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies

Policies Poals - VLAN @ o
» (C» Quick Start
» B Swiches WLAN Operational
> [ Modules O X %,
> [ Interfaces + Name Allocation Encap Blocks Description
> [l Policies Mode

- [l Pools
> [ VLAN
> B VXLAN
> [ VSAN

Create VLAN Pool

> [ VSAN Attributes
> [ Multicast Address

> [ Physical and External Domains
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b. Create the Dynamic VLAN pool. Enter the VLAN range from 1000 (1) to 1099 (2), select
Dynamic Allocation (3)and click OK (4).

Create Ranges 0

Type: VLAN 1 2

S ] oo ST om—

3 Value n Value
Allocation Mode | Dynamic Al ‘ Inherit allochode from parent
61N External or On the wire encapsulations Interna )
4

c. Create the Static VLAN pool. Repeat Step a. Enter the VLAN range from 1100 (1) to 1199
(2), select Static Allocation (3) and click OK (4).

Static AllccatiO’/)

Create Ranges (2 I']

Type: VLAN 1 2

S B o MU B —

nteger Value nteger Value
Allocation Mode: ( ‘ Inherit allochode from pare Static Allocation] 3

B
c nt
N
BGIW  External or On the wire encapsulations  JEINGGE] )
4
[ o ]

Step 5: Initial L3OUT

a. Create the L30ut External Routed Domain in each data center. Navigate to Fabric (1)-
>Access Policies (2)->Physical and External Domains (3)->External Routed Domains (4),
Right-Click and Select Create Layer 3 Domain (5).

FETCTS -~ Q@ CO O

clisco

1 virtual Networking L4-L7 Services Admin Operations Apps Integrations

System Tenants

Inventory | Fabric Policies Access Policies

Policies

) External Routed Domains
> C» Quick Start

> [ Switches -
> [l Modules

> [l Interfaces

> [l Policies

> [ Pools

~~ [ Physical and External Domains

|+

.

« External Routed Domain Name VLAN Pool

> [ Physical Domains

> [l External Bridged Domains

> [l External Routed Domains
Create Layer 3 Domain 5

> [ Fibre Channel Domains
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Enter the name SDC1-L30UT (1) and select the VLAN Pool SDC1-VLAN-POOL2(static)
(2) from the drop-down menu

Create Layer 3 Domain (7 Ix]

1

Associated Attachable [caaet 5 yalue —
Entity Profile:

VLAN Pool:| SDC1-VLAN-POOL2(static) | 2 [~ @

Security Domains: O +

o

Select Marme Description

Create the Attached Entity Profile for the L30ut. Navigate to Fabric (1)->Access Policies
(2)->Policies (3)->Global (4)->Attachable Access Entity Profiles (5), Right-Click and

Select Create Attachable Access Entity Profile (6).

S APo XX

CIsco

1 Virtual Networking L4-L7 Services Admin QOperations Apps Integrations

System Tenants

Inventory | Fabric Policies | Access Policies

R Attachable Access Entity Profiles

e 0

» (C» Quick Start O o+ %
> [ Switches » o .
Infrastructure VLAN  Policy Groups Description
> [ Modules Enabled
> [ Interfaces
~ [l Policies
> [ Switch

> [l Interface

~ [ Global
> [l Afttachable Access Entity Profiles

> [ QOS Class Create Attachable Access Entity Profile I}

> [l DHCP Relay
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d. Enter the name SDC1-L30UT (1) and click the + sign (2). Select the SDC1-L30UT profile
from the drop-down menu and click Update (4). Select Next (5) to continue.

Create Attachable Access Entity Profile 0

STEP 1 > Profile m 2. Association To Interfaces

Name:§ spci-L30uT | 4

Description: | optional

Enable Infrastructure VLAN: []

Domains (WVMM, Physical or W
External) To Be Associated
ToInterfaces: Domain Profile Encapsulation

HSDC‘\—LSOUT 3|3

[+ |~

B

Application EPGs Encap Primary Encap Mode

5

e. Leave Select Interfaces as None (1 and 2) and click Finish (3)

Create Attachable Access Entity Profile (2 1]
STEP 2 > Association To Interfaces 1. Profile 2. Association To Interfaces
Interface Policy  Type Associated Switches / Interfaces  Select
Group Attachable Fexes Interfaces
Access
Entity
Profile
All
~ mSDC1-FI-A VPC oo e
1
101,702 47
All
v p=2SDC1-FI-B VPG Saacioc
2
101,102 /48
3
D ST
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Create the L30ut interface policy group as an individual Leaf Access Port Policy Group.
Navigate to Fabric (1)->Access Policies (2)->Interfaces (3)->Leaf Interfaces (4)->Policy
Groups (5)->Leaf Access Port (6), Right-Click and Select Create Leaf Access Port Policy

Group (7).

CISCO

APIC

System Tenants

Inventory | Fabric Policies | Access Policies

Policies

> (C» Quick Start
> [l Switches
> [ Modules
~ [@l Interfaces
> [ Spine Interfaces
~ [l Leaf Interfaces
> [ Profiles

~ [ Policy Groups

> [ Leaf Access Port
> [ PC Interface
> [l VPC Interface

> [ PC/VPC Override

1 Virtual Networking

Link Level
Palicy

Create Leaf Access Port Policy Group ?

Page |1 of 1

L4-L7 Services

Policy Groups - Leaf Access Port

cDP
Palicy

Admin

@ COO

Operations

LLDP
Policy

Objects Per Page: | 15

Displaying Objects

Integrations

o
o X %,

Monitoring
Palicy

Enter the Policy Group name SDC1-L30UT (1), select a Link Level Policy 1G (2), select
the CDP Policy CDP-Enable (3), the Attached Entity Profile SDC1-L30UT (4) and click

Submit.

Name: | sDC1-L30UT | 1

Description: |optiona

Link Level Policy:

|
CDP Policy: | CDP-Enable

MCP Policy:

CoPP Policy:

LLDP Policy:

select a value

select a value

select a value

STP Interface Policy: | select a value

Storm Control Interface Policy: | select a value

L2 Interface Policy: |select a value

Port Security Policy: | select a value

Egress Data Plane Policing Policy: | select a value
Ingress Data Plane Policing Policy: |select a value
Maonitoring Policy: | select a value

Pricrity Flow Control Policy: | select a value

Fibre Channel Interface Policy: | select a value
PoE Interface Policy: | select a value

Slow Drain Policy: |select a value

MACsec Policy: |select a value

802.1x Port Authentication Policy: | select a value

DWDM Policy: | select a value

Attached Entity Profile:| sDc1-L3ouT | 4

Create Leaf Access Port Policy Group

~ I3

e
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h. Setup switch interfaces for L30ut connection. In APIC, Navigate to Fabric (1)->Access
Policies (2)->Quick Start (3). Select Configure an interface, PC, and VPC (4) under Steps.

mm :
admin
asce APIC QCcCoO0o
System ICUEWEN  Fabric Virtual Netwarking L4-L7 Services Admin Operations Apps Integrations
Inventory | [Fabric Policies | Access Policies
Policies
Quick Start %
> (C» Quick Start
> @ Switches Summary Steps See Also
> [l Modules
: — hysi ( )
> [l Interfaces . Configure in-band management access = i) (e e 316
Access policies govern the o cop
» ici operation of interfaces that
. = Palicies o the Configure out-of-band management .‘ = LLDP
> [ Pools m provides access e
s LACP
) . default access policies. Access e P . i
> [ Physical and External Domains policies enable configuring Create a CDP (or other) interface policy LACP Member
various functions or protocols . ~
Administrators who have fabric Create a traffic storm control policy = Spanning Tree Interface
administrater privileges can = Storm Control
create new access policies
according to their requirements. I Configure an interface, PC, and VPC I 4 Port Security
The APIC enables .
administrators to celact the Ouick configure port interface SEan

Create a switch profile by clicking the + sign (1) under Configured Switch Interfaces. The
switch profile configuration wizard will appear on the right. From the drop-down menu (2),
select switch 101 (3) and click Save (4).

Configure Interface, PC, and VPC 2 Ix]

Select Switches To Configure Interfaces

1 Switches 2 Switch Profile Name: [Switch101_Profle
Switches  Interfaces  IF Type Attached Device Type

O
m id Name Type
| 101 SDC1-LF1 leaf |3

B 102 SDC1-LF2 leaf

j.  Create a port profile by selecting the switch 101(1) and click the + sign (2) in the work pane.

Configure Interface, PC, and VPC [21x]

Select Switches To Configure Interfaces:

- T E Switches: Switch Profile Name:
Switches Interfaces  IF Type Attached Device Type

Cancel

k. To setup the interface, For the Interfaces enter 1/9 (1). Select Choose One (2) for the
Interface Policy Group, from the Policy Group Name drop-down menu select the SDC1-
L30OUT (3) and click Save (4).

Configure Interface, PC, and VPC [2Tx]

Select Switches To Configure Interfaces:

+ o
Switches  Interfaces  IF Type Attached Device Type

Switches:

> 101

Choose One ] 2
3 St 4

ceree!

Interface Policy Group:

S e One
SDC1-L30UT

Policy Group Name:
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I.  Setup BGP Route Reflectors. Navigate to System (1)->System Settings (2)->BGP Route
Reflector (3). Enter the Autonomous System Number 65001 (4) and click the + sign (4) to
add spine switches.

CIsco

APIC

System

qTenants Fabric Virtual Networking L4-L7 Services Admin Operations

QuickStart | Dashboard | Confrollers | SystemSettings | SmartLicensing | Faults | ConfigZones |

System Settings

> [ Quota

E APIC Connectivity Preferences

BGP Route Reflector Policy - BGP Route Reflector

Palicy

E System Alias and Banners

E Global AES Passphrase Encryptior| D
B BD Enforced Exception List

E Fabric Security

B Control Plane MTU

Name: default

Description: | optional

B Endpoint Controis

Autonomous System Number: 4

Route Reflector Nodes:

<2

B Fabric Wide Setting s
E Port Tracking
B svstem Giobal GiPo

Pod IDv Node ID Node

Name

Description

B Date and Time
B APIC Passphrase
B BGP Route Reflector

B coop Group

B Load Balancer

B Precision Time Protocol

Show Usage

XX

Evenis |

Apps

Integrations

Audit Log | Active f

00

Faults History

O

el

o

m. From the drop-down menu, select the first spine SDC1-SP1 and click Submit.

Create Route Reflector Node
Spine Node: ||l
SDC1-SP1

Description:

Pod-1/201

SDC1-5P2
Pod-1/202

i
| S |

00

2
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n. Repeat the steps | and m to add the second spine and click Submit.

Create Route Reflector Node

Spine Node: |'¢'|'g=g-¢j

@

Description:

SDC1-5P1
Pod-1/201

SDC1-5P2

Pod-1/202

00

2

Step 6: ACI Fabric Interconnect Interfaces

a. Create the Fabric Interconnect Virtual Port Channel (VPC) Interface policy group. Navigate
to Fabric (1)->Access Policies (2)->Interfaces (3)->Leaf Interfaces (4)->Policy Groups
(5)->VPC Interface (6), Right-Click and Select Create VPC Policy Group (7).

i
cisco

APIC

Tenants

System

Inventory |
Policies

> (C» Quick Start
> [ Switches
> [ Modules
~ [l Interfaces
> [ Spine Interfaces
- [l Leaf Interfaces
> [l Profiles
~ [l Policy Groups
> [l Leaf Access Port
> [ PC Interface
> [ VPC Interface
> [ PC/VPC Override

> [l Leaf Breakout Port Group

> [ FC Interface
> [ FC PC Interface
> [l Ovemides

> [l Policies

Fabric

Fabric Policies |

- XX

1virtual Networking L4-L7 Services Admin
Access Policies
Policy Groups - VPC Interface
+ Name Link Aggregation
Type

Create VPC Interface Policy Group 7

Page 1 of 1

Operations

Objects Per Page: 15 .-

Apps Integrations

(2]
o+ %

Link CDP MCP Port LL
Level Polic Polic Chan Pc
Polic Polic

3

Displaying Objects 1 -5 Of 5
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b. Create the Fabric Interconnect A interface policy group. Set Name as SDC1-FI-A(1), CDP
Policy to CDP-Enable(2), Port Channel Policy to LACP-Active(3) and click Submit(4).

Create VPC Interface Policy Group (2 I

I\amezl SDC1-FI-A I 1 -

Description: |optiona

Link Level Policy: | select a value ~
COP Policy: | CDP-Enable @] 2
MCP Policy: |select a value ~
CoPP Policy: | select a value ~
LLDP Policy: |select a value e
STP Interface Policy: |select a value ~
L2 Interface Policy: |select a value ~
Paort Security Policy: | select a value e
Egress Data Plane Paolicing Policy: | select a value ~
Ingress Data Plane Policing Policy: | select a value ~
Priarity Flow Control Paolicy: |select a value R
Fibre Channel Interface Policy: | select a value ~
Slow Drain Policy: |select a value ~
MACsec Policy: |select a value e

Attached Entity Profile: |select an option

A
Port Channel Policv:ILACP—F\ctive v @ I 3
hvd

Monitoring Palicy: | select a value

Storm Control Interface Policy: | select a value ~

NetFlow Monitor Policies: L

MetFlow IP Filter Type MNetFlow Monitor Policy

4 <

c. Repeat steps a and b to create the VPC Interface Policy Group for SDC1-FI-B.
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d. Setup switch interfaces for Fabric Interconnects. In APIC, navigate to Fabric (1)->Access
Policies (2)->Quick Start (3). In the work pane, select Configure an Interface, PC, and
VPC (4) under Steps

Tk APC @ C OO
System Tenants1 [IMEG Virtual Netwarking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies
Quick Start %
> (C» Quick Start
> [ Switches Summary Steps See Also
> [ Modules
: — hy ( )
> [ Interfaces AT AT Configure in-band management access [ 1] = sz:\ca\ Interface (Link Leval
operation of interfaces that
> [ Policies P Configure out-of-band management B = LLDP
y access B
> [ Pools LACP
> E Physical and External Domains policies enable configuring Create a CDP (or other) interface policy LACP Member
various functions or protocols o ~
Administratars who have fabric Create a traffic storm control policy = Spanning Tree Interface
admi[mstr;tcr p ege‘s_ can = Storm Control
create new acc icies .
according to their requirements I Configure an interface, PC, and VPG I 4 Port Security
The APIC enables .
administrators to celact the Quick configure port interface SaN

e. To configure a VPC interface to span the two leaf switch ports, create a switch profile for
Leaf switches 101 and 102. Click the + sign (1) on the right and in the work pane, for
Switches from the drop-down menu (2) select 101 and 102 (3) and click Save (4).

Configure Interface, PC, and VPC [21x]

Select Switches To Configure Interfaces:

1
Switches: 101-102 2 Switch Profile Name: [Switch101-102_Profile
¢}

Switches  Interfaces  IF Type Attached Device Type

101

Id Name Type

179 Individual L3 (VLANs: 1100-1199)
101 SDC1-LF1 leaf 3
102 SDC1-LF2 leaf

4

L Y

f.  Next, create the VPC Domain. Click the + sign (1) in the VPC Switch Pairs section. In the
work pane, for the VPC Domain ID enter 12 (2). From the drop-down menu (4), select
switch 101 for Switch 1(3) and 102 for switch 2, Click Save (5)

+ @ Select two switches to be paired for VPC.
Switches  Interfaces  IF Type Attached Device Type Only switches with interfaces in the same VPC policy group can be paired together.
19 Individual L3 (VLANs: 1100-1199) lswitch 1: I
o 5
B id Name Type
01 SDC1-LF1 leaf m
I @ 102 SDC1-LF2  leal |

=

VPC Domain Id ~ Switch 1 Switch 2

Cancel
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The VPC will connect both leaf switches to Fabric Interconnect A. This will enable
redundancy for the fabric. To create the VPC, select the newly created Switch Profile
101,102 (1) and in the work pane, click the + sign (2).

Configure Interface, PC, and VPC od
Configured Switch Interfaces Select Switches To Configure Interfaces:
+ o Switches Switch Profile Name:
Switches  Interfaces  IF Type Attached Device Type 2
- o e
1/9 Inlividual L3 (VLANs: 1100-1199) lerface:

Iv 101,1.. |1

In the work pane, select VPC (1), select VPC (2), enter the port 1/47 (3), select Choose
One (4) for the Interface Policy Group, select the Policy Group Name SDC1-FI-A (5) and
click Save (6).

Configure Interface, PC, and VPC (1]
Confi ed Switch Interfaces Select Switches To Configure Interfaces:
+ W Switches: 2 Switch Profile Name:
Switches  Interfaces  IF Type Attached Device Type -
101 Interface Type: -\ al | PC VPC FC | FC PC)
Individual L3 (VLANs: 1100-1199) Interfa Interface Selector Name: | Switch101-102_1-ports-47

I 3
Iv 101,1 1 r

Interface Policy Group: Choose One

Policy Group Name: | SDC1

infra/funcprof

SDC1-FI-B

infra/funcprof

Repeat steps e and f to create the VPC for SDC1-FI-B Fabric Interconnect. Choose port
1/48 and Policy Group SDC1-FI-B.
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j.  In UCS Manager, the Fabric Interconnects need to be configured to enable CDP and set the
Pin Group in the Service Template for the vNICs. Refer to references at the beginning of

Appendix C for details.

Manager

0 d00O6C

Al

~ Servers
» Sewice Profiles
* Sewvice Profile Templates

~ root

Bo m

]

» iSCSIwNICs

(]

» vHBAS
* uNiCs

= * VNG ethd

= » WNC eth

& » Dynamic vNICs

~ VLAN Groups
VLAN Group ACI
» VLANS
 VNIC eth3
* Dynamic vNICs
 VLAN Groups
VLAN Group ACI
VLANS
» Sub-Organizations
+ Folicies
» Pools
* Schedules
» defaut
» exp-bkup-outdate

» fi-reboot

 Senvice Template Template-ESXi-SP

Servers [ Service Profile Temp... / root / Service Template T... / vNICs / vNIC eth2

VLANS

Statistics

Fauts  Events

VLAN Groups

Fault Summary Properties
® O (o) Mame ath2
MAC Address Derived
o o 0 0
MAC Pool SDC1-MAC-Pool
MAC Pool Instance
Actions

Unbind from a Template

Fabric ID

Ouwner

Type

CDN Source
Oper CDN Name
Equipment

Boot Device

MTU
Vinualization Preference
Template Name
Redundancy Peer

<) Fabric &
Logical
Ether

=) VNIC Name (| User Defined

Disabled

5000
NONE
ACI-FI-A-FailOvr

Fabric B | Enable Failover

States
Operational Speed
State

Policies

Line Rate
Mot Applied

Adapter Policy
Adapter Policy Instance
QoS Palicy

QoS Palicy Instance

Network Contral Policy

Network Contral Policy Instance : org-ro

Fin Group

Stats Threshold Policy

Threshold Policy Instance
Virtual Host Interface Placement

Desired Placement

Actual Assignment

VMWare v

org-root/eth-profie:

<notset> ¥

ACI-CDP-Enatle *

default ¥

org-rootthr

Any v
Any

Policies

&1 Dynamic VNIC () USNIC

Dynamic vNIC Connection Polit

wmQ

“natsets v

Dynamic vNIC Connection Policy Instance ©

Order
Desired Order

Actual Order

a

Unspecified
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Step 7: VMM Domain

a. Create the Attachable Access Entity Profile for the Fabric Interconnects in each data center.
Navigate to Fabric(1)->Access Policies (2)->Policies (3)->Global (4)-> Attachable
Access Entity Profiles (5), Right-Click and Select Create Attachable Access Entity Profile

(6).
Y APC Y XX

cIsco

1 Virtual Networking L4-L7 Services Admin QOperations Apps Integrations

System Tenants

Inventory | Fabric Policies | Access Policies

RELE Attachable Access Entity Profiles

e 0

» (C» Quick Start O+ =

> [ Switches » - z
~ Name Infrastructure VLAN  Policy Groups Description

> [l Modules Enabled

> [l Interfaces default true

il SDC1-L30UT faise SDC1-L30UT

> [ Switch
> [l Interface
~ [ Global

> [ Attachable Access Entity Profiles

> [B QOS Class Create Attachable Access Entity Profile I}

> [l DHCP Relay

b. Enter the Name SDC1-VMM (1) and Click Next (2).

Create Attachable Access Entity Profile 0

STEP 1 > Profile m 2. Association To Interfaces

Name: [ SDC 1 -uh| |1

Description: | optional

Enable Infrastructure VLAN: []

Domains (VMM, Physical or L
External) To Be Associated
TolInterfaces:  Domain Profile Encapsulation
==
Encap Primary Encap Mode

Application EPGs

2
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c. Leave the Selected Interfaces as None and click Finish (1).

Create Attachable Access Entity Profile (2 Ix]
STEP 2 > Association To Interfaces 1. Profile 2. Association To Interfaces
Interface Policy  Type Associated Switches/ Interfaces  Select
Group Attachable Fexes Interfaces
Access
Entity
Profile
Al
SDC1-L30UT  Individual SDC1-130 Specific
¢ None
10
Al
SDC1-FI-A PC Specific
2 None
101,102 1/47
Al
SDC1-FI-B VPG Specific
® MNone
101,102 1/48
- - - Al -
1
D D

Setup VMware vSphere Distributed Switch (VDS). We are testing the VMware vCenter which is
the most popular Virtual Machine Manager (VMM) currently deployed. We are using a single
vCenter VM that is hosted in DC2 for managing the virtualized environment in DC1 and DC2.
APIC will call the vCenter API to manage the networking settings for the VDS. We used the
Cisco ACI Virtualization Guide 4.1, Chapter Cisco ACI with VMWare VDS Integration as our
guide for setting up a VMM Domain with the APIC GUI.

Optional: It is recommended that you create a specific account for ACI on the vCenter so that
activity can be easily identified in the vCenter logs. We created an account named aciadmin
prior to starting this step. Refer to Test Case 3, Step 2 for instructions.

d. Create vCenter Domain using the APIC GUI. Navigate to Virtual Networking (1)-> Inventory
(2)->VMM Domains (3)->VMware (4), Right-Click to select Create vCenter Domain (5).

‘s APIC - Q@ @ O O

System

Tenants Virtual Networking [ SRRV Admin Operations Apps Integrations

Inventory

Y Provider - VMware

(C» Quick Start

o
~ [ VMM Domains
> [ Microsoft opene
Name: Wihware

Stac

= OpenStack vCenter Domains +
> Red Hat

=] 4 Mame

> [l VMware
Create vCenter Domain 5

> [ Container Doma
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Enter the Virtual Switch Name SDC1-VMM (1), select AEP profile SDC1-VMM (2) from the
drop-down menu, select VLAN Pool SDC1-VLAN-Pool1(dynamic) (3) drop-down menu.
Click the + sign (4) to create the vCenter Credential (see step f. for details). Click the +
sign (5) to create the vCenter (see step g. for details). Select Port Channel Mode Mac-

Pinning+ (6) and vSwitch policy CDP (7) and click Submit (8).

Create vCenter Domain (7 ]x]
tch VMware vSphere Distributed Switch | [ (|
iated Attachable Entity Profile m
Delimiter

Enable Tag Collection: [#]

Access Mode: | -
i Retention Time (seconds): (

VLAN Pool ] SDC1-VLAN-POOL1 (dynamic) 3 |- (@

Domains +
4

8
—

Enter the Name vCenter-Admin (1), the username aciadmin1®@vsphere.local (2), enter the

password (3) and click OK (4).

Create vCenter Credential 0

Name: | vCenter-Admin | 1

Description: |optional

Username: | aciadmin1@vsphere loca | 2

Passward: | -

Confirm Password: | ««-----
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g. Enter the name SDC1-vCenter(1) and IP Address(2). Select your DVS version(3) from the

drop-down menu. Enter the Datacenter name SDC1-VMM(4), associate it with the
credential vCenter-Admin(5) and click OK(6).

Add vCenter Controller (Y %)
vCenter Controller
Name: [SDC1 11
Host Name (or IP Address) | 0.17 | 2
DVS Version: [DVS Version 6.5 ~|3
Stats Collection )
Datacenter: [SDC1-VIM 14
Management EPG: | select an option ~
Associated Credential |vCeme'f.ﬁ\cm\" v| 5

6

Step 8: FTD Cluster Control Link (CCL) and Data Interfaces

a. Create the Attachable Access Entity Profile for the FTD clusters in each data center.

Navigate to Fabric (1)->Access Policies (2)->Policies (3)->Global (4)->Attachable Access

Entity Profiles (5), Right-Click and Select Create Attachable Access Entity Profile

e APIC «in @ @ @ ©

System

Tenants 1 Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies Attachable Access Entity Profiles

» (C» Quick Start

o X R,
> [l Switches » ae
= Name Infrastructure VLAN  Policy Groups Description
> [ Modules Enabled
> [l Interfaces default true
~ [l Poiicies SDC1-VMN false

> [ Switch
> [ Interface
- [l Global
> [l Attachable Access Entity Profiles
= QOS Class Create Attachable Access Entity Profile 6

SDC1-L30UT false SDC1-L30UT

> [ DHCP Relay

©0
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b. Enter the Name SDC1-FTD-C1 (1), click the + sign (2) to add the Domain Phys (3). Click
Update (4) and Next (5)
Create Attachable Access Entity Profile (2 %]

STEP 1 > Profile m 2. Association To Interfaces

Name: [SDCT-FTD-C1 11

Description: | optional

Enable Infrastructure VLAN: [] 2

Domains (VMM, Physical or T

External) To Be Associated

ToInterfaces:  Domain Profile Encapsulation
|‘pny3 [Physical) I 3 |
F e |
4 Update Cancal
+
Application EPGs Encap Primary Encap Mode

5

< ]

c. Create the FTD Cluster Control Link (CCL) interface policy group for SDC1-FTD1-CCL.
Navigate to Fabric (1)->Access Policies (2)-> Interfaces (3)->Leaf Interfaces (4)->Policy
Groups (5)->VPC Interfaces (6), and Right-Click and Select Create VPC Interface Policy

Group (7).
dsco QO C OO0
Cee APIC admin
System Tenants Fabric 1virtual Networking L4-L7 Services Admin Qperations Apps Integrations

Inventory | Fabric Policies | Access Policies

PR Policy Groups - VPC Interface e

» (» Quick Start
e O & %,

> [l Switches -

~ Name Link Aggregation Link CDP MCP Port LL
> [ Modules Type Level Polic Polic Chan Pc
- Bl Interfaces Polic Polic

> [l Spine Interfaces

=
&

~ [l Leaf Interfaces

> [l Profiles
~ [l Policy Groups

&
Is]
-

> [l Leaf Access Port L
> [ PC Interface
> [ VPC Interface
5 = PC/VPC Override Create VPC Interface Policy Group 7
> [l Leaf Breakout Port Group
> [l FC Interface

> [ FC PC Interface

> [ Overrides
> [ Policies

3

Page 1 of1 Objects Per Page: 15 - Displaying Objects 1 -5 Of 5
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d. Enter the Name SDC1-FTD1-CCL (1), select the Attached Entity Profile SDC1-FTD-C1
(2), Port Channel Policy is LACP-Active (3) and click Submit (4).

_&eate VPC Interface Policy Group

Mame: |sn-c’—:‘3'|—c::_

Description:

Link Lewvel Policy:

CDP Policy:

MCP Policy:

CoPP Policy:

LLDP Palicy:

STP Interface Policy:

L2 Interface Policy:

Port Security Policy:

Egress Data Plane Policing Policy:
Ingress Data Plane Policing Policy:
Priority Flow Control Policy:

Fibre Channel Interface Policy:
Slow Drain Policy:

MACsec Policy:

Attached Entity Profile:

Port Channel Policy:

Monitoring Policy:

Storm Control Interface Policy:

NetFlow Monitor Policies:

[ 1

optiona

select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value

select a value

SDC1-FTD-C1

LACP-Active

select a value

select a value

MetFlow 1P Filter Type

21>

NetFlow Monitor Policy

4 >
D ED
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e. Repeat steps c. and d. to create the VPC Interface Policy Groups for SDC1-FTD2-CCL and
for SDC1-FTD-DATA. The name is unique to each policy but AEP and Port Channel Policy
are the same.

When completed, the newly configured interfaces are displayed in Policy Groups - VPC
Interface summary.

AL LD
dsco. APIC - Q@ C O O
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies ;
Policy Groups - VPC Interface o
> (C» Quick Start
< o X R,
> [ Switches - -
~ Name Link Aggregation Link CDP MCP Port LI
> [ Modules Type Leve Polic Polic Chan P
yp A 5
~ B interfaces Polic Polic
> [ Spine Interfaces SDC1-FI-A woE c L
+ [l Leaf Interfaces
SDC1-FI-B vpc C. L.
> [l Profiles
SDC1-FTD-DATA vpc L.
- [ Policy Groups N . :
SDC1-FTD1-CCL vpc L.
«
> B PC Interface SDC1-FTD2-CCL vpc L
- [ VPC Interface
1-FI-A
C1-FI-B
1-FTD1-CCL
SDC1-FTD2-CCL
SDC1-FTD-DATA
> [l PC/VPC Override
»
> [l Leaf Breakout Port Group
Page 1 Of 1 Objects Per Page: | 15 Displaying Objects 1 - 5 Of 5
> B FC Interface -
+ B9 FC D Intarfara

f.  Setup switch interfaces for L30ut connection. In APIC, Navigate to Fabric (1)->Access
Policies (2)->Quick Start (3). Select Configure an interface, PC, and VPC (4) under Steps.

Al APIC @ C O O
System Tenants1 Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies
Quick Start %
> (P Quick Start
> [ Switches Summary Steps See Also
i — LTS
: — hy ( )
> [ Interfaces . Configure in-band managementaccess i = CoEer e (e
Access policies govern the = cop
operation of interf:
> [l Policies pirﬂm-'ide oxt Configure out-of-band management B = LLDP
> B Pools access o
_ LACP
> [ Physical and External Domains c configuring Create a CDP (or other) interface policy LACP Member
various functions or protocols. o N
Administratars who have fabric Create a traffic storm control policy = Spanning Tree Interface
admlrrls(rs'.:r prr-.fnegels can == Storm Control
crea access policies
g to their requirements. I Configure an interface, PC, and VPC I 4 Port Security
e APIC enable: a
administrators to select the Ouick confiqure port interface SO
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g. To create the VPC, select the newly created Switch Profile 101,102 (1) and in the work
pane, click the + sign (2).

Configure Interface, PC, and VPC od

! Select Switches To Configure Interfaces: Advanced )

+ W

Switches  Interfaces  IF Type Attached Device Type
101

Switches:

1/9 Individual L3 (VLANs: 1100-1139)
[Fao |1

PC

h. Select Interface Type VPC (1) and enter Interface 1/7 (2). Click Choose One (3) for the

Interface Policy Group and select the Policy Group Name SDC1-FTD1-CCL (4) from the
drop-down menu. Click Save (5) and Submit (6)

Configure Interface, PC, and VPC

= erfaces m:\
c o h - Select Switches To Configure Interfaces: Advanced /‘
+ -
. Switches: 1 Switch Profile Name
Switches  Interfaces IF Type Attached Device Type e .
erface Type: { Individual C c | Fcrc)
- Interface Type: (_ individuel | P m F Fere )
1/9 Individual L3 (VLANs: 1100-1199) Interfaces Interface Selector Name: |Switch101-102_1 -ports-7
1011 J— =
| o (o
1/47 VPG Interface Policy Group: ( Creats One
-3 VPG Policy Group Name: [SDC1-FTD1-CCL ~ @ 5
infra/funcprof
SDC1-FI-B

infra/funcprof

SDC1-FTD-DATA
infra/funcprof
s

VPC Domain Id ~ Switch 1 Switch 2 SDC1-FTD1-CCL 4
S 101 - infra/funcprof

SDC1-FTD2-CCL
infra/funcprof

6

< |

Repeat steps g and h to create the VPCs for SDC1-FTD2-CCL (port 1/8) and SDC1-FTD-
DATA (port 1/4-5) and select the corresponding Policy Group.
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j. Create a Bridge Domain to permit communication between the FTDs over the CCL
interfaces. Navigate to Tenants (1)->Common (2)->Common (3)->Networking (4)-
>Bridge Domains (5)->right click and select Create Bridge Domain (6).

e “ Q@ COO

System Tenants [Etelets Virtual Networking L4-L7 Services Admin Operations A

Apps Integrations
ALLTENANTS | AddTenant | TenantSearch: [ENCTIRECCSl common mgmt | infra

commaon Netwarking - Bridge Domains

_ 6060
(C» Quick Start

o * %
hd ﬁ common .
» Name Alias  Type Segmi VRF Multic Custom L2 ARP  Unica: Subnet
> [ Application Profiles Addre MAC Unkno Floodi Routin
= —— Address Unicas
> Bl Bridge Domains default reg 160 225 00:22:BD:F8 Har. False  True

> [l VRFs  Create Bridge Domain §3}
> [l External Bridged Networks
> [l External Routed Networks
> [ Dot1Q Tunnels

> [ |P Address Pools

> [ Contracts

> [ Policies

» [ Services i — i i
Page |1 Of 1 Objects Per Page: |15 |« Displaying Objects 1 -2 0f 2

k. Enter the Bridge Domain name SDC1-FTD-CCL (1) and click Next (2)

Create Bridge Domain (2 ]
STEP 1 = Main 3. d/Troubleshooting
Name: [SDCT-FTD-CCL ] 1
Alias:
Description: | optional
Tags: v
Type: [ fc  [EENEY
-
Advertise Host Routes: [[]
VRF: | default ~ @
Forwarding: | Optimize ~
Endpoint Retention Policy: w
=21 L2 L3 anc
IGMP Snoop Policy: | select a value ~
MLD Snoop Policy: | select a value ~
2
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|, Uncheck Unicast Routing (1) and click Next (2).

Create Bridge Domain (2 Ix]

STEP 2 > L3 Configurations 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

Unicast Routing] [ Enabled | 1 =

ARP Flooding: [] Enabled
Config BD MAC Address:
MAC Address: | 00:22:BD:F8:19:FF

Subnets:

-k
Gateway Address Scope Primary IP Address Subnet Control
IP Data-plane Learning: (m
Limit IP Leaming To Subnet:
DHCP Labels: -t
Narme Scope DHCP Option Policy
Associated L3 Outs: +
L3 Out
2 .
e )
m. Click Finish (1).
Create Bridge Domain (2 ]'x]
STEP 3 > Advanced/Troubleshooting 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting
Monitoring Policy: | select a value ~
First Hop Security Policy: | select a value ~

Optimize WAN Bandwidth: []
NetFlow Monitor Policies:

w P Filter Type

low Monitor

Previous Cancel
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n. Create the SDC1-FTD-CCL Application Profile. Navigate to Tenants (1)->Common (2)-
>Common (3)->Application Profiles (4)->right click and select Create Bridge Domain (5).

vl APIC

clsco

- Q00O

System Tenants [l Virtual Networking L4-L7 Services Admin Operations Apps

commaon

C» Quick Start

ﬁ commen

H > [ Application Profiles

> Bl Networking Create Application Profile (i}

> [l IP Address Pools

> [l Contracts
> [l Policies

> [ Services

ALLTENANTS | AddTenant | Tenant Search: [ERTIEEEl | common | mgmt | infra

Application Profiles

]

Integrations

0600

= .

0. Enter the name SDC1-FTD-CCL (1) and EPG name SDC-FTD-CCL (2). Select the BD
SDC1-FTD-CCL (3) and the Domain Phys (4). Click Update (5) and Submit (6).

Create Application Profile

Name: |s::-c’—=T3—:::-:_|

|1

Alias:

Description: |optiona

Tags: w
Monitoring Policy: | select a value e
EPGs
Name Alias BD Domain Switching Static Path  Static
Mode Path
2 3 4 VLAN
|spci-Frp-ceL | [SDC1-FTD [ Jehys (Physi[]

Provided
Contract

select an 0|~

00

mw +

Consumed
Contract

select an o -

5
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Configure the FTD CCL ports from the Firepower Chassis Manager (FCM) for each chassis.
Port-channel 48 is the default port for clustering. For configuration details of the CCL port,
refer the FCM configuration guide.

[EU-TE Interfaces Tools Help admin
Network Module 3 m
Network Module 1 BSER Mol (> @] 1 z 5 7
m SEEoDoomes o o - CoCICIC
MGMT use 1 F) 3 4 5 7 e
CONSOLE || ”” H“ |||| ||
2 4 6 8
VARGl Hardware Bypass
@ aAddvew - | Fifter. x
Interface Type Admin ... Operation... Insta... VLAN Admin Dup... Auto Nego... Operation ... Admin State
@] MGMT Management & ~
» .
WY Port-channell  data 10gbps 10gbps SDC1-F Full Duplex no up [-a®) &8
4 57 Port-channel4s  cluster 10gbps 10gbps SDC1-F Full Duplex no up &0 il
@ Ethernet1/7 up
@] Ethernet1/8 up
@] Ethernet1/3 mgmt 10gbps 10gbps SDC1-F.. Full Duplex no up @& &
Ethernet1/4 data 10gbps 10gbps Full Duplex no admin-down (@3] &
Etherneti/s data 10gbps 10gbps Full Duplex no admin-down (%D &
Ethernetl/6 data 10gbps 10gbps Full Duplex no admin-down J= &
Sthernetz/1  data 40gbps  40gbps Ful Duplex o sfp-nat-pres.. (D) -

In Firepower Management Center (FMC), setup the FTD cluster. Refer to the FTD guides for

details.

Overview Analysis Policies

Device Management NAT

Device Management

VPN v

Devices

Qos

Objects

AMP
Platform Settings

Certificates

FlexConfig

List of all the devices currently registered on the Firepower Management Center.

Help

v admin ¥

Firepower 4110

[ more...)

View By : | Group V| All(12) | En | Warning (0 h Device | @ aAdd ~ |
Name Model ‘ Ver. | Chassis
SDC1-FTD-C1 ”
4= Cluster & 8
FTD on SDC1-FTD-1.cisco-x.com:4<
STy L=y Firepower 8300  6.4.0  Security Module - 1 iair‘: T;‘reat (2 SDC-Multisite-FTD-C1 3%
e SM-36 4
FTD on SDC1-FTD-2.cisco-x.com:4
@ sdci-ftd-2 ¥ N Base, Threat (2 - o
O SES  rovtea Firepower 9300 6.4.0  Seaurity Madule - 1 g more...) SDC-Multisite-FTD-CL [ 3R
= §DC2-FTD-C1 ' =
“ & Cluster < @
SDC2-FTD-1.cisco-x.com:4<
@ sdc2-ftd-1(Master’ FTD on N Base, Threat (2 g J— o
O i Firspower 4110 40 Security Module - 1 j more.) SDC-Multisite-FTD-C1 3§
SDC2-FTD-2.cisco-x.com:4<
g AwCE 6.4.0  Security Moddle - 1 Base, Threat (2 spcmuttisite-FrD-c1 {38
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Once the cluster has been setup and formed on FMC, the change is reflected on FCM.

From FCM verify that SDC1-FTD1 is the cluster master.
Overview Interfaces QIGLITEINSNILEN Security Modules  Platform Settings System Tools Help admi

December 2020

& Refresh | | (@) Add Device
Logical Dev
Security Module 1,2,3 (1 instances)
Security Module1,2,3 Clustered Statustok T AGIIE
Application Version Resource Profile Management IP Gateway Management Port Status
9 o 6.4.0.102 10.16.6.51 10.16.4.1 Ethernet1/3 @ onine DR e
Interface Name Type Attributes
[ port-channeil data Cluster Operational Status ; in-cluster
@ . uster FIREPOWER-MGMT-IP - 10.16.6.51
Port-channzl43 CLUSTER-ROLE master
CLUSTER-IP S127211
MGMT-URL - https://10.9.10.41/
uuiD : 0a837a74-allad-11e8-bc2e-8c84775¢ccdb
“ o 6.2.2.83 10.16.6.53 10.16.4.1 Ethernetl/3 © security module not pres.. P
Interface Name Type
[@ pore-channeis data
[@rore-channeias cluster
¥ o 6.2.2.83 10.16.6.55 10.16.4.1 Ethernetl/3 © security module not pres.. P
Interface Name Type
[@ pore-channeis data
[@ror-channeias cluster

SDC1-FTD2 is the slave

erview Interfaces Security Modules Platform Sel System s Help admin
& Refresh | | (@) Add Device
Logical Device List
Security Module 1,2,3 (1 instances)
Security Module1,2,3 Clusterad Statusiok AR
Application Version Resource Profile Management IP Gateway Management Port Status
* FD 6.4.0.102 10.16.6.52 10.16.4.1 Ethernet1/3 @ cnine @D ez
Interface Name Type Attributes
(@ port-channel1 data Cluster Operational Status : in-cluster
&) § uster FIREPOWER-MGMT-IP 10.16.6.52
Port-channsl4s CLUSTER-ROLE slave
CLUSTER-IP 127221
MGMT-URL https:/10.9.10.41/
wmo b5d8bb6-a0af-1168-8413-89a8e6bb6I7E
¥ o 6.2.3.83 10.16.6.54 10.16.4.1 Ethernet1/3 © security module not present@ F&
T mo 6.2.3.83 10.16.6.56 10.16.4.1 Ethernet1/3 © security module not present€@ &
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Step 9: Overlay Tunnell Endpoint (TEP) for Intersite

a.

Secure Data Center Design Guide | Validation Testing | Test Case 1

December 2020

To setup the Intersite Profile, configure the Dataplane TEP IP on each end of the tunnel.
Navigate to Tenants (1)->Infra (2)->Infra (3)->Policies (4)->Protocol( 5). Right click
Fabric Ext Connection Polices (6) and click Create Intrasite/Intersite Policy( 7).

N
clsco APIC
System ACUELTE {1 Fabric Virtual Netwarking L4-L7 Services Admin
ALL TENANTS | AddTenant | TenantSearch: | common | mgmt
infra - .
Fabric Ext Connection Policies
C» Quick Start
ﬁ infra
D Name

> [ Application Profiles

[ Networking

> [ Contracts
~ [l Policies

9 Return to Contents

- [l Protocol
[ Route Maps
> [ BFD
> [Bal BGP
& OsPF
> Bl EIGRP
> [ IGMP Snoop
> [l IGMP Interface
[ Custom QOS
> [ End Paint Retention
> [Ba DHCP
> [ ND Interface
[ ARP Interface
> [ ND RA Prefix
> [ Route Tag
> [l L4-L7 Policy-Based Redirect
[ L4-L7 Service EPG Policy
> [ L4-L7 Redirect Health Groups
> [l Data Plane Policing
> [l Fabric Ext Connection Policies
B HSRP
> [ First Hop Security

Create Intrasite/Intersite Profil= [ifd

Operations

infra

" @ CO O

Apps Integrations

00

%

]
|«

Global Route Target
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b. Enter the community string extended:as2-nn4:5:16 (1) and click the + sign (2) under Pod
Connection Profile. Enter the Dataplane TEP IP 10.21.100.100/32 (3) and click Update (4)

and Submit (5).

00

Create Intrasite/Intersite Profile

Fabric ID: 1
Name:

Community: | extended:as2-nnd:5:16
Ex: extended:as2-nnd:5:16

Route Reflector

Peering Type:
Password:

Confirm Password:
2

Dataplane TEP

Pod ID
~|[10.21.100.100/32 3 |

=

Subnet

-

5 L3

4
<
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Step 10: Multi-Site Orchestrator (MSO) Admin Account

a. This step is optional. It is recommended that you create a specific account for MSO so that
activity can be identified easily in APIC Audit Logs.

To setup the MSO Admin account use these instructions below for Configuring a Local
User, https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/basic-
config/b ACI Config Guide/b ACI Config Guide chapter 0171.html#concept C2961137
1F5549F7AD548BA528CECE3E,

We setup an mso-admin account in each APIC cluster. Connect the APIC GUI in each site
and navigate to Admin (1)->AAA (2)->Security Management (3)->Local Users (4), Right-
Click to select Create Local User (4).

e APIC - Q@ C O O

System Tenants Fabric Virtual Networking L4-L7 Services -0 Wl 1 Operations Apps Integrations

AAA Schedulers | Historical Record Policies | Firmware | External Data Collectors | Config Rollbacks | Import/Export | Downloads

AAA

Users O o
C» Quick Start
B U Local Users Remote Users
sers
Create Local User 4
& Authentication 18 BRI
B Security + Login ID First Name Last Name Email Phone
admin
Page 1 of 1 Objects Per Page: |15 | Displaying Objects 1 -4 Of 4

b. Fill in the Login ID (1) for the MSO account, Password (2) and Select Next (3).
Create Local User (71X

STEP 1 > User Identity 1. User Identity 2. Security 3. Roles

Login ID: | mso-admin | 1

Passward: | ----e-e-

2

Confirm Passward: | -

First Name:

Last Name:

Phone:

Email:

User Certificate Attribute:

Description: |opticna

Account Status:

Account Expires: Yes )

3
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b. Select all Security Domains (1) and click Next (2).

STEP 2 > Security 1. User Identity 3. Roles

Security Domain:

E MName Description
1 all

] common
0 mamt

User Certificates: L
Name Expiration Date State

S5H Keys: A

Mame Key

2

<D €

c. Select the + sign (1) to add a Role for the MSO Account. Select the admin (2) Role Name and
Write (3) Role Privilege, click Update (4) and click Finish (5).

Create Local User

00

STEP 2 > Roles 1. User Identity 2. Security
Domain all:

Role Name

Role Privilege Type
]

Iadmn 2 ::l |W'ite K]

5

Previous Cancel m
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Step C: Install ACI Multi-Site Orchestrator and Setup Initial Configuration
Step 1: Install ACl Multi-Site Orchestrator (MSO)

Install ACI Multi-Site Orchestrator. We used the following document to setup the reference
design, https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/aci_multi-
site/sw/2x/installation/Cisco-ACI-Multi-Site-Installation-Upgrade-Guide-211.html

The following table represents the ACI Multi-Site - VMware vSphere Requirements. We
deployed three Multi-Site Orchestrator virtual machines that defaulted to these settings.

Cisco ACI Multi-Site VMware vSphere Requirements

Orchestrator Version

Release 2.1(1i
(0 e ESXi6.0orlater

e 8vCPUs
e 24 GB of RAM
e 64 GBdisk

We followed the Deploying Cisco ACI Multi-Site Release 2.1(x) Using OVA Section,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/aci multi-
site/sw/2x/installation/Cisco-ACI-Multi-Site-Installation-Upgrade-Guide-211/Cisco-ACI-Multi-
Site-Installation-Upgrade-Guide-211 chapter 010.html#id 79611

Note: In step 2 in the link above, use the root account when logging into MSO with SSH.
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Step 2: Setup Day 0 Operations of ACI Multi-Site Orchestrator (MSO)

https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/aci multi-
site/sw/2x/installation/Cisco-ACI-Multi-Site-Installation-Upgrade-Guide-211/Cisco-ACI-Multi-
Site-Installation-Upgrade-Guide-211 chapter 0171.html

The Overlay Tunnel Endpoint (TEP) Intersite policy for Cisco APIC was setup in Step C9 above.

Add the Sites using the MSO GUI. Log into MSO Login Screen, https://<your-MSO-IP
address>. You can connect to any of the nodes in the cluster. Log in using the first time login
admin credentials provided in the above link, or the updated admin credentials that have
previously been configured.

Username
Multi Site Orchestrator

PRTED) Password

Domain

Contacts | Feedback | Help | Site Map | Terms & Conditions | Privacy Statement | Cookie Policy | Trademarks

a. Navigate to Sites in the left pane and then select ADD SITE

bl Multi Site Orchestrator Cluster Status [ Q|
@ Dashboard
Sites
Q @0 C CONFIGURE INFRA )‘( ADD SITE )l
SITE NAME/LABEL A SITE TYPE CLOUDSEC ENCRYPTION APIC CONTROLLER URLS
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b. Fillin the details for the San FranCisco Site. Provide the Site Name, the IP addresses for
each of the nodes in the APIC cluster, login credentials and APIC Site ID and click SAVE.

Add Site O x

Connection Settings

| San Francisco |

| Select or Create a Label. |

| https://10.16.1.11 |ﬁ
| https://10.16.1.12 |ﬁ
| https://10.16.1.13 |ﬁ

© APIC CONTROLLER URL

| mso-admin |

Off

SAVE
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d. Drop a pin on the San FranCisco location on a map and click FINISH.

FINISH
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e. Fillin the details for the New York Site. Provide the Site Name, the IP addresses for each of
the nodes in the APIC cluster, login credentials and APIC Site ID.

Add Site O %

Connection Settings

| New York |

| Select or Create a Label. |

| hitps://10.17.1.11 | i
| hittps://10.17.1.12 | i
| https://10.17.1.13 | i

@ APIC CONTROLLER URL

| mso-admin |

Off
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f.  Drop a pin on the New York location on a map and click FINISH.

Step 3: Configure Fabric Connectivity Infrastructure (Infra) in MSO GUI

Refer to the following document for the steps we followed,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/aci multi-
site/sw/2x/installation/Cisco-ACI-Multi-Site-Installation-Upgrade-Guide-211/Cisco-ACI-
Multi-Site-Installation-Upgrade-Guide-211 chapter 011.html#id 52935 .

a. Navigate to Sites in the left pane and then select CONFIGURE INFRA.

alialn i Si ——
el Multi Site Orchestrator Cluster Status [ QY
Sites Sites
k| Scheme Q e o0 I( CONFIGURE INFRA )I ( ADD SITE )
T, lenants
Users SITE NAME/LABEL A SITE TYPE CLOUDSEC ENCRYPTION APIC CONTROLLER URLS
https://10.17.1.11
R @ New York On-Premises Not Enabled 2Mora
https://10.16.1.11
@ San Francisco On-Premises Not Enabled 2 More
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b. General Settings is the initial screen and we tested the default settings.
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General Settings

L ]

San Francisco
DISABLED

L ]

MNew York
DISABLED

Control Plane BGP

full-mesh
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c. Select Site San FranCisco and fill in the site specific settings in the right panel. Enable
Multi-Site (3) and set the APIC ID (4), Data Plane Multicast TEP address (5), BGP ASN (6),
OSPF area ID (7), OSPF area type (8), External Routed Domain (9). Select Add Policy (10)
to create a new OSPF policy.

Fabric Connectivity Infra oy ) @ O 0 X
o @
2
Ge t m O
San Francisco
1 B33 pod-1 + 3| @ o
o
San Francisco .
ENABLED on
SDC1-SP1 SDC1-SP2
. BGP PEERING OFF BGP PEERING OFF
New York 4 | 1 |
DISABLED
5 | 10.21.100 20 |
o[ |
7 |
8| requ |
9 I SDC1-L30UT |
E ORK
msc-ospf-policy-d point-to-point o
common/default unspecified o
orr]
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d. Fillin the Pod specific settings for San FranCisco. Select San FranCisco in the left panel (1),
select POD (2) and enter the Data Plane Unicast TEP IP address (3).

Fabric Connectivity Infra

General Settings 0 B
San Francisco 2 o 0 0 1 0
OVERLAY U TTEP @
m pod-1 » 3 | 10.21.100.100
3
San Francisco
ENABLED . ‘
SDC1-SP1 SDC1-SP2
. BGP PEERING OFF BGP PEERING OFF
New York
DISABLED

e. Fillin San FranCisco Spine 1 specific settings. Select San FranCisco in the left panel (1),
select Spine 1 in POD (2). Click ADD PORT, enter the port, IP address, subnet and MTU for
the intersite connection in Spine 1 (3). Enable BGP peering (4). Set the Control Plane TEP
IP address(5).

Fabric Connectivity Infra

General Settings o E O a a 1 0

San Francisco

3 pod-1 » o 1P ADDRESS/SUBNET MTU
1135 10.16.1.130/30 9000 (]

o
San Francisco

2 3

ENABLED . -

SDC1-5P1 SDC1-5P2
. BGP PEERING ON BGP PEERING ON 4 ( .\_: On
New York =

ENABLED

5| 10.21100.1

on
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Fill in San FranCisco Spine 2 specific settings. Select San FranCisco in the left panel (1),
select Spine 2 in POD (2). Click ADD PORT, enter the port, IP address, subnet and MTU for
the intersite connection in Spine 2 (3). Enable BGP peering (4). Set the Control Plane TEP

address(b).

Fabric Connectivity Infra

General Settings

D
San Francisco

B pod-1 -

L]

San Francisco
ENABLED .
SDC1-5P1

BGP PEERING ON

.
New York
ENABLED

2

.
5DC1-5P2

BGP PEERING ON

D 1P ADDRESS/SUBNET MTU

1/35 10.16.1.134/30 9000 (=]
3

& ADD POR |

Off

Select Site New York and fill in the site specific settings in the right panel. Enable ACI Multi-
Site (3) and set the APIC ID (4), Data Plane Multicast TEP address (5), BGP ASN (6), OSPF
area ID (7), OSPF area type (8) and External Routed Domain (9). Select Add Policy (10) to
create a new OSPF policy msc-ospf-policy-default (d) above in this step, if not already

available.

B Fabric Connectivity Infra

=
0 New York

B pod-1 -

ENABLED .
SDC2-sP1

° BGP PEERING OFF

SDC2-5P2

BGP PEERING OFF
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Fill in the Pod specific settings for New York. Select New York in the left panel (1), select

POD (2) and enter the Data Plane Unicast TEP IP address (3)

Fabric Connectivity Infra

General Settings @

New York

.
San Francisco
ENABLED

°
New York
ENABLED

m pod-1 »

°
SDC2-5P1

BGP PEERING ON

SDC2-SP2

BGP PEERING ON

3 | 10.22.100.100

Fill in New York Spine 1 specific settings. Select New York in the left panel (1), select Spine
1 in POD (2). Click ADD PORT, enter the port, IP address, subnet and MTU for the intersite

connection in Spine 1 (3). Enable BGP peering (4). Set the Control Plane TEP IP

address(5).

Fabric Connectivity Infra

General Settings Q m

New York

G pod-1 -

N 2
San Francisco
EMABLED N

SDC2-5P
-] BGP PEERING ON

New York
ENABLED
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.
SDC2-5P2

BGP PEERING ON

D IP ADDRESS/SUBNET MTU

1/47 10.17.1.130/30 9000 o
3

© ADD POR |

5| 10.22.100.1

Off
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j. Fillin New York Spine 2 specific settings. Select New York in the left panel (1), select Spine
2 in POD (2). Click ADD PORT, enter the port, IP address, subnet and MTU for the intersite
connection in Spine 2 (3). Enable BGP peering (4). Set the Control Plane TEP IP
address(b). The Infra is now configured, select Deploy (6) to push the configuration down
to the APIC clusters in each site.

Fabric Connectivity Infra

General Settings 3 )

< - . . , a

New York o] ) 0 1 C
m pﬁd-T - [[+} 1P ADDRESS/SUBNET MTU
I|.'i? 10.17.1.134/30 9000 o

cant ? 3
San Francisco & Aot
ENABLED . . B

1 SDC2-5PM SDC2-5P2

-] BGP PEERING ON BGP PEERING ON 4 ( On

New York
ENABLED

5 | 10.22.100.2

Off

Step 4: Validate Intersite Policy with the MSO Dashboard

a. Confirm that the Intersite policy is deployed properly, go to the MSO Dashboard by
selecting Dashboard in the left pane. The Dashboard has two view options: global and table.
The default view is the global view. The green dots represent San FranCisco and New York.

sl Multi Site Orchestrator Cluster Status 3/2 [ Q|

cisco

Dashboard

Sites

11}
©
O

SITE STATUS FEWIEY

3 Schemas
T, Tenants [
Users

Admin
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b. Hover over the San FranCisco Site to view the health score. Select View Connectivity to
confirm the status of the intersite connection.

A Multi Site Orchestrator Cluster Status [ |

cisco

Dashboard

@ Sites

i
L+
e}

SITE STATUS viewee

X Schemas
. Tenants [:)
Users

Admin

Q OVERALL HEALTH SCORE &~

San Francisco VIEW
CONNECTMITY

@, CONTROLLERS

T
0 0 5 0

c. The result of View Connectivity should be green and the white dot should be moving back
and forth between the two sites.
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d. Hover over New York Site to view the health score. Select View Connectivity to confirm the
status of the intersite connection.

Al Multi Site Orchestrator Cluster Status ~3/3 (-

cisco

Dashboard

Sites

11}
[+]
e}

SITE STATUS vewEe

X Schemas

. Tenants o
Users

Admin

a OVERALL HEALTH SCORE -

VIEW

New York
CONNECTMITY
() @  CONTROLLERS
T
0 0 9 0

e. The result of View Connectivity should be green and the white dot should be moving back
and forth between the two sites.

¥
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f.  View the Dashboard Table view. The Site Health Score is represented as a green circle to
the left of the site name. APIC controller status, connectivity status and number of faults by
category are provided. Additional information is also provided for Schema Health, which will
be populated after the schema is created.

i i Si )
del Multi Site Orchestrator Cluster Status 3/2 [ Q]
Dashboard
@ Sites
SITE STATUS viEW BY
. Schemas & I;] © o
2 Tenants SITE NAME CONTROLLER STATE CONNECTIVITY SO [crimcad | [“masor | [ warning |
Users e
a San Franci I 4+ 0 0 5 0
Admin —— —
@ New York RE + 0 0 9 0
SCHEMA HEALTH [+]

About the HeatMap

This heatmap will represent health of deployed Multi-Site
Schemas, to connected Sites.

GO TO SCHEMAS

Step 5: Add Tenants using MSO GUI

a. Once intersite is up, you can proceed with adding tenants. In the MSO GUI, select Tenants
in the left pane. From the Tenants page, Select ADD TENANT.

https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/aci multi-
site/sw/2x/installation/Cisco-ACI-Multi-Site-Installation-Uparade-Guide-211/Cisco-ACI-
Multi-Site-Installation-Upgrade-Guide-211 chapter 011.html#id 52937

el Multi Site Orchestrator Cluster Status 3 0O
Dashboard
@ Sites Tenants
o Q @ o -_LDD?E,MT

Tenants

Usears NAME & DESCRIPTION ASSIGNEDTO S.. | ASSIGNED TO ASSIGNED TO S. CONSISTENCY SCHEDULER

Admin

common Common tenant for use with al... 2 1 0 Set Schedule
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To add a Tenant , set the name (1). Normally you would use the company name or line of
business as the tenant name. We chose a tenant name that matched the schema we
tested. The tenant name is Tenant A. Next you would select the sites that are associated
with this tenant (2). For each site that is associated, you need to select the Security Domain
name for each site (3). You need to also associate the users to the tenant (4). Once

complete, select SAVE (5).

General Settings

1| TenantA

Internal Name: TenantA

Associated Sites
4 SITE
#| |San Francisco
| INew York
Associated Users

USER

admin (Admin User)
4 |:| Lo ::L'

Consistency Checker Scheduler Settings

SECURITY DOMAINS

STATUS

Active
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Step D: Deploy one-arm FTD cluster, PBR and L3Out policy on Tenant in APIC
GUI

Step 1: Deploy one-arm Firepower Threat Defense cluster as a L4-L7 Device in APIC GUI

a. Creating L4-L7 Devices,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/L 4-1 7 -
services/Cisco-APIC-lLayer-4-to-Layer-7-Services-Deployment-Guide-401/Cisco-APIC-
Layer-4-to-layer-7-Services-Deployment-Guide-401 chapter 011.html

Once the Tenant is deployed, you need to go into the APIC GUI in each site and create the
L4-L7 device. Navigate to Tenant (1)->TenantA (2)-> TenantA (3)->Services (4)->L4-
L7(5)->Devices (6), Right-Click and select Create L4-L7 Devices (7).

Lk APIC o @ 0COO0

System Tenants [lsEisi Virtual Networking L4-L7 Services Admin 2 Operations Apps Integrations

ALLTENANTS | AddTenant | TenantSearch: [[ENTYSRECCRNNNN | common TenantA | infra | mgmt

This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes
here.

TenantA Devices % 0 0
ces
C» Quick Start
O 2 K.
- E@ TenantA N R
» Cluster Managed Device Type  Service Type Vendor Mgmt IP Exported
> [ Application Profiles Name Tenants

> [l Networking
> [l Contracts
> [l Policies
[l Services
~ [ L4-L7
[ Service Parameters
> [ Service Graph Templates
> [ Router configurations
> [l Function Profiles

> Devices
= Create LA-L7 Devices [ird

> [ Imported Devices

Create Copy Devices

> [l Devices Selection Policies

> [l Deployed Graph Instances

> [l Deployed Devices

> [ Device Managers A

> [ Chassis

E Inband Management Configuration for L4

> [l DNS Server Groups (Beta)

> [l ldentity Server Groups (Beta)
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Deploy a pair of clustered Firepower 9300 in Data Center 1 -San FranCisco. Uncheck the
Managed box(1), fill in the device name (2), service type (3), device type (4) and physical
domain (5). Select Context Aware Single (6) and Function Type GoTO (7). In the work
pane, click the + sign (8) to create a Concrete Device.

00

Managed D 1

Name
’ | 2 | The device mode can be single, HA or cluster. Create only one device for single, two for HA and at
Service Type: [Firewall 3 ] least 3 for cluster 8

v [

Create L4-L7 Devices

STEP 1 > General

Interfaces

-] Name

-

=

Deploy the Firepower cluster as a one-arm deployment, which is recommended since it
simplifies the configuration. To create the concrete device, Enter the Name (2) and click
the + sign (2). Enter the Name (3) and select the Path(4) from the drop-down menu, click
Update (5) and OK (6).

Create Concrete Device 1 0
Name: |Device
Interfaces 2
o
Name 3 Path 4
| Device \,lIPcd—‘IfNode—lD‘l—lG?fSDm -FTD-DATA |V|
5 B Update A Cancel
6
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We created a single clustered Interface named one-arm, used the device created in step ¢

and added vlan-1199 as the Encap for the interface one-arm. In Appendix C, Step 8 there
are details on how the virtual port channel SDC1-FTD-DATA was configured.

Interfaces

e
Jali

Device (Pod-1/

Concrete Interfaces

Device/[Device]

>1-FTD-DATA)

Tl

Encap

vlvla"—1199 |

+

Show Usage

Repeat step a. through d. to configure the FTD Cluster one-arm interface in SDC2. Replace

the names and paths to reflect the SDC2 environment.

SDC2

FTD Cluster One-Arm configuration

alraln _
asco APIC (ne

System Tenants Fabric Virtual Networking L4-L7 Senices Admin Operations
ALLTENANTS | AddTenant | Tenantseamn: | common | mgmt | infra | TenantA

Apps

- QO 000

Integrations

n This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

TenantA

L4-L7 Devices - SDC2-FTD-C1 Q o
> C» Quick Start
Policy Faults History
~ [ Tenanta
> [ Application Profiles o + %,
> [l Networking o R
= Contracts Managed ks
& Policies - Name Interfaces
. B Services Alias:
= “ | Device Device (Pod-1/Node-101-102/SDC2-FTD-DATA)
- [ LA Service Type
[ Service Parametars Device Type | PHYSICAL Cluster
B2 Service Grapn Tempites 3 Cluster meraces:
P Mo
[ Router configurations fomiseuous Moce E‘ +
& Function Profiles Context Aware: { Multiple @ = Name Concrete Interfaces Encap
B Devic: Function Type: (Cw:Th':Jg’ L1 ‘ L2>\ | ETzaTT Device/[Device] vian-2199

B socz-Fp-Cc1
& 'mported Devices
[l Devices Selection Policies
[ Deployed Graph Instances
[ Deployed Devices

> [@ml Device Managers
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Step 2: Create L4-L7 Policy Based Redirect policy

a.

Create L4-L7 Policy Based Redirect (PBR) policy in the Tenant in each site. We
implemented a single FTD bridge domain that we stretched across both sites, since it
simplifies configuration. It could also be implemented in dedicated service bridge domain in
each site. Navigate to Tenant(1)->TenantA(2)-> TenantA(3)->Policies(4)->Protocol(5)-
>L4-L7 Policy-Based Redirect(6), Right-Click and select Create L4-L7 Policy-Based
Redirect(7).

December 2020

alral
cisco

APIC (san Francisco

- QP O 00O

System Tenants [E=leltel Virtual Networking L4-L7 Services Admin Operations Apps Integrations

fenani L4-L7 Policy-Based Redirect

0o

o + %,

C» Quick Start
B Tenanta

= Name Hashing Descrip Threshold Resilient Min Max Threshold L2 L2 L3P L3
[ Application Profiles Algorithm Enable Hashing Threshold Threshold Down P MAC MA
Enabled Percent Percent Action
B Networking (percentage) (percentage)
SDC. sip-dip-proto.. False False 0 0 permit action 10.1.. 00:1...

~ [ Poli
~ [ Protocol

= EiGRP le
= 1GMP Interface
& 1GMP Snoop

Retention
> [l DHCP
> [ ND Interface
> [ ARP Interface
[ ND RA Prefix

Create L4-L7 Policy-Based Redirect [ifd

> [l Data Plan

Create L4-L7 Policy Based Redirect policy called SDC1-FTD-Service (1) and add
Destination policy (2).

Create L4-L7 Policy-Based Redirect

Name: |S[Z-C'-:_3-SE%"-.-' CE | 1

21>

Description: | optiona

Destination Type: I(LI L3

IP SLA Monitoring Policy: | select an option ~

Enable Pod ID Aware Redirection: []

Hashing Algorithm: I(cu: sip-dip-prototype

Resilient Hashing Enabled: []
Enable Anycast: []
L3 Destinations:

2
e [

P MAC Redirect Additional Jescription  Oper
Health IPyvd/IPvE Status
Group

<
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c. Create Destination policy for San FranCisco. Set the IP address of the Firepower 9300
cluster (1), enter the MAC address (2) and select OK (3). The MAC address is a translation
from IP address to MAC. Note the corresponding MAC address in Firepower Management
Center for this cluster interface must be the same. Refer to Appendix C, Step 5w for the

FMC cluster interface policy.

Create Destination Of Redirected Traffic
Define Redirect Destination

iP:[70.18.90.11 ] 1

Description: | optional

MhC:IL‘!l‘! 10:18:00:90:11 I 2
Second IP:
Redirect Health Group: | select an option w

21

3

d. Create Designation policy for New York. Set the IP address of the Firepower 4110 cluster
(1), enter the MAC address (2) and select OK (3). Note the corresponding MAC address in

Firepower Management Center for this cluster interface must be the same. Refer to

Appendix C, Step 5x for the FMC cluster interface policy.

Create Destination Of Redirected Traffic

Define Redirect Destination

1P:]10.18.90.12 ] 1
Description: | optiona
MAC: [ 00:10:18:90:00:12 | 2
Second IP:
Redirect Health Group: | select an aption v

21

r—
| concel J[ ok
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e.
Submit L4-L7 Policy Based Redirect policy SDC1-FTD-SERVICE.

Create L4-L7 Policy-Based Redirect 0
Name: | SDC1-FTD-SERVICE

Description: | optiona

Destination Type: I(LI EB

IP SLA Monitoring Policy:

Enable Pod |D Aware Redirection: []

Hashing Algorithm: I(cu: sip-dip-prototype
Resilient Hashing Enabled: []
Enable Anycast: [
L3 Destinations: W+
IP MAC Redirect Additional Description  Oper
Health IPwd fIPvE Status
Group
I 10.18.90... 00:10:18... Enabled

e Y[ st

Step 3: Create initial L30ut policy in APIC GUI

a. Create the initial L30ut policy in the Tenant in each site. MSO will complete the policy by
adding the external EPG details under the Networks folder of the Tenant L30ut policy.
Cisco APIC Layer 3 Networking Configuration Guide: Configuring a Layer 3 Qutside for
Tenant Networks Using the GUI,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2 -
x/L3 config/b Cisco APIC lLaver 3 Configuration Guide/b Cisco APIC lLayer 3 Config
uration Guide chapter 011.html#task CA462A15DDFE4A85A1382D5F6589CB59. We
created the VRF under the tenant and followed Step 4 in the guide.

To create the VRF, navigate to Tenant (1)-><tenant-name> (2)-><tenant-name> (3)-
>Networking (4)->VRF (5), right-click and select Create VRF (6).

‘élllslcllc;l APIC (san Francisco) admin @ o o @ °

System Tenants (TN Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALLTENANTS | AddTenant | TenantSearch: | EEIHCSGENMM | common | TenantA ~mgmt | infra

n This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any ‘
changes here.

jl=nanty Networking - VRFs @ 0 o
> Cb Quick Start
o+ %K.
v [ Tenanta . . i
< + Name Alias Segment Class ID Policy Control ~ Policy Control  Description
[ Application Profiles Enforcement  Enforcement
BS Networking Preference Direction

04 o
B3 Bridoe Domains TenantA 2818048 16386 Enforced Ingress

= v
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b. Enter the Name TenantA(1), uncheck the Create a Bridge Domai
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n(2) and click FINISH(3).

Create VRF

STEP 1 > VRF

T —

Alias:

Description:

Tags: \,

enter tags separated by comma

Policy Control Enforcement Preference: M)
L
Policy Control Enforcement Direction: \\Egress

BD Enforcement Status: []
Endpoint Retention Policy: \,

s only applies to remote
L2

Monitoring Policy: i

DNS Labels:

enter name

Route Tag Policy: o

IP Data-plane Leaming: \(@

Create A Bridge Domain@ 2
Configure BGP Policies: []

Configure OSPF Policies: []

Configure EIGRP Policies: ]

00

1. VRF

~

3 v

<D

c. Next, create the L30ut. Navigate to Tenant (1)->TenantA (2)->TenantA (3)->Networking

(4)->External Routed Networks (5), right-click and select Create

Routed Outside (6).

cisco

APIC (Sen Francisco

System Tenants Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALLTENANTS | Add Tenant | TenantSearch: (ISR | common | TenantA

infra | mgmt

- QO C OO

u This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

TenantA External Routed Networks

(C» Quick Start
~ [ TenantA
[ Appiication Profiles

Alias Description PIM BGP

[ Networking
[ Bridge Domains

B VRFs
> [ External Bridged Networks

[ Extemal Routed Networks e eniouas]
> [l Route Maps for BGP Dampeniny,

> [ Set Rules for Route Maps

000
o+ %K.
OSPF VRF
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d. Enter the Name (1), select VRF Default from the drop-down menu, select External Routed
Domain SDC1-L30UT (3), check the OSPF box (4), enter the OSPF area 0.0.0.2 (5) and
select OSPF Area Type NSSA area (6). Click the + Sign to configure the Nodes and
Interfaces Protocol Profiles (7).

Create Routed Outside [21x]

STEP 1 > Identity 1. Identity 2. External EPG Networks

Name: [SDC1-L30UT | 1 Provider Label:

Alias’

Censumer Label:

Description: |optional

Tags. ~
Snter tags separated By comm
PIM: []
Route Control Enforcement:[] import
Target DSCP: | Unspecified ~
OSPF Area Cost: | 1 =

ween e
External Routed Domain: |SDC1-L30UT =]
Route Profile for Interleak:  select a value >

Reute Contraol For Dampening

+
Address Family Type Route Dampening Policy
es erface: Profile: 7
Name Description DSCP Nodes

e. Create Node Profile policy for the L30ut in Data Center 1. Enter the Name (1) and click the
+ sign (2).

Create Node Profile (2 I'x]

Name: [SDC1-L30UT | 1

Description: | optiona

Target DSCP: | Unspecified s

2
Nodes: o

Node ID Router ID Static Routes Loopback Address

OSPF Interface Profiles:

MName Description Interface

@

OSPF Policy

< ©
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Select the Node ID SDC1-LF1(1) and enter the Router ID 10.16.255.129 (2) and click OK

(3).

Select Node

Node ID: [SDC1-LF1 {Node-101) | 1

Router ID: [10.16.255 129 | 2

Use Router ID as Loopback Address:

Loopback Addresses:

Static Routes:

P Address Next Hop [P

Track Policy

3

Repeat step d. to create the second node.

Select Node

Nods ID: [sDC1-LF2 Node-102) |1

Router ID [10.16.255.130 | 2

Use Router ID as Loopback Address

Loopback Addresses:

Static Routes:

IP Address Mext Hop IP

00

Track Policy

3
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h. Back in the Node Profile, click the + sign in the OSPF Interface Profiles section.

Create Node Profile (2 Ix]

Name: | SDC1-L30UT

Description: | optiona

Target DSCP: | Unspecified ~
MNodes: w +
Node ID Router ID Static Routes Loopback Address
| topology/pod-1/..  10.16.255.129 10.16.255.129
topology/pod-1/...  10.16.255.130 10.16.255.130

OSPF Interface Profiles:

Name Jescription Interfaces OSPF Policy

=

In Step 1 Enter the Name and click Next.

Create Interface Profile 00|

STEP 1 > Identity 1. Identity 2. Protocol Profiles 3. Interfaces

Name: [SDci1-LaouT |

Description:
ND policy: v
ARP policy: v
Egress Data Plane Policing Policy: o
Ingress Data Plane Policing Policy: o
QoS Priority: | Unspecified P
Custom QoS Policy: e
NetFlow Monitor Policies: L
MetFlow IP Filter Type NetFlow Monitor Policy

Config Protocol Profiles:
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j. In Step 2, click Next.

Create Interface Profile 00
STEP 2 > Protocol Profiles 1. Identity 2. Protocol Profiles 3. Interfaces
OSPF Profile

Authentication Type: | No authentication w

Authentication Key-
Confirm Key:

OSPF Policy: W

Authentication Type: | No authentication R

BFD Interface Policy: v

HSRP Interface Profile
Enable HSRP: []

H

MName Group ID P MAC Group Name Group Type IP Obtain
Mode

Previous Cancel

k. In Step 3, select SVI and click the + sign.

Create Interface Profile 0
STEP 3 > Interfaces 1. Identity 2. Protocol Profiles
Routed Interfaces Svi Routed Sub-Interface
SVl Interfaces
Path IP Address MAC Address MTU (bytes)

Previous Cancel n
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Select Virtual Port Channel (1), select SDC1-L30UT (2), enter 1197 (3) for the VLAN
encap. The side A Primary IP is 10.16.255.129/29 (4) and the secondary is

December 2020

10.16.255.131/29 (5). The side B Primary IP is 10.16.255.130/29 (6) and shares the

secondary of 10.16.255.131/29 (7) with side A. Click OK (8).

Select SVI
N o

i I | ] 4
Ad 3 - 4 <+
I' 1 enabled ]5
je AL L
IF I ]6
E Ad 3 = 4+
" ] enabiled ]7

00
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m. Repeat steps a through | to configure the SDC2-L30UT. Refer to screenshots below
details.

SDC2-L30UT configuration

léllls'é!:;l APIC (New Yor admin e o o e o

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALLTENANTS | Add Tenant |TenantSean:n:_| common | TenantA | infra | mgmt

u This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here. ‘

TenantA

L3 Qutside - SDC2-L30UT 0 o
> C» Quick Start .
BB Tenanta Summary Policy Stats Faults History
enan —
> [ Application Profiles Main Node Profiles Networks
- [l Networking
o+ %,
Properties
Name:|SDG2-L30UT
mal Bridged Networks Alias:
ernal Routed Networks
Description:
[ Route Ma BGP Dampening, In_..
> [l Set Rules for Route Maps
> [ Match Rule: Route Maps Tags: ~
enter tag na
Global Alias:

Provider Label:

Consumer Label:

enter na
Bl osprinterface Pro Target DSCP: | Unspecified ~
& Conngured Nodes 1 PIM: [
> @ Networks Route Control Enforcement: [] import
> [l Route map for import anc VRF: [Tenanta ~|@
> [l Dot1Q Tunnels Resolved VRF: common/default
External Routed Domain: [ SDC2-L30UT ~|@
Route Profile for Interieak: “
Enable BGP/EIGRP/OSPF: [ ] BGP OSPF

OSPF Area ID: (0.0.0.2

OSPF Area Control:

end redistributed LSAs into NSSA area
riginate summary LSA
[[] Suppress forwarding address in translated LSA

~
OSPF Area Type: | NESEETEE] Regul; Stub arsa)

‘OSPF Area Cost: | 1 o

Create Default Leak Policy: []
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SDC2-L30UT Node Profile

el oo 00000
Ne ( admin
cisco. APIC (New Yo
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALLTENANTS | AddTenant | TenantSearch _ | common | TemantA | infra | mgmt
u This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here
TenantA
Logical Node Profile - SDC2-1L30UT o o
> C» Quick Start ) .
Policy Faults History
~ B Tenanta —
> [ Application Profiles o + K.
~ [ Networking Properties
Name]SDC2-L30UT
Description:
Alias:
Target DSCP: | Unspecified R
Nodes +
» [ Match Rules « Node ID Router ID Loopback Address
~ &b SDC2-L30UT | | A A
topology/pod-1/node-101 10.17.255.101 10.17.255.101
topology/pod-1/node-102  10.17.255.102 10.17.255.102
B ospFinte
> [@m Configured Noc I Create BGP Protocol Profile: []
& Networks
|
> [ Services
Show Usage
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SDC2-L.30UT SVI configuration

SVI (T 2 1>

Palicy Faults History

o * %
Properties
Path: topology/pod-1/protpaths-101-102/pathep-[SDC2-L30UT]
Path Description:
Description:
Encap: |\VLAN .- |2197
Integar Value
Encap Scope: [ VRF Local
Auto State: [kl
Mode: (Access (802.1P) Access [Untagged))
Side A IPv4 Primary / IPv6 Preferred Address:| 10.17.2565.129/29 |
Side A IPvE DAD: il
Side A IPv4 Secondary [ IPv6 Additional ==
Addresses:
« Address IPvE DAD
| 10.17.255.131/29 enabled

Side A Link-Local Address: | -

Side B IPv4 Primary / IPv6 Preferred Address:| 10.17.255.130/29 |

Side B IPv6 DAD: WGEEIES]

Side B IPv4 Secondary / IPvE Additional ==
Addresses:
« Address IPvE DAD

10.17.255.131/29 enabled |

Side B Link-Local Address: | -
MAC Address: | 00:22:BD:FB:19:FF
MTU (bytes): | 1500

Target DSCP: | Unspecified o
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Step D: Add Schema with Multi-Site Orchestrator GUI

Once the Tenant is deployed the next step is to deploy the schema. There are many schema
options, but we are focused on the most popular or likely deployment scenario. A common
schema is a to stretch a bridge domain across sites for high availability. We used the Firepower
cluster in each data center in a One-Arm Policy Based Redirect Design with multiple Inter-Site
Contracts for a 3-tier application deployment of Wordpress. There is a single tenant named
“Tenant A” which is stretched across both sites. The VRF SDC-VRF is stretched across both
sites within the tenant “Tenant A”. The first three bridge domains and corresponding EPGs are a
network centric view of how we have the servers are deployed. The last bridge domain FTD
and FTD EPG are specific to the FTD cluster deployment in each data center. We chose a
single bridge domain for FTD because it made the MSO configuration simpler. It could be
implemented as an FTD bridge domain in each site. The policy based redirect policy in each site
will redirect to the local FTD cluster for threat defense services.

Multi-Site Schema for Stretched Bridge Domain across multiple sites

APIC Site 1 - San Francisco \ APIC Site 2 - New York
Tenant A
VRF Tenant A i .
WP-WEB _ _ 10.18.107.1/24
WEB

1
e

10.18.90.1/24
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FTD L4-L7 Service Insertion in Stretched Bridge Domain deployment

APIC Site 1 - San Francisco APIC Site 2 - New York
Tenant A
VRF Tenant A 1 '

10.18.90.1/24

Telemetry

10.18.90.11 10.18.90.12

Firepower 9300 Firepower 4110
Cluster Cluster

The contract determines where traffic is allowed to go and if there is an L4-L7 service
graph attached to it. In the figure below it shows an example inter-site contract called E-
W-WebToApp, which specifies that the one-arm service graph for FTD will be attached to
it.

Stretched Bridge Domain with Inter-Site Contract Example

APIC Site 1 - San Francisco APIC Site 2 - New York
Tenant A
VRF Tenant A i i
WP-WEB 10.18.107.1/24

WEB (consumer)

10.18.90.1/24

10.18.90.11 10.18.90.12
E-W-WebToApp ’
-, _

Telemetry

Firepower 4110
Cluster

WP-APP 10.18.108.1/24
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Section Summary:
The intent in selecting these steps was to minimize the number GUI clicks in deploying a
service graph for a one-arm Firepower Threat Defense cluster.

Step 1: Create schema

Step 2: Add Sites

Step 3: Import VRF

Step 4: Create Service Graph

Step 5: Create External EPG

Step 6: Create Filters

Step 7: Create Bridge Domains

Step 8: Create Contracts

Step 9: Create Application Profile

Step 10: Add contracts to External EPG

Step 1: Create Schema

a. To create a schema, in the MSO home screen, navigate to Schemas in left pane, and then
select ADD Schema on the right.

- Multi Site Orchestrator Cluster Status 0 )

sl
cisco

Schemas

Q e o

NAME o TEMPLATES TENANTS

No Schema has been created.

b. Change the schema name to Service Integration Schema(1), change the template name to
L30UT-PBR-STR-BD(2) and click To build your schema please click here to select a
tenant.

Service Integration Schema

L30UT-PBR-STR-BD

L30UT-PBR-STR-BD

© To build your schema please click here to select a tenant 3
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c. From the drop-down menu, select Tenant A
Service Integration Schema

L30UT-PBR-STR-BD

To build your schema please click here to select a I | A |
tenant

TENANT

TEMPLATES

LECT A TENAN

L30UT-PBR-STR-BD

common
Common tenant for use with all other tenants

Tenant A

Step 2: Add Sites

a. Add sites to the schema. Click the + sign(1) next to SITES and click the check boxes(2) for
New York and San FranCisco. The template is assigned automatically. Click Save(4)

Add Sites

NAME ASSIGN TO TEMPLATE

9 |[New Yorl -PBR-STR-|
New York L30UT-PBR-STR-BD

[ |San Francisco -PBR-STR-|
San Fi L30UT-PBR-STR-BD

2

Step 3: Import VRF
In this step, a brown field deployment is assumed. We created the VRF in APIC previously.

It is possible in a green field deployment to create the VRF in Multi-Site Orchestrator
(MSO). Also shown in this step is that other policy (i.e. Application Profile, EPG, Contract,
etc.) can also be imported from APIC into MSO.

a. To import the VRF, click IMPORT (1) and select San FranCisco (2). The VRF is identical in
both datacenters, so importing from New York is not required.
Service Integration Schema

TENANT

L30UT-PBR-STR-BD Tenant A

Applied to 2 sites

TEMPLATES

L30UT-PBR-STR-BD

ELECT A TENA
SITES Tenant A o
New York ~
Tenant A 1 IMPORT &
L30UT-PBR-ST_. & PR sAN FRANCISCO
San Francisco ~ Application profile NEW YORK

L30UT-PBR-ST.. »
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b. Select TenantA (1), select VRF (2) and click IMPORT (3).

Import from San Francisco X
POLICY TYPE SELECT TO IMPORT Q,  INCLUDE RELATIONS
APPLICATION PROFILE 0 out of 0 1 TenantA

EPG 0 out of 0

EXTERNAL EPG 0 out of 0

CONTRACT 0 out of 0

FILTER Doutof D

1 out of 1

BD D out of 1

SERVICE GRAPHS Oout of 0

| [ =D
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Step 4: Create Service Graph
a. To Create the Service Graph, click the + sign (1) in the SERVICE GRAPH section. Enter the
DISPLAY NAME One-Arm (2) and drag-and-drop the firewall (3) into the window below.

Service Integration Schema

~
SERVIGE GRAPH
L30OUT-PBR-STR-BD o One-Arm
Applied to 2 sites
[Erccab RS TS B |
FILTERS
SITE
Teranu ; : = On-Prem Ready Cloud Ready
New York P
[ comeumerunes ]
L30UT-PBR-ST.. » [i]
San Francisco ~
2 | one-Am |
L30UT-PBR-ST... » e L T
me: One-Arm
....... [
© b o .
,,,,,, i Load Balancer o
3
""" (<]
Firawall
One-Arm f
v
v

b. To associate the template node to the site device, select San FranCisco (1), click on the
One-Arm (2) and click on the firewall (3).

Service Integration Schema v o) *®

EN TES ~ SERVICE GRAPH

San Francisco o One-Arm
L30UT-PBR-STR-BD

L30UT-PBR-STR-BD —_—

FILTERS

New York ~ -
EEZd TenantA -
L30UT-PBR-ST... » o SE"E'%"" -

San Francisco -~ CONTRACT

OUT-PBR o
‘SITE LOCAL PROPERTIES

VRF

4

TenantA

BRIDGE DOMAIN

FILTER

EXTERNAL EPG

SERVICE GRAPH

W
One-Am Device selection is required for each nodes. Click on node
to select device
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c. From the drop-down menu, select the SDC1-FTD-C1 firewall and click SAVE

Select Devices x

@ Firewall

d. Repeat steps b. and c. for the New York site.

Step 5: Create External EPG

a. To create the External EPG, select the template L3OUT-PBR-STR-BD (1) and click the +
sign (2) in the EXTERNAL EPG section. On the right, enter the Display Name External (3),
select TenantA (4) under Virtual Routing and Forwarding. Click the + sign (5) to add a

subnet.

Service Integration Schema

EXTERNAL EPG
L30UT-PBR-STR-BD External
Applied o 2 sites
L30UT-PBR-STR-BD 1 LOGAL RELATIONSHIPS:
FAILTERS
New York ~ ~
L30UT-PBR-ST. o
San Francisco ~ cLoup )
L30UT-PBR-ST. o
3 | External |
Name: Excemsl
4 | TenantA (] |
SELECT NAME TYPE
© CONTRACT
2
External f i
CLASSIFICATION SUBNETS
5 | @ susner
: Include in preferred group
One-Arm O
M
< >
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b. Add the subnet 0.0.0.0/0 and click SAVE.

Add Subnet x

0.0.0.0/0

SAVE

c. Associate the site L3OUT to the External EPG. Select San FranCisco (1) and click the
External EPG. On the right, select the SDC1-L30UT (3) from the drop down-menu.

Service Integration Schema v @ o x ‘
TEMPLATE N EXTERNAL EPC
-
L30UT-PBR-STR-BD
L30UT-PBR-STR-BD
FILTERS
New York -~
EEzm Tenant A
L30UT-PBR-ST. . (i) External
Name: Extemal
San Francisco ~ AL
VRF
NiA
V
TenantA CLASSIFICATION SUBNE
0.0.00/0
3 I SDC1-L30UT (] |
4
2
External
4
One-Arm

d. Repeat step c. for the New York site
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Step 6: Create Filters

a. Select the L3OUT-PBR-STR-BD (1) template and click the + sign (2). Enter N-S for the
Display Name (3) and click the + sign (4) next to ENTRY.

Service Integration Schema

L30UT-PBR-STR-BD
Applied to 2 sites
O [ Loou meimowses
FILTERS
New York ~ -
I 3 | N-§ J
San Francisco -~ Name: N-§.
NAME ETHERTYPE
4 |@enre
2
N-§
EXTERNAL EPG SELECT
External
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Enter permit-all in the name field and click SAVE.
Add Entry p 4
* NAME
permit-all
DESCRIPTION
ETHERTYPE
unspecified
IP PROTOCOL
unspecified
DESTINATION PORT RANGE FROM
unspecified
DESTINATION PORT RANGE TO
unspecified
MATCH ONLY FRAGMENTS
STATEFUL
ARP FLAG
unspecified
SAVE

Repeat steps a. and b. to create the filters E-W and Telemetry.

FILTER

L] L] L]

N-S E-W Telemetry
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Step 7: Create Bridge Domains

a. Click the + sign (1) in the BRIDGE DOMAIN section, enter WP-WEB in the DISPLAY NAME
(2) box, select TenantA in the VIRTUAL ROUTING & FORWARDING (3) section and click the
+ sigh under GATEWAY IP (4).

B3 Service Integration Schema

L30UT-PBR-STR-B0 D weiwes
FILTERS
| "™ |
New ~
2 I ‘WP-WEB |
T
San F -~ TenantA
—r
3 TenantA o |
. 1
WP-WEB
’
o
N-S E-W Telemetry
proxy
=
GATEWAY IP
External C|EE==

b. Enter the IP 10.18.107.1/24 for the GATEWAY IP, select Advertised Externally and click
SAVE.

Add Subnet %

10.18.107.1/24
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c. Repeat steps a. and b. to create the bridge domains WP-APP (GW 10.18.108.1/24), WP-
DB (GW 10.18.109.1/24) and FTP (GW 10.18.90.1/24).

BRIDGE DOMAIN

WP-WEB WP-APP WP-DB

FTD

Step 8: Create Contracts

a. Click the + sign (1) in the CONTRACT section and the N-S-ExtToWeb (2) for the DISPLAY
NAME. Click the + sign (3) next to FILTER and select the N-S filter. Select One-Arm (4) for
the SERVICE GRAPH and click the Firewall (5).

Service Integration Schema

L30OUT-PBR-STR-BD LOCAL RELATIONSHIPS
Applied to 2 sites
FILTERS
New York ~
Tenant A
- °
2 | N-S-ExtToWeb ‘
o Frar - Application profile Narme: N-5-ExtTonen
- [i]
vrf
L ol
>
. NAME DIRECTIVE ACTION
1
N-S-ExtToWeb N-S§ none [x] |
3
© AT
=
4 [ orem o |
enantA L4
""""" Consumer EPG
BRIDGE DOWAN
™
5 1]
WP-WEB WP-APP WP-DB
FTD Provider EPG
»
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b. Select WP-WEB for the CONSUMER CONNECTOR and FTD for the PROVIDER

CONNECTOR. Click DONE

Configure Firewall

[~

c.
the N-S ExtToWeb (2) contract and click the Firewall icon (3).
E Service Integration Schema

San Francisco

L30UT-PBR-STR-BD

L30UT-PBR-STR-BD
FILTERS
New York

Tenant A
T-PBR-ST.. <)

San Francisco ~

1

CONTRACT

4

N-S-ExtToWeb

£
4

TenantA

BRIDGE DOMAIN

v

A |

WP-WEB WP-APP WP-DB

To associate the site specific firewall to the contract, select the San FranCisco (1) site, click

@ o x
@ N-vSv-‘Ex‘(ToWeb
| roesrtencemncs |
N-S-ExtToWeb
Name: N-S-Ex{ToWeb
context
One-Arm
[ e |

Consumer EPG

3@},

Provider EPG
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d.

December 2020

In the pop-up window, select one-arm for CLUSTER INTERFACE and TenantA/SDC1-FTD-

SERVICE for REDIRECT POLICY for the CONSUMER and PROVIDER CONNECTORS. Click
DONE

Configure SDC1-FTD-C1

ONSUMER CONMECTOR

* CLUSTER INTERFACE

one-arm

REDIRECT POLICY

TenantA/SDC1-FTD-SERVICE

PROVIDER CONNECTOR
TER INTERFACE
one-arm
REDIREGT POLICY
TenantA/SDC1-FTD-SERVICE

Repeat steps c. and d. for the New York site.

New York

Tenant A

L3OUT-PBR-ST... @

A

San Francisco A

CONTRACT

N-S-ExiToWeb

UT-PER-ST... o

V

TenantA

WP-WEB WP-APP WP-DB

N-S-ExiToWeb

One-Arm

Consumer EPG

Provider EPG

9 Return to Contents



SAFE Design Guide

126

f.

a.

Secure Data Center Design Guide | Validation Testing | Test Case 1

Repeat step a. through e. to create the E-W-WebToApp, E-W-AppToDB and
TelemetryToExt contracts.

December 2020

V

N-S-ExtToWeb E-W-WebToApp E-W-AppToDB

TelemetryToExt

Step 9: Create Application Profile

To name Application Profile, click the L3OUT-PBR-STR-BD (1) template and click the
Application Profile (2) section and enter WordPress (3) in the DISPLAY NAME box.

Service Integration Schema

v Tion
L30UT-PBR-STR-BD WordPress

] Applied to 2 sites

L30UT-PBR-STR-BD

FILTERS

EEZ TenantA

o > 0 >

Bl WordPress

Add EPG

© Application Profile
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b. To add an EPG, click Add EPG (1), Enter WEB in the DISPLAY NAME (2) box and click the +
sign (3) next to CONTRACT and add the required contracts. Note the contracts names and
types (4). Select the WP-WEB BRIDGE DOMAIN (5) and click the + sign next to subnet and
enter 10.18.107.1/24 (6) for the IP GATEWAY.

Service Integration Schema

L30UT-PBR-STR-BD

Applied to 2 sites
L30UT-PBR-STR-BD

FILTERS

New York ~
= TenantA MPO v COMMON PROPERTIES
DISPLA
$an Francisco ~ WordPress »
] 2 | wes |
i Name: WEB
e SRR
. ) NAME TYPE
WEB Add EPG 1
E-W-WebloApp consu o
4 |N-5-Extioweb provider @
i Application Profile Ielemetry [oExt consu.. @
3 |@ contrac
. . . W
N-5-ExtToWeb E-W-WebToApp E-W-AppToDB BRIDGE DOMAIN
[ rrowe | 5 | WP-WEB o |
TelemetryToExt
L GATEWAY IP
e —
10.18.107.1/24 ol

= e © SUBNET

TenantA

N/A

BRIDGE DOMAIN

Enforced
O Unenforced

c. Repeat steps b. to create the APP, DB and Telemetry EPGs.

Tenant A IMPORT
DISPLA E
& WordPress » | APP |
Name: APP
SELECT .
CONTRACTS
R 3 NAME TYPE
N ° : : | caddes ;
WEB APP DB Telemetry i EguaWetiosop provider @
B : E-W-App loDB consu o
lelemetry lokxt
Application Profile v const o
............... © conTracT
L] L] .
BRIDGE DOMAIN
N-S-ExtToWeb E-W-WebToApp E-W-AppToDB
WP-APP )
SUBNETS
L]
TelemetryToExt H H GATEWAYIE
S [1018108 126 o]
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DB EPG

:
Tenant A IMPORT -
* DISPLAY NAME
& WordPress » b8 |
[ame: DB
SELECT .
CONTRACTS
NAME TYPE
¢ ° N ° Add EPG £-W-ApploDB i
WEB APP DB Telemetry | i -W-Applol provider @
"""""""""""" : lelemetry obxt consu.. o
Application Profile (EEEImREr
* BRIDGE DOMAIN
. . . | WP-DB o v |
N-S-ExtToWeb E-W-WebToApp E-W-AppToDB
SUBNETS
? 77777 GATEWAY IP
- i
TelemetryToExt H |10.18.109.1/24 o |
o © susner
Telemetry EPG
U U
FILTERS On-Prem Ready Cloud Ready
:
Tenant A IMPORT -
* DISPLAY NAME
m WordPress & | Telemetry |

Name: Telemetry

SELECT )
CONTRACTS

. : NAME TYPE
° N N ° | oawme |
WEB APP DB Telemetry | : |IEIemeWmm el O |
‘ ! © CONTRACT
| © Application Profile
* BRIDGE DOMAIN
| FTD o - |
L] - L]
N-S-ExtToWeb E-W-WebToApp E-W-AppToDB SUERET
GATEWAY IP
: | © SUBNET
. H
TelemetryToExt i USEG EPG
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Step 10: Add contracts to External EPG

a. To add contracts to the External EPG, click the External EPG (1) and add the contracts (2).

Service Integration Schema

XTERNAL EP
it D aera
Applied to 2 sites
FILTERS
TES
S — -
New York N
ON-PREM cLouD )
San Francisco - J
WP-WEB WP-APP WP-DB
Exteral
. | Name: UntitedExtemaEpGT
FID
TenantA o
NAME TYPE
¢ ! N-S-ExtloWeb g consu. @

N-S E-W Telemetry

lelemetry lotxtyy provider @
.
External

Include in preferred group
One-Am

»
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Step F: Verify Schema in APIC GUI

a. Review the APIC topology matches the Schemo deployed with MSO. This is the DC1 -
San FranCisco APIC cluster.

alafn / San Francis . @ ° o @ e
il AP|C . admin

System Tenants Fabric ‘irtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EREEsEs=Ew | common | TemantA | infra | mgmt

This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any
changes here.

TenantA .
Application Profile - WordPress o 0 o
» (C» Quick Start
Summary Topology Policy Stats Health Faults History
EEE TenantA —

+ [l Application Profiles o
? @-’ WordPress m | @
» [l Metworking @ e @ L2 L3 O @ @ @ @

Contract  EPG LIE%E ':\é Baremetal WMware Microzoft Red Hat OpenStack Kubemetes C ol.;d OpenShift Layer 2 Layer 3 Layer 4-
i EPG Foundry 7

» [ Contracts
» [ Policies

Relation Indicators

) Configured Operational
vicCes
Show All On Click

Provider

Consumer

Intra EPG

Provider (from Master)
Consumer {From Master)

Intra EPG {from Master)

Master EPG
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b. Review the APIC topology matches the Schema deployed with MSO. This is the DC2 -
New York APIC cluster.

iy APIC (e -~ Q0000

System Tenants Fabric Wirtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: RENERI:CES | common | TemantA | infra

This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any
changes here.

TenantA N .
Application Profile - WordPress o 0 o
» (C» Quick Start
Summary Topology Policy Stats Health Faults History
?3 TenantA ——
« [l Application Profiles m o =

A 000C T OV QD 0 D = - BngEeoe

Contract EPG u_Sseg E\F'é Baremetal VMware Microsoft Red Hat ©OpenStack Kubermetes Clowd OpenShift Layer 2 Layer 3 Layer 4-
eHa g

Foundry

» [l Contracts
» [ Policies

Relation Indicators

Configured [ 3 Operaticnal

» [ Services
show All T On Click

Provider

Consumer
RSN Intra EPG

Provider (from Master)

Consumer (From Master)

Intra EPG {from Master)

Master EPG

=D €=

9 Return to Contents



SAFE Design Guide Secure Data Center Design Guide | Validation Testing | Test Case 2 December 2020

132

Test Case 2 - Firepower Management Center and APIC

This integration involves building out a Multipod design with a single pod. The purpose of this
test case is to confirm that the Firepower Threat Defense (FTD) device package works as
expected with ACI. We selected a one-arm policy based redirect design similar to test case 1,
but we tested with FTDv HA pair. FTD is the L4-L7 service providing threat defense services for
north-south and east-west traffic in the data center fabric.

Test Description:
1. Enable the REST APl in FMC.

Intersite
Network

WAN

TO WAN TO Intersite Network

Secure Data Center

Enable the REST APl in FMC

Web Zone Servers
Tetration Agent &

HyperFlex \ AMPAE /
Cluster =\
@''e

haad
ACI Leal Nl

App Zone Servers
Tetration Agent &

\ AMPAE _J/

Distribution

Firepower Firepower
NGFW Switch L3 Switch

Management

Interconnect

Center

Firepower

NGFW Database Zone

Servers Tetration

Y h Identity
Management Flow Collector Services \, Agent & AMPAE J/

Console Services Engine Core ACl Biz Use Cases
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2. Download the FTD for ACI device package software from CCO and Import into APIC.

Intersite
Network
Download the FTD for ACI device
package software from CCO

Import the FTD for ACI device

T0 EDGE package into the APIC

Secure Data Center

Tetration Web Zone Servers
ACI Multi-Site Analytics Tetration Agent &
Orchestrator Cluster HyperFlex \__ AMP4E J

Cluster

ACI Leaf App Zone Servers
Firepower Firepower P i
M t Distribution B Tetration Agent &
ar(w)a:ne(glren NGFW ‘Switch L3 Switch intarconnect N_AMP4E__/
'
Fi’ﬁg‘;"\;’\fr Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services Agent & AMP4E
Console Services Engine Core ACI Biz Use Cases

3. Regqister the FTD appliance.

Intersite
Network

WAN

TO EDGE TO WAN TO Intersite Network

Register the FTD appliance

Secure Data Center

Tetration ACI Spine Web Zone Servers

ACI Multi-Site Analytics Tetration Agent &
Orchestrator Cluster Hglrl’:;tFelfx \ AMPAE J
@ :-.
o B
> . % ’ Zone Servers
Firepower Firepower N Fabric App Z¢
Management AIGFY Distribution ; Tetration Agent &
C;ﬂar - Switch L3 Switch Interconnect AMPAE

Database Zone

Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services \ Agent & AMP4E J/
Console Services Engine Core ACI Biz Use Cases
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4,

Secure Data Center

fr_
—]

ACI Multi-Site

Orchestrator Cluster HyperFlex

F irepower
Management
Center

Stealthwatch
Management
Console
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Define a service graph that utilizes the FTD appliance.

Intersite
Network

TO Intersite Network

Deﬁne a service graph that utilizes the = @'
FTD appliance A ‘

Web Zone Servers
Tetration Agent &

Cluster

O @

ACI Leaf App Zone Servers

Tetration Agent &
AMPAE
&

Fn:(p;:v;r Distribution

Switch

L3 Switch

Firsgmer Database Zone
Stealthwatch Identity Servers Tetration
Flow Collector Services Agent & AMPAE
Services Engine Core ACI Biz Use Cases

We tested the Cisco Firepower Threat Defense Quick Start Guide for APIC Integration,
1.0.3 https://www.Cisco.com/c/en/us/td/docs/security/firepower/APIC/quick-
start/quide/ftd-apic-gsg-103.html .

This integration worked as documented in the Quick Start guide above. When the device
package is applied to a device then it is considered a managed device. Multi-Site
Orchestrator only supports unmanaged devices, so we didn’t use this device package for
our ACI Multi-Site reference design testing. The device package can help with
orchestrating ACI Multipod deployments. It can enable joint management of the access
control policy by a network administrator using APIC, and security administrator using FMC.

We implemented a 3-tier application in our Data Center 1 design for OpenCart. We utilized
the Firepower Threat Defense Virtual (FTDv) in an HA pair as a one-arm policy based
redirect deployment with multiple contracts. We implemented the one-arm interface on a
physical port, but it could also be implemented as a Trunk.

The APIC required configuration steps in Test Case 1 are assumed to have already been
implemented.
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Implementation Procedure
Step 1

a. Enable REST API in Firepower Management Center. Navigate to System (1)->Configuration
(2)->REST API Preferences (3), select the checkbox (4) to Enable REST API, and select
Save (5).

Overview Analysis Policies Devices Objects AMP Intelligence Deploy 5 Help v admin v

2 Configuration Users Domains Integration Updates Licenses v Health v 1 Monitoring v Tools v

Save |
5

fecess st Enable REST API 4
Process
Audit Log Certificate
Audit Log
Login Banner
Change Reconciliation
DNS Cache
Dashboard
Database
External Database Access
Email Motification
Access Control Preferences
HTTPS Certificate
Information
Intrusion Policy Preferences
Language
Management Interfaces
MNetwork Analysis Policy Preferences
Remote Storage Device
Ir REST API Preferences I 3
SNMP
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Step 2

Secure Data Center Design Guide | Validation Testing | Test Case 2 December 2020

a. Download Firepower Threat Defense Device package from Cisco.com,
https://software.Cisco.com/download/home/286259687 /type/286320228/release/1.0.3.1

3

viia]e,
(o 1 of =]

Products & Services

G Search... )
Expand All | Collapse All

Latest Release v
All Release v
1.0 >

Software Download

Downloads Home / Security / Firewalls / Firewall Management / Firepower Management Center Virtual Appliance
| Firepower Threat Defense Device Package for ACI- 1.0.3.13

Support How to Buy Training & Events Partners e e e ° °

Firepower Management Center Virtual Appliance

Release 1.0.3.13 Related Links and Documentation
Quick Start Guide

Release Notes for 1.0.3.13

XML examples

A Notifications

File Information Release Date Size

|«
a

Cisco FTD Device Package - Fabric Insertion (FI) 04-JUN-2018 0.12MB
1.0.3.13 for Cisco APIC 3.2(11) & FMC 6.2.3

B
ftd-fi-device-pkg-1.0.3.13.zip

b. Import FTD device package into APIC. Navigate to L4-L7 Services (1)->Packages (2)->L4-
L7 Service Device Types (3), and select Import Device Package (4).

csco  APIC

Packages @ = ©

C» Quick Start

> B cisco-Cloudvode-1.0

> Bl cisco-FTo_F-10

System Tenants Fabric Virtual Networking 1

3 I ~ L4-L7 Service Device Ty... Vendor » Model Version Functions
- JeCC N TR mPort Dovice Package N 13 Firewall

> B cisco-asa_fi-1.3| Upgrade Devices Package | gy ¢ 13 Firewall
CISCO CloudMode 1.0 FW, LB
CISco FTD_F 1.0 FTD

Q0000

Admin Operations Apps

L4-L7 Services

Inventory Packages

L4-L7 Service Device Types (7]

9 Return to Contents


https://software.cisco.com/download/home/286259687/type/286320228/release/1.0.3.13
https://software.cisco.com/download/home/286259687/type/286320228/release/1.0.3.13

SAFE Design Guide

137

Secure Data Center Design Guide | Validation Testing | Test Case 2

December 2020

c. View FTD device package. Navigate to L4-L7 Services (1)->Packages (2)->L4-L7 Service
Device Types (3) and select Cisco-FTD-FI-1.0 (4).

alaln
Cisco

APIC

System Tenants

o

Packages @ =

C» Quick Start

3|~ &

> B cisco-asa-13

| L4-L7 Service Device Ty I

> B cisco-asa_fi-1.3

> B cisco-CloudMode-1.0

4| |> B cisco-r.Fr10 I

Fabric

Virtual Networking 1

Properties

Vendor:

Model:

Capabilities:

Major Version:

Minor Version:

Minimum Required Controller Version:
Logging Level:

Package Name:

Interface Labels:

L4-L7 Services

Q0000

Admin Operations

L4-L7 Service Device Type - CISCO-FTD_FI-1.0

General Qperational
e —
cisco il
cisco
FTD_F
GoThrough,GoTo
1.0
< R
1.0
DEBUG v
device_script.py
~ Name
external
internal
mgmt
Show Usage Reset

Apps
Faults History
O £ %%
Submit
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Step 3

a. Create L4-L7 Device Manager for Firepower Management Center (FMC) in APIC GUI.
Navigate to Tenant-><tenant-name>->Services->L4-L7->Device Managers Right-Click
and Select Create Device Manager.

‘deeh APIC 0000

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALLTENANTS | AddTenant | Tenant Search: [EEEIIRCRGIMMN =Teren8 common | infra | L3out-service-PBR | mgmt

Tenant TenantB @ = © Device Managers 0
> Quick Ston Lo

~ Name Management EPG Device Manager Type Management Address.

FMC defaut CISCO-FTDmgr_Fi-1.0

b. Create Device Manager for FMC in APIC GUI. Navigate to Tenant-><tenant-name>-
>Services->L4-1.7->Device Managers->FMC. Set the Management EPG to default. In the
Management section select the plus sign and add the FMC GUI IP address and port. Add
the login credentials for APIC to login into FMC and orchestrate the access policy.

Note: It is recommended to setup unique credentials in FMC for APIC so that it can be
identified easily in the FMC audit logs.

o (1 —,

csco  APIC e ° o @ e

System [EREHEGT Fabric Virtual Networking L4-L7 Se S Admin Operations Apps

ALLTENANTS | AddTensnt | Tensat Search: [ERCSENN ' | common | infra | L3ou-service-PBR | momt

Tenant TenantB ® o evice Manager - F (+ X"}
C> Quick st
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Step 4
a. Create L4-L7 Device for the one-arm FTDv HA pair. Navigate to Tenant-><tenant-name>-
>Services->L4-L7->Devices, Right-Click and Select Create L4-L7 Devices.
deeb APIC Q0000
'@:\5‘1: TenantB G = o Devices (=N~}
‘ — —— . .

Create L4-L7 Device for the one-arm FTDv HA pair. Navigate to Tenant-><tenant-name>-
>Services->L4-L7. Right-click Devices and select Create L4-7 Devices. In the Create L4-L7
Devices dialog box, check the Managed Checkbox, enter a <Name>, select Service Type:
Firewall, select Device Type: Virtual, select the <VMM Domain>, select View:Single Node,
select Device Package: CISCO-FTD-FI-1.0, select Model; Virtual, select Context Aware;
Single, select APIC to Device Management Connectivity: Out-of-Band, select Function Type:
GaoTo, and enter the credentials ACI will use to orchestrate this device. Enter the device
information for each of the FTDv VMs. Device1 will be for FTDv1 and Device?2 is for FTDv2.
For each device, enter the vCenter name, Management Address, Management Port and
Interfaces. Under the Cluster section enter the Management IP address and port for FMC and
select the Device Manager. Under the Cluster Interfaces sections, select the plus sign and
enter consumer and provider interfaces. Although we are testing a one-arm interface, we
must define both here and note that the Concrete Interfaces for both are the same. When we
deploy this device package we will only use the external cluster interface which is how we
currently deploy one-arm with the current device package. Confirmation that the devices
created correctly is shown when Devices State is stable.

aliatis .
cisco APIC

ffffff L Tenants

ALLTENANTS | Add Tenant

Q0000

Virtual Networki L4-L7 Services

]

Apps

1 Tenant
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December 2020

a. Create One Arm Function Profile. Navigate to Tenant (1)-><tenant-name> (2)->Services
(3)->L4-L7 (4)->Function Profiles (5)->FTDv (6). Right-Click and select Create L4-L7

Services Function Profile (7).

vl
cisco

Tena
> O»
- B

4

> I Application Profiles

> Il Networking

APIC

System]1 RS Fabric Virtual Networking L4-L7 Services 2 Admin Operations

ALLTENANTS | AddTenant | TenantSearch: EERIERIRsEETe: TenanmtB | common | infra | L3out-senvice-PBR |

nt TenantB @ = © L4-L7 Services Function Profile Group - FTDv

Queck Start

Tenant TenantB

Properties

-

> I Contracts Name: FTDv
> I Policies Alias:

3 B Services Description:

Service Function Profiles:

vl L4-L7

« Name
B Service Parameters
FTDv-InlineMode
> Il Service Graph Templates

FTDv-RoutedMode
> I Router configurations

= FTDv-RoutedMode-onearm
5 I v [l Function Profiles I i

E ASAv FTDv-TransparentMode
B Asav-RoutedModeipva
E ASAv-RoutedMode!Pv4Cloud
B Asav-routedModetpvara
E ASAv-TransparentModelPvdHA
68 Fov |
E FTDv-Ink Ot

Apps

Associated Function
FTD
FTD
FTD

:TD
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b. Fill in the Function Profile Name as FTDv-RouteMode-onearm (1). Select Copy Existing

Profile Parameters (2). Select the Profile to clone (3). We selected CISCO-FTD-FI-
1.0/RoutedModeForFTD. The All Parameters section (4) is the initial value. Use the desired
profile in ¢. and d. as reference and modify this existing profile to match. Select Submit (5)
when complete.

Create L4-L7 Services Function Profile (2 1]

Create Function

Copy Existing Profile Parameters 2

Features and Parameters

Features

m Folder/Parameter Name Hint Path from Schema Value Mandatory Locked  Shared
E ~ Device Config Device -
™ N Access Policy AClAccPolicyR false false
O > Gl Bridge Group Int
4 O > Bl Inline Set
=H 3 Interface externalinterface false false
=) 5> Gl Interface ernalinterface false false
= 3 B Security Zone  ConsSZRT false  false
™ > [ Security Zone ProvSZRT false false
BH - Function Config Function
EA Access balicy © AccessPolicyF false false |

Profile

Name: JFTDv-RoutedMode-onearm | 1

Description: [optional

profile: [CISCO-F10_FI-1.0/RoutedModerorF 10 | 3 v @

Note: In order to automatically apply new values to the parameters of an existing graph instance when users modify function
profiles, the name of the top folder must end with "-Default”

Basic Parameters All Parameters

9 Return to Contents



SAFE Design Guide December 2020

142

Secure Data Center Design Guide | Validation Testing | Test Case 2

c. Create One Arm Function Profile - Device Access Policy. The Access Policy section
highlighted in Red below should be created. Access Rules for App-to-DB, Outside-to-Web
and Web-to-App are created along with the corresponding Source and Destination Zones.
Notice that only the externalinterface is used in creating the policy, which implements the
one-arm deployment.

L4-L7 Services Function Profile - FTDv-RoutedMode-onearm o0
al wults H i
—
i O L %.
MName: FTOv-Routedbade-onearm
Description:
Associated Function: CISCO-FTD_FI-1.0WFTD
Features and Parameters
Features Bas - .
D ——
[T Folgar Parametes Mgy Hint  Path  Valig Mangatory & Locked  Shangd
e
Arcess Pobcy SDC1-TE-FTDv-HA false falze
Ao Rules App-to-DE False
tination Intesiace - Fals
E DestinationZona DEZone extemalnteriacelnt_secuity_zone false false
AppLone falge
AppZone exiemalinterface/int_security_zone false False
trus fals Fals
false
alse
e nt_security_zon false false
Fals
aextemalnterface/nt_secunty_zone false false
rue Fal alse
False
Fals
aextemalnteriace/nt_secunty_zone false false
alse
ener riace/mt_secunty_zone false Fals
ris fals fals
3 arface axtarnalinteriace false Taiks:
3 urity Zone s false
» Function Config Function
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d. Create One Arm Function Profile - Interface, Security Zone, Access Policy Configuration,
External and Internal Interface Configuration. The Interface policy for the externalinterface
should be implemented as shown below. The IP address for the FTDv HA pair is
10.19.90.12/24 and a static route to 10.19.90.1 is setup. The Interface Security Zone is
OneArm and is defined in the Security Zone parameter. The Access Policy Configuration is
set to SDC1-TB-FTDv-HA. Both the External and Internal Interface Configuration are set to
the externalinterface.

L4-L7 Services Function Profile - FTDv-RoutedMode-onearm OO0

Name
Description

Associated Function: CISCO-FTD_FI-1.00FTD

Features and Parameters

Featuras
AP FoigerParametor Name: Himt  Path Ve Mandatary & Locked  Sharcd
irom
Schama
_ Device Config Davice
. SDC1-TE-FT " &
I ribariace extermallimarace False false
i C f l
St atic fal
£

E-- Securit i " " s fal
E Enable E
H _';:n..lll‘..: Hrame = " i fal:
E |I ol . ROUTED Falst I'.I
Aress Poky Conbguiation Ln-' e false false
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Step 6
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a. Create L4-L7 Policy Based Redirect. Note that the MAC address in the PBR policy in APIC
must match the MAC address on the FTD HA Pair interface in Firepower Management
Center, refer to Step 8i. below.

casco  APIC

System EREIERS] Fabric

Tenant TenantB
) C»

Virtual Networking L4-L7 Services Admin Operations Apps

ALLTENANTS | AddTenant | Tenant Search: [EIIECSSIMM Tenent® common | infra | L3out-service-PBR | mgmt

@ = © | L4-L7 Policy-Based Redirect - FW-PBR-Policy

NamefFW

Description: | 0pt0Na

Enable Pod ID Aware Redirection: []

W sio-dip-prototype

Hashing Algorithm:
Anycast Endpoint: []
Resilient Hashing Enabled: [7]
1P SLA Monitoring Policy: |select an optior )
Oper Status: Enabled
Destinations:

alp MAG

Redirect Health Group  Second IP

90000

Description Oper Status

Jro199012

00:10:19:00:90:12 0.0.00

Enabled ||

B FW-PBR-Policy

> [ L4-L7 Redirect Health Groups

Step 7

a. Create L4-L7 Service Graph Template.

csco APIC

>
= e
. o
= oo
>
B

=« Namo Function Nodes Doscription

s i
Bl e L4-L7 Service s Teerptens
Rea stiors

Q0000
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b. Create One Arm PBR Service Graph with FTDv HA
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Create L4-L7 Service Graph Template
Drag device clusters to create graph nodes.

Service Graph Name: SD

eArm

Graph Type: a New Graph

o %

o0

@ sveType: FW

Provider

I 2 TenamB/SDC1-TB-FTDv-HA (Managed) I N

SDC1-TB-F...

SDC1-TB-FTDv-HA Information
Firnwa\\.ﬁtmcd
Profile:| Tenant/FTDv/FTDv-RoutedMode-one | (@

Route Red rnct:

© Transparent

S
D

Step 8
a. Apply L4-L7 Service Graph

Tenant TenantB @ & © | L4-L7 Service Graph Template - SDC-OneArm

N .

csco APIC Q0000
system ] Fotric  Vitual Netvorking  Lé-L7 Services  Admin  Operations  Agps

ALLTEMANTS | AddTerars | Torart Seorch: [EENPETONENENN | TeosntS  common | ik | Lio-senicePER | mgme

S0C1-TB-F.

Frova ®

SDC1-TB-FTDv-HA Information

g

Ect L4-L7 Service Gragh Temolate

Profic

ot Route Redirect: 11
Delets

Remowm Roiated Otiects of Servca Graph Template

0980 In Obiect Store Browser
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b. Create Outside-to-Web Contract

Apply L4-L7 Service Graph Template To EPGs

STEP 1 > Contract
Config a Contract Between EPGs
EPGs Information

17D

m o

Consumer EPG / External Network: | TenantB/TB-L30UT/TB-Ext-EPG

@

Provider EPG / Intemal Networic [[erart8iopencatieoa-wes-erc | @ @

Contract Information

@ Choose An Existing Contract Subject

Contract Name: JOuts

No Filter {Allow All Tla'ﬁcﬁ:

Previous

C.

Apply One Arm PBR Service Graph to Outside-to-Web Contract

Apply L4-L7 Service Graph Template To EPGs

STEP 2 > Graph

Config a Service Graph

Service Graph

[ 7]%]

1. Contract 3. SDC1-TB=FTDv-HA Configuration

Template: JTenant8/SDC-OneArm 1. @
Consumer
P
TB-Ext-EPG SDC1-TB-F...
FTDv-HA b

Palicy-based Routing: true

Consumer Connector

Type: @ General © Route Peering

S ] &
e -
L3 Destination (VIP): [iZ]
Redirect Policy: [fTenant8/FW-PBR-Policy @

Glusterlnlerisce:Funsn- al Iv ]

Provider Connector
Type: @ General

© Route Peering

80 [enantsir1 1@
L3 Destination (VIP):
Redirect Policy: fTenantB/FW-PBR-Policy ~ | @

Cluster Interface: I|:"u|||a| I ~ @

—
s
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d. Apply One Arm Function Profile to Outside-to-Web Contract

Apply L4-L7 Service Graph Template To EPGs [21X]

STEP 3 > SDC1-TB-FTDv-HA Configuration 3. Contract 2

Config parameters for the selected device

Profile Name:  FTDv-RoutedMode-anearm (8
Features Required Parameters All Parameters
———
Interfaces Folder/Parameter Name Vaiue Write Domain

_ p— =% i

> [ Access Policy SDC1-TB-FTD.

> B Bridge Group Interface

> [ Inline Set
> [ Interface externalinterface
Ba Security Zone OneArm
B e type ROUTED
& Function Config Function
> & Access Policy Configuration AccessPolicyF.

> [ Bridge Group Interface Configuration

> [ External Interface Configuration ExtConfig

REORDNRARDNOORMD

> B Internal Interface Configuration IntConfig

RED indicates parameters needed to be updated and GREEN indicates parameters will be submitted to the provider EPG.

e. Create Web-to-App Contract

Apply L4-L7 Service Graph Template To EPGs [2 ]

STEP 1 > Contract 1. Contract 2. Graph

Config a Contract Between EPGs
EPGs Information

Consumer EPG / External Network: [T enants/opencart epg. Web ol @ Provider EPG / Internal Network: [Terants/opencan/epg pp EP6 ] | (@ @
Contract Information
Cﬂﬂ"amm:rea:e A New Contract © Choose An Existing Contract Subject
Contract Name: [Web-to-Agp 1

No Filter (Allow Al Tratfc): [
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f.  Create App-to-DB Contract

Apply L4-L7 Service Graph Template To EPGs

STEP 1 > Contract

Config a Contract Between EPGs
EPGs Information

Consumer ERG / External Network: [TenantB/opencariepa-Anp-ErG ]~ | (&

Contract Information
Contract[Ecreate A New Contract

® Choose An Exisiing Contract Subject

o0

el

Provider EPG / Internal Network: T enantblopencarepg-Do-EPG . ]« @ @

Contract Name: |A;:p-m-DB{

No Filter (Allow All Tram::.n

g. Application Profile Topolog

y for OpenCart

il

csco APIC

System [JREGERCEN  Fabric L4-L7 Services  Admin

Virtual Networking

o [T | Tovart8 | common | e |

ALLTENANTS | AddTenont | TenantS

G o

Operations

Application Profile - opencart

o =
0002000000982 008 coooo

Apps

Contgured | J Coeratoral

Show ail [ On Cick

Prowidar
Consumer

Prowidar (From Master)
Consumer (Fram Master])

Mastor EPG

¢ o

Tenand) TararnB) " Tonarag) (TenamB)
DE-EPG Wet-EPG TB-E-EPG FTD-EPG
{oouncany (epancart) (L30uT) pencart)
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h. Firepower Management Center Devices view of FTDv HA pair.

December 2020

Overview Analysis Pol Objects AMP Intelligence System Helpv ad
Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates
Device Management
List of all the devices currently registered on the Firepower Management Center.
View By : |Group | Error (0) | Warning (0) Offlin N 11) | yment Pending (( 4, Search Device
4 (] Ungrouped (8)
2 g Cisco Firepower Base, Threat,
© f&”zsogff%%l Routed Threat Defense for 6.2.3 Malware, URL AWS-Web-Blog & B R
AWS Filtering
Cisco Firepower Base, Threat,
AWS-NGFW02 . % —
10.20.242.100 - Routed Zr\:\;gat Defense for 6.2.3 :rili:sll::ranrge, URL AWS-Web-Blog s B R
i
FTD-CAMP-HA o
@ 04
“= Cisco Firepower 4110 Threat Defense High Availabilit o e 0
5 Base, Threat
FW-DC-1 Cisco Firepower 4110 ? ¥ i > = N
10.16.4.26 - Routed Threat Defense 6235 Mawware URL : ¥ s
Filtering
Base, Threat,
FW-DMZ-1 Cisco Firepower 4110 v g 7 5 = B
10.16.4.25 - Routed Threat Defense 0:23 glatzlar:;' URL Internet:Fdge ¢ O &
@ SDC1-FTD-C1 >
"= Cisco Firepower 9000 Series SM-36 Threat Defense C ¢ o
(= SDC2-FTD-C1 e
“=! Cisco Firepower 4110 Threat Defense Cluster ¢ g
TB-FTDv-HA 5 -
@ s
“® Cisco Firepower Threat Defense for VMWare High Ave See0E
. " Cisco Firepower Base, Threat,
© ‘1’571% é‘;"_"":;“{'e:d've) Threat Defense for 6.2.3.6 Malware, URL SDC1-TB-FTDv-HA 3
B VMWare Filtering
g Cisco Firepower Base, Threat,
‘1'ng% g(%cf(g;ﬂ?;g' Standby) Threat Defense for 6.2.3.6 Malware, URL SDC1-TB-FTDv-HA
e VMWare Filtering
el ey

Firepower Management Center (FMC) Interfaces view of FTDv HA pair. Note that the MAC
address in FMC for the interface must match the MAC address in the PBR policy in APIC,
refer to Step 6a above.

Overview Analy:

Objects | AMP

System Help

ad

Device Management NAT

TB-FTDv-HA

Cisco Firepower Threat Defense for VMWare

QoS Platform Settings

FlexConfig

Certificates

Summary High Availability Device Routing Inline Sets DHCP

(2] GigabitEthernet0/0f Consumer_TenantB_SDC1-TB-FTD... | Physical [OneArm_TenantB_SDC1-TB-FTDv-HA 0010.1900.9012 10.19.90.12/24(Static) 4
© [ GigabitEthernet0/1 Physical &
[+] GigabitEthernet0/2 Physical &
[+] GigabitEthernet0/3 Physical &
[+] ] GigabitEthernet0/4 Physical V 4
[¢] i) GlgabitEthernetd/s Physical V4
O [ GigabitEtherneto/6 Physical V
@ [ GigabitEtherneto/7 Physical 3
2] GigabitEthernet0/8 Physical 4
@ [ piagnostico/0 diagnostic Physical V4
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j.  Firepower Management Center Access Control Policy view for FTDv HA pair
Overview Analysis m devices Objects | AMP Intelligence Deple

Access Contral » Access Contral | Network Discovery  Application Detectors | Correlation  Actions ¥

SDC1-TB-FTDv-HA

USER_GENERATED;ACI: Tenant8_SDC1-TB-FTDv-HA

System Help v admin v

prefilter policy: Dafault Prefiter Policy sst. policy: None Identity Policy: Hone
Tg Inheritance Settings | [#] Policy Assignments (1)

m Security Intelligence  HTTP Respanses  Advanced
8 Fiter by Device ] Show Rule Conflets @] © Add Category || @ Add Rule | Search fules

jon. Add Rufe or Add Category

b Web-10.19.107 8 App-10.19.108 o Allow 20,01 & @

1 Jweb-to-app

2 Japo-to-DB. & OneArm_TenantB_SDC1-TB-FTDv-H T8 App-10.19.108 %8 0B-10.19.109

Web-10.19.107

3 Joutside-to-web 2, OneArm_TenantB_SOC1-TB-FTDV-HE b OneArm_Tenant_SDC1-T8-FTOV Il any

Access Control: Block Al Traffic

Default Action
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Test Case 3 - Tetration and VMware vCenter

There are three distinct parts to this integration:

Attributes in VMware vCenter are the integrations that were tested. Tetration is using the
vCenter API to learn VM attributes (name, customer tags). This will enable richer context for
analysis in Tetration for vCenter. We will configure Tetration to pull in all these attributes
from vCenter. The attributes are then used to construct an enforcement policy that will be
pushed down to the Tetration agents running on the application servers. VMware vCenter
6.5 or later is required, we tested with 6.5.

Encapsulated Remote Switched Port Analyzer (ERSPAN) is the ability for Tetration Analytics
to receive SPAN data from vCenter. This is only needed if the Tetration agent is not
supported by the server operating system and can’t be deployed. We deployed Tetration
agent on all our servers. Refer to https://<your-tetration-analytics-appliance-ip-
address>/documentation/ui/appliances/erspan_vm.html for more details.

NetFlow can also be enabled in the VMware vSphere Distributed Switch (VDS) to send to
Tetration Analytics Appliance (TAA). Since we deployed Tetration agents on all application
servers, we enabled NetFlow in VDS to provide visibility for Stealthwatch. You will need to
setup a Cisco Tetration NetFlow Virtural Appliance to collect the NetFlow records for TAA.
Refer to https://<your-tetration-analytics-appliance-ip-
address>/documentation/ui/appliances/netflow_vm.html for more details. We have
guidance in test cast 4 for how to enable NetFlow in VDS for ACI and in non-ACI
environments that can be used to send to Cisco Tetration NetFlow Virtural Appliance. Refer
to VMware vSphere Distributed Switch (VDS) and NetFlow section in Test Case 4.

Test Description:

1.

Secure Data Center

o @

ACI Multi-Site

Qrchestrator Cluster

Tetration Agents will be deployed on all the application servers.

Intersite
Network

WAN

Tetration Agents deployed

on ALL Application Servers

TO EDGE TO WAN TO Intersite Network

.
\
APIC
Cluster

Web Zone Servers

Tetration Tetration Agent &

Web

Analytics Server

HyperFlex
Appliance e

Cluster

-
-
b

#

Distribution
Switch

App Zone Servers
Tetration Agent & Application
L3 Switch psperver

VWware vCenter Database Zone

Servers Tetration
Agent & AMPAE

Business Use Cases

Database
Server
Services

Core ACI
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2. Tetration Analytics Appliance will learn VM attributes from the VMware vCenter API. The VM
attributes (name, customer tags) will be used for behavioral analysis and creating rules
(policy).

Intersite
Network

WAN

TO EDGE

TO Intersite Network

Secure Data Center

Tetration Web Zone Servers

ACI Multi-Site Tetration Agent & Web
Analytics
Orchestrator Cluster DD \i:l::ce HyperFlex N AMPIE /S Server

Tetration Analytics Appliance will learn VM attributes (@' —
from the VMware vCenter API. The VM attributes —
(name, customer tags) will be used for behavioral App Zone Servers
analysis and creating rules (policy) in Tetration. Tevaton Agent& | Applcation
=\
@
Firepower Database Z
NGFW Sear\?er: S'I'ee\lgt?:n Database
\Agent & AMPAE/  Server
Services Core ACI Business Use Cases

3. Generate traffic to the applications from different users with various access types (i.e.
campus, branch, Internet). View the results of the behavior analysis on Tetration Analytics
Appliance. Perform policy simulation before applying changes.

Intersite
Network

e,

TO EDGE TO Intersite Network

Secure Data Center .
Generate traffic to the applications from

< . @ different users with various access types @)

Tetration C/?F"C Web Zone Servers

ACI Multi-Site Analytics luster

Orchestrator Cluster i HyperFlex
Appliance Cluste

Tetration Agent & Web
AMP4E Server

AC Leaf i) App Zone Servers
Distribution Tetration Agent & Application
Switch AMP4E Server

Database Zone
VMware vCenter NGFW Servers Tetration Database

\\Agent & AMP4E / Server

Services Core ACI Business Use Cases

L3 Switch Interconnect

9 Return to Contents



SAFE Design Guide Secure Data Center Design Guide | Validation Testing | Test Case 3 December 2020

193

4. Tetration Analytics Appliance will push the policy down to all the Tetration Agents for
enforcement.

Intersite
Network

e

Tetration Analytics Appliance will push the policy

Secure Data Center down to all the Tetration Agents for enforcement
- = — @ .
-
Tetration APIC (3L AC! Spine ‘ b Zone Servers
ACI Multi-Site f lrallon Agent & Web

Analytics

Cluster opl -
bt ~ =

HypevFlex MPAE

-
-
£ <

‘m % ACI Leaf 2 A ﬁ ‘ " Pp Zone Servers

Server
Distribution cou etration Agent &

Application
Switch ‘ Inisreonfiect AMP4E Server
=
= ‘s—’ @
Firepower ‘

VMware vCenter NGFW Szf:rs Te!zraol(i‘:n

Agent & AMP4E
Business Use Cases

L3 Switch

Database
Server

Services Core ACI

Implementation procedure
Step 1

a. Deploy Tetration Agents on all application servers. We deployed multiple 3 tier applications
in both sites. We deployed the Windows Sever 2016 and CentOS Linux 7.4 enforcement
agents in all those 3 tier applications. We followed the documentation that is in the Tetration
Analytics Appliance.

Deploying a Deep Visibility/Enforcement Linux Agent, https://<your-tetration-analytics-
appliance-ip-address>/documentation/ui/software_agents/deployment.html#deploying-a-
deep-visibility-enforcement-linux-agent.

Deploying a Deep Visibility/Enforcement Windows Agent, https://<your-tetration-analytics-
appliance-ip-address>/documentation/ui/software_agents/deployment.html#deploying-a-
deep-visibility-enforcement-windows-agent.
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Step 2

a. Setup Tetration Analytics Appliance and vCenter integration. In vCenter, create login
credentials specifically for Tetration Analytics Appliance. In vCenter, navigate to Home (1)-
>Administration (2).

vmware® vSphere Web Client  #=

i} Home Ctrl+Alt+1

[ Hosis and Clusters Cirl+Alt+2
Gettiny [E] VMs and Templates Ctrl+Alt+3

B Storage Ctrl+Alt+4
r=! vCenter-2 cisco-x_com Whi g Networking Ctrl+Alt+5

» flg SDC1-SF vCe [ Content Libraries Cirl+Alt+6
» [laTemp DC ::: [ Global Inventory Lists ~ Cri+Alt+7

env 5 Policies and Profiles

Sen ©

like & Update Manager

NE
! % Adminisiration 2

i\g (] Tasks

can :E Events

"par

&7 Tags & Custom Attributes !
Ay [ N
haw @ New Search r

with Saved Searches
vith &

Adrnmnsﬂsl on SEEHQFI, willappear in your

inventory to the left.

b. Add a User in vCenter. Navigate to Users and Groups (1)->Users (2) and select the plus
sign (3) to add a new user.

vmware* vSphere Web Client fi=

[ Navigator 5 vCenter Users and Groups
" Back Users | Solution Users Groups
Administration Domain: | vsphere local |«
- Access Control
Roles 3 +
Usamame First Mame

Global Permissions
- Single Sign-On

Users and Groups

1 Configuration
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c. Add a Tetration Analytics Appliance admin account. Fill in Username, Password and
Confirm password.

tetadmin1 - Edit (7)
Enter values for this user, including the password.
Username:

Current Password:
Password: |r*********** | I (i )
Confirm password:
Firstname: Tetration
Lastname: Admin
Email address:
Description:
| oK

|| cancel ]

d. Add Tetration Analytics Appliance admin account tetadmin1 to the Administrators Group.

Navigate to Users and Groups (1)-> Groups (2)->Administrators (3) and select Add Group
Member (4).

vmware: vSphere Web Client # Ui [ Launch vSphere Chent (HTMLS) ] | Adminisralon@VSPHERE LOCAL = | Help =|
| Nawigator X | & vCenter Users and Groups
1 Back Users  Solution Users 2
Administation -
+ /X Q
~ Access Control =
Gooup Name Caman Desargtion
y  Roles Externall DFUsers wsphere local Well-nown extemnal IDP users” group, which registers e
Global Permissions CompanentManager Adminstirators wephere local Companent Manager Administrators
DCAadming wEphene. local
LicensaSarvice Adminisirators wsphers_ local License Service Administrators
ActaslUzers wephers loca Arl-As Ugers
- Licensing 3 |Annisiaters wsghere local
Licanses DCClignts wEphere.local
Reports CAAdmins wsphera_local
Sonsons SystemConfiguration Adminisirators wsphere. local Well-kmown configuration users’ group which contains all
SolutionUsers wephere local Well-known solution users” group, which containg all solu
Cliant Flug-Ins
System Configuration BashShelAdminisirators wephete local Access bash shell and manage local users on nodes
i
vCenber Sener Exensions T e
= Deployment
System Configuration >
Cusinmer Expenence im
= Support
Upload Fite fo Senice Re..

Group Members

12 items |4 Export~ [ Copy =~

4@ ar
UsenGroup Deseription/Full name Domain Member Type
Administrator Administrator vaphere Iocal waphere local User
aciadmini ACI Admin waphene bocal Uiser

9 Return to Contents




SAFE Design Guide

156

Secure Data Center Design Guide | Validation Testing | Test Case 3

December 2020

e. Add External Orchestrator for vCenter in Tetration Analytics Appliance. Navigate to
VISIBILITY->External Orchestrators.
/,? CiscoTetrati#n™ DASHBOARD - FLOWS
[ VISIBILITY v
iews e Dashboard
Dashboard
ov 26 1:24pm ~
Flow Search
Inventory Search ddresses
Iventory Fillers —
EEEmeeeeeeeeeaane )|
Inventory Upload
i
External Orchestrators i —
Neighborhood
=
|
& APPLICATIONS r T
0 5k
f. Select Create New Configuration
ﬁ CiscoTetrati¥n® EXTERNAL ORCHESTRATORS m] ® Monitoring ~ © - F -
&
0 Mame :  Type %+ Description = Created At «  Connection Status +  Actions =
SDC-vCenter-2 veenter SDC vCenter 6.5 Nov 15 03:11:37 pm (PST) Suecess Fa |
&
a
1.1.53
s aluelne e sz o
cisco ® 2015-2018 Ciaco Systems, Inc. Al fights reserved
;
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g. Inthe Basic Config, Select Type vcenter, Fill in the Name, Username and Password for
vCenter.

Edit External Orchestrator Configuration

. Name SDC-vCenter-2
Hosts List

Description SDC vCenter 6.5

Delta Interval (s) 60

Full Snapshot 3600
Interval (s)

Username tetadmin1@vsphere local

Password

Insecure D

h. In the Hosts Lists, Select the plus sign and enter the hostname (or IP address) and port.

Edit External Orchestrator Configuration

Hosts List o | | s x
Basic Config

Hosts List
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Step 3

a. Add Tags to application server VMs in vCenter. The Tags may already exist in a mature
vCenter deployment, and you could use them in Step 4 to create the Scope. Connect to
the vCenter portal. Navigate to Home (1) and Select Tags & Custom Attributes (2).

are phere eb e Launch vSphere Client (HTML5) guyen@vsphere.loca elp Q

) 1 ome Ctrl+Alt+1
Navigator
R @ Hosts and Clusters Ctrl+Alt+2
J.Back [&] VMs and Templates Ctrl+AIt+3
[J Hosts and Clusters € Networking Ctri+Alt+5 E
[ VMs and Templates Content Libraries Clri+Alt+6 ‘g gj‘, E;]
E Global Inventory Lists Ctrl+Alt+7
| B storage : — 1 Storage Networking Content Global
€ Networking [z Policies and Profiles is Libraries Inventory Lists
Content Libraries @, Update Manager
[5 Global Inventory Lists &% Administration l
5% Policies and Profiles Tasks tf 'Lf‘ @E g
(@, Update Manager [ Events ‘ - ) )
; ole VM Storage Customization Update Host Profiles
&, Administration PR | #21a0; & Libom dlnibites i Policies Specification Manager
~ Tasks @ New Search | Manager
] Tas
[ Saved Searches l
Events

<7 Tags & Custom Attributes &\ ’2 Iﬁls ‘

), New Search

v

Roles System Licensing Customer VRealize
E Saved Searches > Configuration Experience Operations
Improvement ... Manager
Plug-ins for Installation
o @&
VRealize Hybrid Cloud
Orchestrator Manager

& watch How-to Videos
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b. Create Tags. Select TAGS tab (1), select Categories tab (2), select New Category icon (3)
and complete the dialog box to complete the OpenCart Category.

Category Name: |Opencar||

Description ‘

Cardinality: (=) One tag per object

() Manytags per object
[+ All objects

Cluster

Associable Object Types

Content Library
Datacenter

Datastore

Datastore Cluster
Distributed Port Group
Distributed Switch
Folder
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c. Select Tags tab.

vmware* vSphere Web Client  #= O | | LaunchvSphere Client (HTMLS) | | knguyen@vspherelocal = | Help -~ | (EH

MNavigator X ) Tags & Custom Attributes
4 Back

Gelting Started | Tags | Custom Attributes

I Tags 'Saregoﬂ 85

b} (@ Filter ~|
Category Name 1 a Desoription Multiple Cardinality Associable Entities

i OpenCart Mo All Types

(2} Home

[J Hosts and Clusters
Vs and Templates
1 storage

Q_ Metworking

Content Libraries
Global Inventory Lists

Policies and Profiles
@ Update Manager

VW WV VY Y v v v

&% Administration

Tasks
[T Events

# Tags & Custom Atiributes |

3, New Search b}
[ Saved Searches >

] litems [Z Export~ ({5 Copy~

-
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d. Select New Tag Icon (1). In the New Tag dialog box (2), fill in the Tag name and select the
Category previously created. We created Tags for Web, App and DB.

Mame:

Description

Category:

OpenCart

New Category
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e. Apply the Tags to the Hosts. Select Home (1) and Hosts and Clusters (2).

vmware* vSphere Web Client  #=

(SN |LaunchvSphereCIient(HTMLS) | knguyen@uvspherelocal + | Help = |

- {2} Home Cri+Alt+1
Navigator —
2 I'g‘ Hosts and Clusters Cirl+Alt+2
<4 Back
|| VMs and Templates Cirl+Alt+3 0m Aftributes
{a} Home 3 Storage Cirl+Alt+4
[l Hosts and Clusters € Networking Ctri+Alt+5
VMs and Templates Content Libraries Cirl+Alt+6
2
3 Storage E Global Inventory Lists Clri+Alt+7 Calegories: | All Categories | - ‘ (Q Filter -
g Networking ﬁ Policies and Profiles 1 4 Category Description
Content Libraries @, Update Manager OpenCart
OpenCart
Global Inventory Lists &%, Administration P
- OpenCart
[/ Policies and Profiles Tasks
&, Update Manager [T Events
% G T ' Tags & Custom Altributes
> Tasks Q, New Search
| as
[ Saved Searches
[ Events Y ,
# Tags & Custom Atributes I
3 New Search >
[ saved Searches >
H Jitems [mp Export~ [ Copy~
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f.  Select the host to tag in the left pane (1) and then select the Summary tab (2). In the Tags
pane, select Assign... (3).

A=

vmware- vSphere Web Client (SN] |Laumchv8phereCIient(HTM 5) | | knguyen@vspherelocal v | Help = | m

' Navigator X (G web2toiinux | & |- @ (% | EhActions - =~
4 Back Getling Slanad' Summa Monitor  Configure  Permissions  Snapshots  Datastores  MNetworks Update Manager
J ﬁ ‘ 8 9‘ e z . web2-tb-linux CPU USAGE
v (3 vCenter-2.cisca-x.com Guest 05: CentOs 4567 (54-bt) 711.00 MHZ
~ [[asDC1-sF Compatibiity:  ESXi 6.0 and later (VM version 11} . MEMORY USAGE
~ [ esxi-2 sdet cisco-x com VMware Tools: Running, version:2147433647 (Guest Managed) 1.40 GB
ﬂ;rp}sdm—cemus More info ¢} STORAGE USAGE
ﬁsrp‘psdm,win DNS Name: app2-tb k 66.16 GB
%uﬂ'm IP Addresses:  192.168.122.1
ﬁ}uWDQ View all 3 IP addresses
Haost: esxi-2 sdc cisco-x.com
W Web2-th-linux I - y - y
= s | + VM Hardware EI‘ | +  Advanced Configuration o
~ [2 esxi-3.2dct.cisco-x.com
(3 app-to-win ) '~ Tags 1| [+ custom Attributes o
{5 appd-sdci-win
55, Centos 3 Assigned Tag Category Description Attribute Value
& wp3.5dcT.ciscox.com This listis empty. This listis empty.
+ [J es«i-4.5dc.dsco-x.com
ﬁ}app1.sdc—m.cisco-x.com
{5 Cent0s-4
[ db3-sdct-centos
v [J esxi-5.5dc1.cisco-x.com
{5 db-tb-win
{5 db sde-m cisco com 3 | Assion... Edit_:f
iy dod-sdct-win |~ Notes 1| [+ Related objects o
G web1.sde-m.cisco-xcom
¥ [qTempDC Haost [@ esxi-2.5det.ciscoxcom
Metworks &TenantB\upencar{lWeb—EF’G
Edit Storage [=QE
3 [ ESxi-2-DataStore
R O ..:E.
~* VM Storage Policies (m]
~ Update Manager Compliance O | vm storage Policies -
Status VM Storage Policy Compliance  —
Scan .. Detailed Statu Last Checked Date -
Check Compliance
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In the Assign Tag dialog box, select the tag to assign and then select Assign. In this case

g.
we assigned the Web tag to the web2-tb-linux host.
<&y web2-tbinux - Assign Tag 2 M
b Categories: | All Categories | » | (@ Filter -
Tag Mame 1 & Category Dresoription
&P App OpenCart
@ DB CpenCart
@ Web OpenCart
] e *
i) Jitems [ Export~ [yCopy~
[ Assign ] [ Cancel ]
i
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h. Below is the result of assigning a Tag to the host.

vmware® vSphere Web Client = (SN | Launch vSphere Client (HTML5) | | knguyen@wspherelocal ~ | Help = | ﬂ
Havigator X | G web2-thinux | mH @ 3 | {5 Adions - |=r
4 Back £ Cetting Started | Summary | Monitor ~ Configure Permissions Snapshots Datastores Metworks  Update Manager

J ﬁ | a8 g web2-tb-linux CFU USAGE
w [ vCenter-2.cisco-x.com Guest 05 CentOS 4/5/6/7 (64-bit) 0.00 Hz

- flasDC1-sF Compatibiity:  ESXi 8.0 and Jater (VM version 11} MEMORY USAGE
~ [J esxi-2.sdet ciscoxcom VMware Tools: Running, version 2147483647 (Guest Managed) 143.00 MB
(i rp3-sdci-centos Wore info.. £} STORAGE USAGE
(3 rpd-sdc-win DNS Narme: app2-tb =1 66.16 GB
E‘DVFD1 IP Addresses:  192.168.122.1
ﬁ‘[}vl—TDQ View all 3 IP addresses
. Host: esxi-2 sdcl. cisco-x.com
{3 web-tb-win
W web2-tb-linux
| * VM Hardware |:|| ‘ »  Advanced Configuration o
~ [ eswi-3.sdct.ciscoxcom

(i app-tb-win
(3 appd-sdc1-win

(i Cent0S-3
. wp3.sdet ciscoxcom Web OpenCart This listis empty.

~ Tags | | = Custom Attributes m]

Assigned Ta; Cats Description Attribute Value

v [J esxi-4.sdct.cisco-xcom
E]}apm sdec-m.cisco-x.com
(3 Cent0S-4
(3 db3-sdci-centos
~ [ eswi-5.sdct.cisco-xcom
{5 db-tb-win
{3 db1.sdc-m.cisco-x com
£ dbd-sdc-win |~ Hotes 0| [+ Retated Objects o
(i web1.sde-m.cisco-k.com
» [TempDC Host [@ esxi-2.sdet.ciscoxcom
MNetworks &TemantEllopencarlIWebePG

Assign... Edit._=

Eqit | | Storage 8 1s0

[ ESxi-2-DataStore1

*  vApp Details o §
* VM Storage Policies (m}

~ Update Manager Compliance O | vm Storage Policies -

Status -

VM Storage Policy Compliance -

Scan Detailed Status Last Checked Date -

Check Compliance

The tag will appear in Tetration in a few minutes. Below is a simple inventory search using
the VM tag.

@ CiscoTetratiPn”  INVENTORY SEARCH % Monitoring ~ @ ~ & ~

il
I @ Total inventory: 949

& Filters @ * orchestrator_OpencCart = Web @ Create Filter

0
Showing 2 of 2 matching results Results restricted to root scopewith query VRFID =10
&
T Hostname - VRF = Address S 0§ =
a
Web-TB SecureDC 10.19.107.101 MSServer2016Datacenter
a
[ web2-tb SecureDC 10.19.107 111 CentOS ]
F

TetrationOS Software, Version 3.1.1.53
Privacy and Terms of Use.
1l I 1l I e TAC Support: hitpiwaww.cisco.comitac
cisco © 20152018 Cisco Systems. Ine. All rights reserved.
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a. Create a new Scope. Select the Gears icon in the upper right corner (1) and select Scopes

(2).

(r’? CiscoTetrati#n” DASHBOARD - FLOWS

Top Provider Hostnames

Web-TB

App-TB

Dg-T8

@ 2 Monitoring ~ 0‘-| ol -

I Lt Ken Nguyen
Ll Flows A Views P Dashboard
& & Preferences
Nov 27 3:21pm - Nov 28 3:21pm ~ + AP S
v 2 | = Scopes
o Top Provider Addresses Top Provider Ports & Users
P Roles *
a 64.100.1,197 | 443 |
64.100.1.199 | 5650 I =R Collection Rules *
64.100.1.198 123 a
M Agent Con
A 109.10.110 53 o "
239255255250 [N 1900 [
rd 139.112.153.38 | — 80 B # Maintenance
35.171.237.77 137
4532 199.189 5355 & Logout
1389.187.212 | | 8080 |
64454254 [ | 3306
: I ' ! = =

SRTT Distribution

[65.5ms - 13..
[524ms - 1.05s)
[262ms - 524ms)
[131ms - 262ms)
[32.8ms - 65.
[1.055 - 2.105)
[16.4ms - 32
[205ms-4..
[4.10ms-8...
[8.19ms - 16.

afea]n
cisco

TetratonOS Software, Version 3.1.1.53

Privacy and Terms of Use

TAC Support hED./ www Ci3co COmae

© 2015-2018 Cisco Systems. Inc. All ights resarved
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b. Select Create New Scope (1) and the Scope Details dialog box will appear. Fill in the Scope
Details (2) with the Name, Policy Priority, and Query and select Create. The query is
selecting all vCenter VMs that are tagged with the Web, App or DB attribute. Select Commit
Scope Updates (4).

/‘ CiscoTetratien 5 5 EC * Monitoring ~ @ ~ 08~
| ) 1
|t .
Commit Scope Updates Creale New Scope
&
.......... 4
1] Scope Details x Cancel
) Name OpenCart
- Description
' 3
* Policy Priority © Last .
7
Parent scope  [ECHTEWArS |
Query © * orchestrator_OpenCart = Web or
# orchestrator OpenCart = App or
# orchestrator_OpenCart = DB
;
| SecureDC NS
Filters ©

Name - Query Ability = Total Children

c. View the Scope created called OpenCart.
@ — ; e
@ CiscoTetratien : Bl © Monitoring - @ - ¢ -
L °

Commit Scope Updates Create New Scope

- | secureDC I NS
0 Filters ©
%

Name - Query Ability S Total Children =
= m % orchestrator_OpenCart =Web or 3 orchestrator_OpenCart = App or Owner 0  Edt
2 * orchestrator OpenCart = DB
# s D

]
cisco
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Create a new Application Workspace. Navigate to Applications.

0

VISIBILITY

& APPLICATIONS

SECURITY

PERFORMANCE

DATA PLATFORM

ALERTS

MAINTENANCE

>

»

news e Dashboard

ov 28 9:39pm ~

ddresses

/"? CiscoTetrati#n” DASHBOARD - FLOWS

ostnames

alaln
cisco

Top Provider Ports

443
5660
23
53
1900
80
137
5355

56185

SRTT Distribution

[65.5ms - 13..
[524ms - 1.05s)
[262ms - 524ms)
[32 8ms - 65
[131ms - 262ms)

[1.05s - 2.103)

TetrationOS Software, Version 3.1.1.53

Privacy and Terms of Use

TAC Support: hip:/Awww.cisco. comiac

© 2015-2018 Cisco Systems, inc. All rights reserved

@ * Monitoring -~ @ -~ ©f -

#
¥

o
2
ﬁ-.
#
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b. Click the Create New Application Workspace (1) and the dialog box will appear. Fill in the
Application Name and select Create Application. (2).

e ) -
& CiscoTetratien” A TION EZI5E) @ Monitoring - © - ot -
]
Enforcement History Settings ~
I 1 I Create New Application Workspacel v
0
Name Scope
* Qpencart | SecureDC (7
4 2| pescription
2 2 ¢ Dynamic Mode ©
s Create Application Cancel
Filters ©
T Dynamic = Status :  Name - Scope =  Policy Requests = Updated =~ Creator ¢ Actions
v SecureDC Rules g a 2 1:59 PM Chris McHenry B
nmim .
cisco o
c. View the Application Workspace created called OpenCart.
= —
(@ C‘SCO Tetratien” m % Monitoring ~ @ ~ O ~
Ll
Enforcement History Seftings ~
I Create New Application Workspace >
L)
Filters ©@
#
A \ Dynamic = Status 8 Name - Scope - Policy Requests ¢ Updated =~  Creator $ Actions
. v CIT  SecureDC Rules | secureDC 'Y 2 159 PM Chris McHenry o
5 v OpenCart 11:51 AM Chris McHenry o
ala]n
cisco
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a. Create a new Cluster. From the Applications screen, double click on Application OpenCart.

b. Select Create Cluster (1). A cluster user-defined-cluster (2) is created. Click Edit Cluster Query
(3) to define a query.

7 CiscoTetratizn % Monitoring ~ @ -~ © ~
- OpenCal‘t (# SECONDARY 35
| & m 'Y DYNAMIC =X Endpoints: » Start ADM Run
) ¥ Conversations [0 & Clusters (1 =F es 1 h App View [0 -
U
a Clusters © Q 1]
a Filters © 1 & Cluster: user-defined-cluster
2 Displaying 1 of 1 clusters Cluster Actions
Cluster Endpoints Confidence ~ Dynamic Approved Name g
}'2 user-gefined-cluster Description g

View Cluster Details

3 | Edit Cluster Query

Endpoints (0)
Provides (0)

Consumes (0)

a. The query dialog box will appear, provide the name and query parameters. TIP: Click the ? next
to Query for available options. Select Save when done. Note: The query must specify the VM
tag since wildcarding the VM tag for example orchestrator_opencart=* is not supported.

Edit Cluster

Name

Description

Query ©

* orchestrator_OpenCart = Web or
# orchestrator OpenCart = DB |

¥ orchestrator_OpenCart = App or
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Step 7

a. Start Application Dependency Mapping (ADM) Run. ADM is the behavior analysis process to
analyze the traffic recorded by Tetration Analytics Appliance. In a test environment, it is
important that you generate typical traffic for the hosts being analyzed prior to running ADM.
Rules will be created based on observed traffic.

(@ CiscoTetratien™ APPLICATIONS % Monitoring ~ © - & -
Lt 1 Switch Application

“  OpenCart « gz

SecureDC : OpenCart DYNAMIC EE=X5] Endpoints: 3 Last Run: 12:14 AM

éh

ko] ¥ Conversations | 105 & Clusters (1 = Policies | 16 2 Provided Services &h App View [0 I~ Policy Analysis u Enf
0
@ Clusters © Q o

a Filters ©@ e ster O Create Cluster & Cluster: OpencCart

Displaying 1 of 1 clusters Cluster Actions ol

Cluster = : Cor - Dynamic = Approved B Name OpenCan (
4 OpenCart 3 Approved v w Description (&
View Cluster Details
Query % orchestrator_OpencCart = Web
or
% orchestrator_OpenCart = App
or
* orchestrator_OpenCart = DB
Edit Cluster Query
Endpoints (3)
b. Select the desired time range for behavior analysis and select Submit ADM Run.
ﬁ C?SCOTOUE]U n APPLICATION ® Monitoring ~ © ~ o ~

2 Switch Application

*  OpenCart «
I s EITHTTEN (cwec) EITEZD Endpoints:3  LostRun: 1214 AM

o) & Conversations 105 & Clusters 4 = Policies 16 N Provided Services & App View 0 |2 Policy Analysis & Enforcement -
v
a ADM Run Configuration © Submit ADM Run
= ADM discovers security groups and policies for the members of this application using the observations in the selected time range.
a
Y -, 18,492 total observations
Nov 27 4:00pm - Nov 27 10:00pm ~ l 103MN 13 WS 17 1M 111 1A MAS 1T 110 121 123 1S 12T Showing Flow Observations
3

(Y338 SecureDC : OpencCart Time Range: Nov 27 4:00pm - Nov 27 10:00pm

Member Endpoints: 3 Show

External Dependencies >

Advanced Configurations >

Submit ADM Run
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c. After the Run is complete, view the policies by selecting the Policies tab.
/; ClSCOT@[ra[i n ATIONS % Monitoring + © ~ & ~
I OpenCart P Pronry | 3 Switch Application
, ECEHTTEN (owawc) EXIZED Endpoints:3 » Start ADM Run
“* LastRun: Nov 28, 11:57 PM
0 2 ¥ Conversations 105 & Clusters ‘1 = Policies 16 N Provided Services & App View 0 lZ Policy Analysis u Enforcement -
# ¢ = H Quick Analysis Filters © Q i
a
Absolute Policies 0 | Default Policies 15 | Catch Al [EE03
)
Windows firewalls place DENY rules on top impacting the results below. See User Guide for more information over endpoints, clusters, policies
/

Priority  Action

[ ALLOW.

Provider

[ securenc 3

Services

TCP : 80 (HTTP) 4
UDP : 53 (DNS) =
TCP : 443 (HTTPS) @
ICMP @
TCP : 3306 (MySQL) 4

Step 8

a.

Once you review the Default Policies created by ADM and determine that is the desired

enforcement policy, Select Enforcement tab and then Enforce Policies.

@ CiscoTetratien

OpenCart « gz

| SecureDC : Opencart |l

Last Run: Nov 28, 11:57 PM

k)

¥ Conversations

DYNAMIC |

105

Enforced Policy Version: [p2]

Select time range

C

J ¥ Endpoints: 3

& Clusters ‘1 = Policies /16

N Provided Services & App View [0 |2 Policy Analysis &) Enforcement -
£ Manage Alerts Stop Policy Enforcement

0~ «©-

< Monitoring ~

2 Switch Application

» Start ADM Run

] 18,913 total observations

Nov 28 11:34am - Nov 28 12:34pm ~

Filters @

Filtered @ Flow Observations v

W Pemittes

W Rejected

1014 1021

Permitted Misdropped Escaped | Rejected

R VAV 2 VAo

wn 118 125 Showing Flow Observations

Top Hostnames ~  contributing to the selected Flow

T t
1:35 1140

y
1145 1

t T t t T
1:50 1:55 2P0 1205 1210

Observations
Consumer Hostnames Provider Hostnames
Web-TB I Unknown I
App-TB I
Web-TB

DB-TB I
Unknown DRI8

o fm .‘--.’...‘. . -/. m m

LN v

U t y 1
1220 1225 1230

t
1215
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b. Completed the dialog box and select Accept and Enforce.

December 2020

Enforce Policies

Select the version of policies to enforce

Version Latest Policies v
Reason for action Enter a reason for this action (opt

Describe the new version (p3):

Name Enter a name (optional

Description Enter a descript

New host firewall rules will be inserted and any existing rules will be deleted on the relevant

hosts. Please click accept to continue
Accept and Enforce Cancel
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a. For Windows Server hosts, verify that the Windows firewall is enforcing the policies. On
Server Manager Dashboard, select Tools and Windows Firewall with Advanced Security.

[ Server Manager

B Local Server
ii All Servers

ii File and Storage Services b
@ Remeote Desktop Services b

Server Manager * Dashboard

'WELCOME TO SERVER MANAGER

‘QUICK START

[}

WHAT'S NEW

w

LEARN MORE

o Configure this local server

Add roles and features
Add cther servers to manage

Create a server group

r to cloud services

ROLES AND SERVER GROUPS

Roles: 2 | Servergroups:1 | Servers total: 1

ii File a:md Storage
Services

Remote Desktop
1 c
® Services

@ Manageability
Events

Services

@ Manageability
Events

Services

@1 F

Component Services

Manage

Computer Management
Defragment and Optimize Drives
Disk Cleanup

Event Viewer

iSCSI Initiator

Memary Diagnostics Taol
Microsoft Azure services

‘ODBC Data Sources (32-bit)
‘ODBC Data Sources (64-bit)
Perfarmance Monitor

Print Management

Remote Desktop Services
Resource Monitar

Security Configuration Management
services

Services For Network File System
System Configuration

System Information

Task Scheduler

Tools

View

Hide

Windows Firewall with Advanced Security

Windows PowerShell
‘Windows PowerShell (x86)
Windows PowerShell ISE
Windows PowerShell ISE (x86)

Windows Server Backup
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b. View the enforcement rules Tetration pushed down in the Inbound and Outbound Rules. All

the rules will be prefixed with “Tetration”

P Windows Firewall with Advanced Security
File Action View Help
o 2am = B

P Windows Firewall with Advance [[ISSRRTI

SRR RRR AR RRRE] (R MRR RN RRRRRE
§Z¥¥§§§§§§§§§§§§§"E§§§§§§§Z~§§§E§§Z~§§§S¥§§

10.19.107.101

10.9.10.100, 10..

109.10.19

@ Tetration Rule 47 Tetration Policy Group Any 10.19.107.101

O Tetration Rule 49 Tetration Policy Group ~ Private  Yes. Any 10.19.107.101  109.10.102

@ Tetration Rule S Tetration Policy Group  Private  Yes Any 1019107101 10.19.107.101, 1., TCP Any 3306, 8080
@ Tetration Rule 51 Tetration Policy Group ~ Private  Yes Any 10.19.107.101  105.10.100,10... TCP 443 Any

@ Tetration Rule 53 Tetration Policy Group ~ Private  Yes Any 101907101 109.10.100,10.. UDP  53,137-.. Any

@ Tetration Rule 56 Tetration Policy Group ~ Private  Yes Any 2001:0:9d38:... Any Tce 80,443,.. Any

O Tetration Rule 58 Tetration Policy Group ~ Private  Yes Any Any TP Any 80, 443, 5660
O Tetration Rule 60 Tetration Policy Group ~ Private  Yes Any - Any uop 53,123 Any

@ Tetration Rule 62 Tetration Policy Group ~ Private  Yes. Any w Any uopP Any 83,123

@ Tetration Rule 64 Tetration Policy Group ~ Private  Yes Any Any ICMPW  Any Any

O Tetration Rule 66 Tetration Policy Group ~ Private  Yes Any . Any ICMPvd  Any Any

O Tetration Rule 7 Tetration Policy Group ~ Private  Yes. Any 10.19.107.101  10.19.107.101, .. UDP  123,137.. Any

@ Tetration Rule 9 Tetration Policy Group ~ Private  Yes Any 10.19.107.101  Any UDP  Any 123,137,443
@ Tetration SeifRule 1 Tetration Policy Group ~ Private  Yes Any Any 255255255255  Any Any Any

@ Tetration SelfRule 11 Tetration Policy Group ~ Private  Yes Any Ay 10.19.107.255 Any  Any Any

@ Tetration SeifRule 3 Tetration Policy Group ~ Private  Yes Any Any 2240004 Any Any Any

O Tetration SeifRule 5 Tetration Policy Group ~ Private  Yes Any  Any #00:=/8 Any  Any Any

= Mm Name Group Profile  Enabled Progr.. Local Address RemoteAddress Protoc.. LocalPort RemotePort Authorized Users
& Connection Securty Rules || @ Tetration GoldenRule 1 Tetration Policy Group ~ Private  Yes Any  Any 64100.1.198-64... TCP  Any 5660

5 B, Monitoring @ Tetration GoldenRule 3 Tetration Policy Group ~ Private  Yes. Any Any 64.100.1.198-64.... TCP Any 5640
© Tetration GoldenRule 5 Tetration Policy Group ~ Private  Yes Any  Any 64.100.1.197 TP Any a3
@ Tetration Rule 1 Tetration Policy Group ~ Private  Yes Any 1019107101 64.100.1.0/24 TP Any 443, 5660
O Tetration Rule 11 Tetration Policy Group ~ Private  Yes Any 1019107101 1019.107.101,1.. TCP 80,443  Any
@ Tetration Rule 13 Tetration Policy Group  Private  Yes Any 1019107101 Any TP Any 0,483
@ Tetration Rule 15 Tetration Policy Group ~ Private  Yes Any 1019107101 109.10.110,10.. UDP  Any 53
@ Tetration Rule 17 Tetration Policy Group ~ Private  Yes Any 1019107101 Any TP 80,8080 Any
O Tetration Rule 19 Tetration Policy Group ~ Private  Yes Any 101907101 10.19.107.101,1.. TP Any 0, 8080
O Tetration Rule 21 Tetration Policy Group ~ Private  Yes Any 1019107101 Any UDP 123,137 Any
@ Tetration Rule 23 Tetration Policy Group ~ Private  Yes Any 1019107101 10.19.107.101,1.. UDP  Any 123,137
@ Tetration Rule 25 Tetration Policy Group  Private  Yes Any 1019107101 Any ICMPVS  Any Any
O Tetration Rule 27 Tetration Policy Group ~ Private  Yes Any 1019107101 10.19.107.101, 1. ICMPW  Any Any
@ Tetration Rule 29 Tetration Policy Group ~ Private  Yes Any 1019107101 Any TP 80,443,.. Any
O Tetration Rule 3 Tetration Policy Group ~ Private  Yes Any 1019107101 10.19.107.101, 1. TCP 3306,80.. Any
@ Tetration Rule 31 Tetration Policy Group ~ Private  Yes Any 1019107101 Any TP Any 80, 443, 5660
O Tetration Rule 33 Tetration Policy Group ~ Private  Yes Any 1019107101 Any UDP 53,123 Any
O Tetration Rule 35 Tetration Policy Group ~ Private  Yes Any 1019107101 Any UDP  Any ,
© Tetration Rule 37 Tetration Policy Group ~ Private  Yes Any 10.19.107.101  Any ICMPW Ay
@ Tetration Rule 39 Tetration Policy Group  Private  Yes Any 1019107101 109.10.100,10... TCP  Any
@ Tetration Rule 41 Tetration Policy Group  Private  Yes Any 1019107101 10910100, 10... ICMPW Any
O Tetration Rule 43 Tetration Policy Group Any Any

IRERRRRRRRRRRRERR] IRRRRRERRERRRRRERREREE]

Step 10

a. For Cent-0OS Linux hosts, verify Cent-OS firewall is enforcing the policies as expected.
Issue the “iptables -S” command to see the policy pushed by Tetration Analytics Appliance.

All rules will be prefixed “TA_” prefix.

[root@web2-tb ~]# iptables -S
-P INPUT DROP

-P FORWARD ACCEPT

-P OUTPUT DROP

-N TA_CAST

-N TA_DROP

-N TA_GOLDEN_INPUT

-N TA GOLDEN OUTPUT

TA_INPUT

N TA_OUTPUT

-A INPUT -j TA GOLDEN INPUT

-A INPUT -j TA_INPUT

-A INPUT -j TA CAST

-A INPUT -j NFLOG --nflog-group 560880

-A OUTPUT -j TA GOLDEN OUTPUT

OUTPUT -j TA OUTPUT

OUTPUT -j TA CAST

-A OUTPUT -j NFLOG --nflog-group 56880

TA_CAST -m addrtype --dst-type BROADCAST -j ACCEPT

-A TA CAST -m addrtype --dst-type MULTICAST -j ACCEPT

-A TA CAST -j RETURN

-A TA DROP -j NFLOG --nflog-group 50660

TA_DROP -j DROP

-A TA GOLDEN INPUT -i lo -j ACCEPT

TA_GOLDEN_INPUT -p tcp -m set --match-set ta bl1a75d589e301459a6fb969ff60 src -m multiport --sports 5660 -m conntrack --ctstate ESTABLISHED -j ACCEPT
TA_GOLDEN_INPUT -p tcp -m set --match-set ta_f5a83dd0cb816615ab0dd968ed3e src -m multiport --sports 5640 -m conntrack --ctstate ESTABLISHED -j ACCEPT
-A TA GOLDEN_INPUT -p tcp -m set --match-set ta 61ce598¢76a8d629f3a8288b461d src -m multiport --sports 443 -m conntrack --ctstate ESTABLISHED -j ACCEPT

z=

S

>

>3

>

-A TA GOLDEN_INPUT -
-A TA_GOLDEN OUTPUT
-A TA GOLDEN OUTPUT
-A TA_GOLDEN OUTPUT
-A TA_GOLDEN OUTPUT
-A TA_GOLDEN_OUTPUT

>

j RETURN
-0 lo -j ACCEPT

-p tcp -m set --match-set ta bl1a75d589e301459a6fb969ff60 dst
--match-set ta f5a83dd0cb816615ab0dd968ed3e dst
-p tcp -m set --match-set ta_61ce598c76a8d629f3a8288b461d dst

-p tcp -m set
-§ RETURN

-A TA_INPUT -p tcp -m set --match-set ta 4327ad3e3a2174b2acd49d6266c2 src -m set
state ESTABLISHED -m comment --comment "Policyld=5bfefla9497d4f422fdef82d" -j ACCEPT
-A TA INPUT -p tcp -m set --match-set ta a8312bObf8e54ca326c9291073b2 src -m set --match-set ta d39506a842bc089e9657d81b%a5f dst -m multiport --dports 3306,8080 -m conntrack
tstate NEW,ESTABLISHED -m comment --comment “"PolicyId=5bfefla9497d4fd422fdef82b" -i ACCEPT

-m multiport
-m multiport

--dports 5660 -m conntrack

--ctstate NEW,ESTABLISHED -j ACCEPT
--dports 5640 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT
-m multiport --dports 443 -m conntrack --ctstate NEW,ESTABLISHED -j ACCEPT

--match-set ta d39506a842bc089e9657d81b9a5f dst -m multiport --sports 443,5660 -m conntrack -
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send NetFlow records to the =
Stealthwatch Flow Collector
2] U Spine

ACI Multi-Site Analytics Cluster
Orchestrator Cluster

Cluster —_—
&) @ A
== !

Firepower Firepower
Management

=
. 2 Flr:gc;vvu\”er Database Zone
Stealthwatch Stealthwatch Servers Tefration
Management Flow Collector 2gen & AMPE

Secure Data Center Design Guide | Validation Testing | Test Case 4 December 2020

Test Case 4 - Stealthwatch and Tetration

The “pivot” or “cross launch” from Stealthwatch to Tetration was tested and the details of the
implementation are provided. This integration also involved enabling the sending of NetFlow
records on data center appliances to Stealthwatch Flow Collector. NetFlow was enabled on the
VMware vSphere Distributed Switch (VDS), Nexus 9300 switches and Firepower Threat
Defense in the secure data center design.

About NetFlow

The NetFlow technology provides the metering base for a key set of applications, including
network traffic accounting, usage-based network billing, network planning, as well as denial of
services monitoring, network monitoring, outbound marketing, and data mining for both service
providers and enterprise customers. Cisco provides a set of NetFlow applications to collect
NetFlow export data, perform data volume reduction, perform post-processing, and provide
end-user applications with easy access to NetFlow data.

Test Description:

1. On the NetFlow enabled appliances (VMware VDS, Nexus 9300 and Firepower NGFW)
enable NetFlow and deliver the NetFlow records to Stealthwatch Flow Collector

! .

TO EDGE TO WAN TO Intersite Network

Intersite
Network

Configure NetFlow enabled appliances to

M LIEY pine Web Zone Servers
Tetration Agent &
Hyperflex \__ AMP4E J

Tetration

App Zone Servers

NGFW Tetration Agent &

Center VMware vSwitch

. Biz Use Cases
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2. Generate traffic to the applications from different users with various access types (i.e.
campus, branch, Internet)

Intersite
Network

TO EDGE TO Intersite Network

Secure Data Center
Generate traffic to the applications from

[7 . . . / =\
(—- different users with various access types @
\ l - — H
Tetration APIC Web Zone Servers
ACI Multi-Site Analytics Cluster Tetration Agent &
Orchestrator Gluster HyperFlex \ AMPAE J
Cluster /—\
=
Firepower Firepawer Distribution Fabric %;I:mzu%r:'ef;r:fg
Mafé?netgem NGFW Switch L3 Switch Interconnect flon 1a¢
Fir';zg(;wwer Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services \_Agent & AMPAE_/
Consale Services Engine Core ACI Biz Use Cases

3. View the results in Stealthwatch Management Console

Intersite
Network

WAN

TO EDGE TO WAN TO Intersite Network

Secure Data Center

@

=D
G1)

@

Tetration
Analytics

APIC
Cluster

ACI Spine Web Zone Servers
Tetration Agent &
HyperFlex AMPAE

Cluster

View the results in Stealthwatch —
Management Console

ACI Leaf
Fabric

Distribution .
Switch L3 Switch Interconnect

App Zone Servers
Tetration Agent &
AMPAE

™)

Fiﬁé?”wer Database Zone

Stealthwatch Stealthwatch Identity Servers Tetration

Management Flow Collector Services \ Agent & AMPAE /
Corscle Services Engine Core ACI Biz Use Cases

Management
Center

X

Stealthwatch and Tetration Integration

The Stealthwatch and Tetration integration involves using the Stealthwatch External Lookup
feature. This feature allows you to pivot or cross launch from Stealthwatch to Tetration to view
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additional information about an IP address. External lookups to Tetration: Source IP and Target
IP are available. You can launch Tetration directly from the Stealthwatch Management Console
(SMC) Desktop Client or the SMC Web App. For more information refer to:
https://www.Cisco.com/c/dam/en/us/td/docs/security/stealthwatch/management console/exte

rnal _lookup/SW_7 0 External Lookup DV 1 0.pdf.

Procedure

Step 1 Create the following two text files: Tetration (Source IP).config and Tetration
(Target IP)

Step 2 Access the External Lookup configuration on SMC

Step 3 Add Tetration (Source IP) External Lookup

Step 4 Add Tetration (Target IP) External Lookup

Step 5 Use Tetration (Source and Target IP) External Lookup

Step 1

a. Create Tetration (Source IP).config text file. This file is required for the configuration of this

feature. Create this text file Tetration (Source IP) v4.txt. Make sure the file is accessible by
the Stealthwatch Management console.

def String query ="";

// base https://<TetrationAnalyticslPaddress/#/host/profile/10/<ip_address>
/| parameter- IP

/] attribute- source IP address
vendorValues.each { valueOperand ->

/lquery +="/";

no,
)

def String convertedStr =

if (valueOperand.getFromValue() instanceof String || valueOperand.getFromValue()
instanceof Integer) {

convertedStr = valueOperand.getFromValue().toString();

}
String.valueOf('java.lang.Integer');
query += URLEncoder.encode(convertedStr," UTF-8");

%

query = baseUrl + query + "o :
return query;
(here is the full contents of Tetration (Target IP) v4.txt):

def String query =" ";
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b. Create Tetration (Target IP).config text file. This file is required for the configuration of this
feature. Create this text file Tetration (Target IP) v4.txt

/] base https:// TetrationAnalyticsIPaddress/#/host/profile/10/<ip_address >
/| parameter- IP

/] attribute- target IP address
vendorValues.each { valueOperand ->
/lquery +="/";

def String convertedStr =" ";

if (valueOperand.getFromValue() instanceof String || valueOperand.getFromValue()
instanceof Integer) {

convertedStr = valueOperand.getFromValue().toString();

}

String.valueOf('java.lang.Integer');

query += URLEncoder.encode(convertedStr," UTF-8");
I3

query = baseUrl + query +

return query;
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Step 2
Access the External Lookup Configuration on SMC. Connect to SMC with administrator
rights and navigate to the wheel on the upper right corner (1) and select External Lookup

a.

Configuration (2).

~ DT

1
e @ Desktop Client v

~ DH

Global Settings
Central Management
Packet Analyzer Configura...

UDP Director Configuration

External Lookup Configura...

User Management

b. Select Add External Lookup back on the next screen.

December 2020

alap.  Stealthwatch
cisco

Dashboards Monitor Analyze

External Lookup @

+ Name

DShield.org (Source IP)
DShield.org (Target IP)

Talos Reputation (Source IP)
Talos Reputation (Target IP)
Host Report (Source IP)

Host Report (Target IP)
OpenDNS Investigate (Source IP)

OpenDNS Investigate (Target IP)

External Lookup Configuration

+ Enabled

@) cnABLED
@ enaBLED
@ enaBLED
@ enaBLED
@ enaBLED
@) EnABLED
@ enaBLED
@ enaBLED

Tetration (Source IP)

Tetration (Target IP)

@ enaBLED
@) EnABLED

1

0 0 0 =D

Jobs Configure Deploy

Actions

Add External Lookup
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Step 3

a. Add Tetration (Source IP) External Lookup. Set the Name to Tetration (Source IP), set the
URL for your Tetration Analytics Appliance. Setup the Query Parameter Mapping section.
Set the Parameter Name to “/”, set the Stealthwatch Attribute Name to Source IP Address.
Browse to find the Tetration (Source IP).config file and select Save.

N Stealthwatch

@00

Dashboards Monitor Analyze Jobs Configure Deploy

External Lookup Configuration

External Lookup @ +

Add External Lookup

External Lookup : Tetration (Source IP) @

NAME: *

I Tetration (Source IP) I nable lookup of internal IP addresses

BASE URL: *

/H/host/profile/10/

QUERY PARAMETER MAPPING:

PARAMETER NAME: STEALTHWATCH ATTRIBUTE NAME:

+
/ Source IP Address ] Required

URL SCRIPT BUILDER FILE UPLOAD: ©

i |

Browse

Cance'
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Step 4

a. Add Tetration (Target IP) External Lookup. Set the Name to Tetration (Target IP), set the
URL for your Tetration Analytics Appliance. Setup the Query Parameter Mapping section.
Set the Parameter Name to “/”, set the Stealthwatch Attribute Name to Target IP Address.
Browse to find the Tetration (Target IP).config file and select Save.

A, Stealthwateh 000

Dashboards Monitor Analyze Jobs Configure Deploy

External Lookup Configuration

External Lookup @ +

Add External Lookup

External Lookup : Tetration (Target IP) @

NAME: *

I Tetration (Target IP) I nable lookup of internal IP addresses

BASE URL: *

/#/host/profile/10/

QUERY PARAMETER MAPPING:

PARAMETER NAME: STEALTHWATCH ATTRIBUTE NAME:

/ Target IP Address

[[] Required

URL SCRIPT BUILDER FILE UPLOAD: @

Browse

[ |
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a. Use Tetration (Source IP) External Lookup. Select the sphere next to the Source IP address
that you want to investigate further in Tetration (1)->External Lookup(2)->Tetration (Source

IP)(3).
A, Stealthwatch ¢
CISCO
Dashboards Monitor Analyze Jobs Configure Deploy
ey
View Flows Edit
Inside Hosts | Top Reporis ;
I External Lookup >|
Current Filters Host ] , 3 Host Report (Source IP)
Show Effective Policy
Tetration (Source IP)
No Filters Selected Sortec g on (T P
Clear Al Subject IP: 10.19.108.101  Tetration (Target IP)
from: 11/05 6:43 AM
) 10 to:11/056:48 AM i seassm
Filter Results By: A0 CINCO-X-CON):
1
10.19.108.101 app.tb.cisco-x.com.
HOST GROUPS v
10.18.107.102 (& web2.sdc-m.cisco-x.com.

b. Tetration Analytics should open in a new browser tab. If currently not logged in, you will
need to log in. The Host Profile for the Source IP address is shown.

Experimental Groups
Internal?

User Annotations

Bandwidth

Traffic Volume

W Total Bytes

Count

@& CiscoTetration Analytics

Long-lived Processes

[
Nov 4 6:49am - Nov 56:49am ~
&
Haost Profile
L)
Hostname
4 P
~ Scope
Enforcement Groups

Host Profile

Agent Profile

App-TB Last Check-in
SW Version

m\ .1 more @ SW Deployed

SecureDC Agent Type

SecureDC 0OS Platform

@ ves Data Plane

None

Packages Process Snapshot Agent Configuration Interfaces

Total Bytes  Total Packets

o -

?~

Nov 52018 06:36:42 am (PST)
& 2.3.1.50.win64-enforcer

Oct 31 2018 02:16:04 pm (PDT)
Enforcement
IMSServer2016Datacenter

@ Enabled

M Agent Stals U Enforcement U Container Enforcement

T
12PM

T
08 PM

Time

T
Men 05
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c. Use Tetration (Target IP) External Lookup. Select the sphere next to the Target IP address
that you want to investigate further in Tetration (1)->External Lookup(2)->Tetration (Target
IP)(3). This will show the Host Profile for the Target IP address in Tetration.

alap. Stealthwatch G
CISCO .
Dashboards Monitor View Flows Edit Configure Deploy
2\ Top Reports >
Inside Hosts (11& IExternaI Lookup >|

Host Report (Source IP)

Show Effective Policy )
3 Tetration (Source IP)

Current Filters Hos .
Subject IP: 10.9.10.101 | Tetration (Target IP) |

No Filters Selected Sorl from: 11/05 6:45 AM
Clear All . ? .
to: 11/05 6:50 AM “ Host Name
1
Filter Results By: 10.9.10.101 D ad.cisco-x.com.
10.19.108.101 & app.tb.cisco-x.com.
HOST GROUPS v

NetFlow was enabled on the following appliances to provide visibility for Stealthwatch in the
data center:

. F
irepower Threat Defense 4100/9300

. A
Cl - Nexus 9300

. V

Mware vSphere Distributed Switch (VDS)

The guidance we used for enabling NetFlow on those products is provided below.

Firepower Threat Defense and NetFlow

To configure NetFlow on Firepower Threat Defense, you need to use Firepower Management
Center and configure NetFlow using FlexConfig. The first link is the process we followed. The
second link is a recommended link on FlexConfig in general.

Configuring NetFlow Secure Event Logging (NSEL) on Cisco Firepower Threat Defense
https://community.Cisco.com/t5/security-documents/configuring-nsel-netflow-on-Cisco-
firepower-threat-defense-ftd/ta-p/3646300

Firepower Management Center FlexConfig Overview:
https://www.Cisco.com/c/en/us/td/docs/security/firepower/620/configuration/guide/fpmc-
config-quide-v62/flexconfig policies.html
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Step 1

a. Create two FlexConfig Objects that will be used to enable NetFlow on Firepower Threat
Defense, Netflow_Add_Destination_SDC and Netflow_Set_Parameters. To create a
FlexConfig Object in Firepower Management Center, navigate to Devices-> FlexConfig and
select plus sign to create FlexConfig Object.

Overview Analysis Policies m Objects AMP Intelligence L stem Helpv admin v
Device Management NAT VPN ¥ Qos Flatform Settings Certificates
[FTD-FlexConfig (_previen contg | (@ corce

|®] Policy Assignments (2)

Available FlexConfig © T selected Prepend FlexConfigs

x # Name Description

# il User Defined
[l MDS-TCP-MAR-SXP
[Cl MDS-TCP-MAP-SXP_Remove

# ) System Defined [ selected Append FlexConfigs

(-l Default_DNS_Configure ] Name Description
7| Default_nspection_Protocol_Disable

1 Netflow_Add_Destination_SDC Create and configure a NetFlow export destination. 0
Default_Inspection_Protocol_Enable

[2] DHCPy6_Prefix_Delegation_Configure 2 Netflow_Set_Parameters Set global paramaeters for NetFlow export. G
T oHCPv6_Prefix_Delegation_UnCanfigure

b. Create FlexConfig Object Netfow_Set_Parameters FlexConfig.

View FlexConfig Object ? X
Description: Set global parameters for NetFlow export
- : Deployment: | ¢ v | Type: |Append v
"
Variables -
Name Dimension Default Value Property (Ty...  Override Description
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c. Create FlexConfig Object Netfow_Add_Destination_SDC FlexConfig.

View FlexConfig Object ? ®

Name: I w_Adld stination_SD( I

Description:

Variables -

Name Dimension Default Value Property (Ty... Override Description

ACI| and NetFlow

This guidance in this section is based on the reference Cisco APIC and NetFlow,
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b KB Cisco AP
C_and NetFlow.html.

Overview:

Step 1 - Configure NetFlow or Tetration Analytics Priority
Step 2 - Configuring a Tenant NetFlow Exporter Policy
Step 3 - Configuring a Tenant NetFlow Record Policy
Step 4 - Configuring a Tenant NetFlow Monitor Policy
Step 5 - Deploy NetFlow Monitor Policy

Step 1
Configure NetFlow or Tetration Analytics Priority

About NetFlow and Cisco Tetration Analytics Priority

As far the Cisco Application Centric Infrastructure (Cisco ACI) hardware is concerned,
NetFlow and Cisco Tetration Analytics use the same ASIC building blocks to collect data.
You cannot enable both features at the same time. NetFlow or Tetration Analytics must be
explicitly enabled before configuring and deploying the related policies. The default is
Tetration Analytics.

If the Cisco APIC pushes both Cisco Tetration Analytics and NetFlow configurations to a
particular node, the chosen priority flag alerts the switch as to which feature should be
given priority. The other feature’s configuration is ignored. We tested NetFlow on the Nexus
9300 Leaf switches for use by Stealthwatch. Tetration enforcement agents are deployed on
all the workloads in the data center.
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Procedure

Step 1 On the menu bar, select Fabric > Fabric Policies.

Step 2 In the Navigation pane, select Policies > Monitoring > Fabric Node
Controls.

Step 3 In the Work pane, select Right-Click > Create Fabric Node Control

Step 4 In the Create Fabric Node Control dialog box, enter the name, and
select NetFlow Priority in the Feature Selection section. The default
value is Analytics Priority which is Cisco Tetration Analytics.

Step 5 Click Submit.

Step 6 Associate the fabric node control policy to the appropriate fabric policy

group and profile.

The figure below shows how you confirm that the Fabric Node Control is set to NetFlow-
Priority.

casco  APIC

Systemn Tenants L Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Imventory Fabric Policles | Access Policies

Policies & = © | Fabric Node Control - NetFlow-Priority

C» quick Stan

Name: NatFlow-Priority
Description:  apticnal
Enable DOM: ]
Feature Selection:  Analytics Priority Netflow Priarity Telemetry Pricrity

7
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Step 2
Configuring a Tenant NetFlow Exporter Policy Using the GUI

About NetFlow Exporter Policies
An exporter policy (netflowExporterPol) specifies where the data collected for a flow must be

sent. A NetFlow collector is an external entity that supports the standard NetFlow protocol and
accepts packets marked with valid NetFlow headers.

Procedure

Step 1 On the menu bar, select Tenants > All Tenants.

Step 2 In the Work pane, double-click the tenant's name.

Step 3 In the Navigation pane, select Tenant Tenant_Name > Policies >
NetFlow.

Step 4 Right-Click NetFlow Exporters and select Create External Collector
Reachability.

Step 5 In the Create External Collector Reachability dialog box, fill in the fields

as required, except as specified below:

a. For the NetFlow Exporter Version Format buttons, Version 9 is the
only supported choice.

b. For the EPG Type check boxes, you can leave the boxes
unchecked, or you can put a check in one box. You cannot put a
check in multiple boxes.

The figure below shows the configuration of a NetFlow Exporter named StealthWatchCollector.
The Source Type is OutOfband Management (8), the IP address of the StealthWatch Flow
Collector is 10.9.10.32(9), select NetFlow Version 9(10), select the Associated EPG for the
Tenant with <tenant-name>(12), select the Associated EPG for the Application EPG with Web-
EPG(13) and select the Associated VRF with <VRF-name>(14).

casco  APIC

System] ERGLELSY Fabric Virtual Networking L4-L7 Services Admin Operations Apps
ALL TENANTS | AddTenant | TenantSearch: [ENISO oSN | common | L3out-service-PBR | Tenant8 | mgmt | Tenantl

o This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

Tenant L3out-service-PBR @ = o External Collector Reachability - StealthWatchCollector

Name: StealthWatchCollector

Description: |optionz

Source Type: 1d Management |+ | §

Source IP Address: 0

Destination Port: | 2055 ~

Destination IP Addres:

QoS DSCP Value: |Voic
NetFlow Exporter Version Format: | Cisco proprietary version 1

EPG Type: :p ErG 11

Associa ted EPG |L3Lu: service-PBR |v | dpress-SF/Web-E -;'|v 13
12% -

7 | B seamwarchcoliector
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Step 3
Configuring a Tenant NetFlow Record Policy

About NetFlow Record Policies

A record policy (netflowRecordPol) lets you define a flow and what statistics to collect for each
flow. This is achieved by defining the keys that NetFlow uses to identify packets in the flow as
well as other fields of interest that NetFlow gathers for the flow. You can define a flow record
with any combination of keys and fields of interest. A flow record also defines the types of
counters gathered per flow, and you can configure 32-bit or 64-bit packet or byte counters.

Procedure

Step 1 On the menu bar, select Tenants > All Tenants.

Step 2 In the Work pane, double-click the tenant's name.

Step 3 In the Navigation pane, select Tenant Tenant_Name >
Policies > NetFlow.

Step 4 Right-Click NetFlow Records and select Create Flow Record.

Step 5 In the Create NetFlow Record dialog box, fill in

the fields as required, except as specified below:

For the Collect Parameters drop-down list, you
can select multiple parameters.

For the Match Parameters drop-down list, you
can select multiple parameters.

If you select multiple parameters, your choices
must be one of the following combinations or a
subset of one of the combinations:

Source IPv4, Destination IPv4, Source Port,
Destination Port, IP Protocol, VLAN, IP TOS

Source IPv6, Destination IPv6, Source Port,
Destination Port, IP Protocol, VLAN, IP TOS

Ethertype, Source MAC, Destination MAC, VLAN

Source IP, Destination IP, Source Port,
Destination Port, IP Protocol, VLAN, IP TOS,
where Source IP/Destination IP qualifies both
IPv4 and IPv6.

The figure below shows the NetFlow Record that we used StealthWatchFloRec. The Collect
Parameters (8) and Match Parameters (9) are shown below.
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casco APIC

Systemn 1 JRELET] | Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALL TENANTS | Add Tenant | Tenant Search: {E | common | L3out-service-PBR TenantB | mgmt | Tenantl

o This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

- ] - . = ~ < : At ~
Tenant L3out-service-PBR @ = ©  Flow Record - StealthWatchFloRec
> C» Quick Start
3| ﬁ Tenant L3out-service-PBR |
> Application Profiles
> Networking Properties
5 Contracts Name: StealthWatchFloRec
Description: | optional
s
> Protoco
N Collect Parameters: |Bytes counter = Pkts counter = ~
T hoot
founiesnes Pkt disposition x| Sampler ID (=
) Host Protection 8 Source Interface (x/ TCP flags =
> Monitoring First pkt timestamp 1=
Recent pkt timestamp =
5
» NetFlow Monitors

Match Parameters: | Destination IPv4 |x ~

v NetFlow Records
Bl StealthWatchFloRec

> NetFlow Exporters

Destination Port (x| IP Protocol =
9 Source IPv4 = | Source Port (x
l IPTOS =

> Services

Step 4
Configuring a Tenant NetFlow Monitor Policy

The following procedure configures a tenant NetFlow monitor policy using the advanced

GUI mode.

Procedure

Step 1 On the menu bar, select Tenants > All Tenants.

Step 2 In the Work pane, double-click the tenant's name.

Step 3 In the Navigation pane, select Tenant Tenant_Name > Policies >
NetFlow.

Step 4 Right-Click NetFlow Monitors and select Create Flow Monitor.

Step b In the Create NetFlow Monitor dialog box, fill in the fields as
required.

You can associate a maximum of two flow exporters with the
monitor policy.
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The figure below shows the NetFlow Monitor policy called StealthWatchMon that we tested. It is
associated to the flow record called StealthWatchFloRec(7).

NI
cisco

System 1

ALL TENANTS

APIC

Tenants Fabric

| Add Tenant

| Tenant Search: g r |

Virtual Networking L4-L7 Services Admin

L3out-service-PBR

Operations

Apps

TenantB | | Tenantl

mgmt

o This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

Tenant L3out-service-PBR G = o

> O Quick Start

3| v % Tenant L3out-sen

ce-PBR |

Application Profiles

Troubleshoot

Properties

NetFlow Monitor - SteathWatchMon

Name: SteathWatchMon

Description: | optional

Associated Flow Record: | SERINEENIRLTEE °

Associated Flow
Exporters:

@7

~ NetFlow Exporter

StealthWatchCollector
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Monitor Policy created previously.

Step 5

Deploy NetFlow Monitor Policy

Procedure

Step 1 On the menu bar, select Tenants > Tenant_Name

Step 2 In the Navigation pane, select Tenant Tenant_Name > Networking >
External Routed Networks > Network_name > Logical Node Profiles
> Interface_Profile_Name.

Step 3 In the Work pane, click Policy and General.

Step 4 Click the + on the NetFlow Monitor Policies.

Step 5 Select the appropriate NetFlow IP Filter Type and select the NetFlow
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The figure below shows how the NetFlow Monitor Policy is deployed on the L30ut(10).

alaln
cisco

APIC

System 1 RCLERE] Fabric

ALLTENANTS |

Add Tenant | Tenant Search: [IETIEREI]

Virtual Networking

Q0000

L4-L7 Services Admin Operations Apps

| L3out-service-PBR | TenanmtB | infra | Tenantl

o This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes here.

Tenant L3out-service-P - = ©

Logical Interface Profile - PBR-L3-EXT-IntProfile 00

> O Quick Start = Policy Faults History
3 |~ B8 Tenant Laout-service-PBR —
> Il Application Profiles General Routed Sub-Interfaces  Routed Interfaces sV
—_—
41 Networking
+ -
> Bridge Domains o r %
> VRFs Properties
Name: PBR-L3-EXT-IntProfil -
> External Bridged Networks e
Description: |optional
5 I - External Routed Networks
> Route Maps/Profiles
Alias:
> t Rules for Route Maps «
> Match Rules for Route Maps
o Egress Data Plane Policing Policy: |select a value
6 |- B sue-130ut-Sitel
- o Ingress Data Plane Policing Policy: |select a value
- Logicel Node Froes PIM Interface Policy: |select an option ~
7|~ B eer-L3-noDE IGMP Policy: [select an option ~ 9
- Logical Interface Profiles NetFlow Monitor Policies: m
I 8 |> = PBR-L3-ExT-IntProfile | « NetFlow IP Filter Type NetFlow Monitor Policy
> Configured Nodes 10 | pvd type SteathWatchMon I
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VMware vSphere Distributed Switch (VDS) and NetFlow

There are two possibilities when you are enabling NetFlow on VMware VDS:

. D
eploy NetFlow with ACI on VMware VDS
. D

eploy NetFlow without ACI on VMware VDS

Deploy NetFlow with ACI on VMware VDS

In this case you would configure NetFlow in APIC as it has a connection to VMware vCenter
as a Virtual Machine Manager (VMM). The following guidance was based on the guidance in
ACI Virtualization Guide 3.2(2),
https://www.Cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/3~-
x/virtualization/b ACI Virtualization Guide 3 2 2/b ACI Virtualization Guide 3 2 2 cha
pter 010.html.

Steps:

Configuring a NetFlow Exporter Policy for VM Networking Using the GUI
Consuming a NetFlow Exporter Policy Under a VMM Domain Using the GUI
Enabling NetFlow on an Endpoint Group to VMM Domain Association Using the GUI

Configuring a NetFlow Exporter Policy for VM Networking Using GUI

The following procedure configures a NetFlow exporter policy for VM networking.

Procedure

Step 1 On the menu bar, select Fabric > Access Policies.

Step 2 In the navigation pane, expand Policies > Interface > NetFlow.

Step 3 Right-Click NetFlow Exporters for VM Networking and
select Create NetFlow Exporter for VM Networking.

Step 4 In the Create NetFlow Exporter for VM Networking dialog box, fill in
the fields as required.

Step 5 Click Submit.
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The figure below shows the VMM External Collector Reachability policy SWVMM. The
Destination IP Address is to the Stealthwatch Flow Collector 10.9.10.32(7), Destination Port(8),
and Source IP address of the NetFlow traffic 10.16.6.151(9).

af]n
cisco’ APIC Q0000
System Tenants 1|14 Virtual Networking L4-L7 Services Admin Operations Apps
® = © VMM External Collector Reachability - SWWMM @ @
lodul o X =Ry
Name: SWVMM
Description: opt 3
4 terf
Destination IP Address: [10.9.10.32 7
> Link Leve
Destination Port: 2055 8
5 Priority Flow Contr —
G Source IP Address: |10.16.6.151 9
> bre Channel Interfa
> CDP Interface
> LLDP Interfa
5 [Cinerer |
(v

Consuming a NetFlow Exporter Policy Under a VMM Domain Using the GUI

The following procedure consumes a NetFlow exporter policy under a VMM domain using

the GUL.

Procedure

Step 1 On the menu bar, select Virtual Networking > Inventory.

Step 2 In the Navigation pane, expand the VMM Domains folder, Right-
Click VMware, and select Create vCenter Domain.

Step 3 In the Create vCenter Domain dialog box, fill in the fields as

required, except as specified:

a. Inthe NetFlow Exporter Policy drop-down list, select the
desired exporter policy or create a new one.

b. In the Active Flow Timeout field, enter the desired active
flow timeout, in seconds. The Active Flow
Timeout parameter specifies the delay that NetFlow waits
after the active flow is initiated, after which NetFlow sends
the collected data. The range is from 60 to 3600. The
default value is 60.
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c. Inthe Idle Flow Timeout field, enter the desired idle flow
timeout, in seconds. The Idle Flow Timeout parameter
specifies the delay that NetFlow waits after the idle flow is
initiated, after which NetFlow sends the collected data. The
range is from 10 to 300. The default value is 15.

d. (VDS only) In the Sampling Rate field, enter the desired
sampling rate. The Sampling Rate parameter specifies how
many packets that NetFlow will drop after every collected
packet. If you specify a value of 0, then NetFlow does not
drop any packets. The range is from 0 to 1000. The default
value is 0.

Step 4 Click Submit.

The figure below shows the NetFlow Exporter Policy SWVMM(7) is set for the VMM Domain
SDC1-SF-VMM.

ash’ APIC Q0000

L4-L7 Services Admin Operations Apps

System Tenants =Ll Virtual Networking

Iﬂvento['y 0 =2 O DOFT'Ic&[ﬂ - \(_)D(_:] _\EHF_VM[\"‘I o o
Cr Quick Start Policy Operationa Associated EPGs
Microsoft Genera 5 aults History
> OpenStack
> 2ed Hat [
3 VMware Properties
Port Channel Policy: LACP-MAC-Pinning ~
I 4] > @ spc1-SF-vMm >
LLDP Palicy: LLDP-Disable w
® soc &
( CDP Policy: CDP-Enable @
> Controllers
NetFlow Exporter Policy: | SWWVMM @ 7
» Trunk Port Gro...
NetFlow Exporter Policy
> Container Domains Parameters

Active Flow Timeout: 60
Idle Flow Timeout: 15

Sampling Rate: 0

Enabling NetFlow on an Endpoint Group to VMM Domain Association Using
the GUI

The following procedure enables NetFlow on an endpoint group to VMM domain
association. We tested with MSO which created the Endpoint Groups. We went into APIC
after MSO created them to enable NetFlow since it is not currently supported in MSO.

Before you begin
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You must have configured the following:
e An application profile

e An application endpoint group

Procedure

Step | On the menu bar, select Tenants > tenant’s name.

Step 2 In the left navigation pane, expand tenant_name > Application
Profiles > application_profile_name > Application
EPGs > application_EPG_name

Step 3 Right-Click Domains (VMs and Bare-Metals) and select Add VMM
Domain Association.

Step 4 In the Add VMM Domain Association dialog box, fill in the fields as
required and enable Netflow.

Step 5 Click Submit.

The figure below shows NetFlow is Enabled during VMM Domain Association.

Add VMM Domain Association 0

VMM Domain Profile: | SDC1-VMM ~ @

Deploy Immediacy: I(ll“’ﬂ'lecl ate On Demand
Resolution Immediacy: On Demand | Pre-provis -:-|*/J

Delimiter:

Enhanced Lag Policy: | select an option ~

Allow Micro-Segmentation:

VLAN Mode: .( Dynamic

Primary VLAN for Micro-Seg: |vlan-122

exampla, vlian-1

1-132)

Secondary VLAN for Micro- | V

SEG: For exampla, vlan-1
PcrtBndng:I'/D'-,-"a"ﬂ-: Binding | Ephemera Static E—ln-:lirgj
.
Netflow: I'/DIEEICI%

.
Allow Promiscuous: | Reject R
Forged Transmits: | Reject i
MAC Changes: | Reject -
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Deploy NetFlow without ACI on VMware VDS

We tested with ACI, but have provided the steps below to enable NetFlow on VMware VDS.

Configure the NetFlow Settings of a vSphere Distributed Switch,
https://docs.vmware.com/en/VMware-
vSphere/6.0/com.vmware.vsphere.networking.doc/GUID-55FCEC92-74B9-4ESF-ACCO-
4EATC36F397A html

Enable or Disable NetFlow Monitoring on a Distributed Port Group or Distributed Port,
https://docs.vmware.com/en/VMware-
vSphere/6.0/com.vmware.vsphere.networking.doc/GUID-3CFIAEEB-08B0-47F5-A3B6-
ADDSA919DFAQ.htmIH#GUID-3CFOAEEB-08B0-47F5-A3B6-ADD8A919DEFAQ
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Test Case b - AMP and Firepower Threat Defense

The Firepower Management Center has a network file trajectory feature which maps host
transferred files, including malware files, across your network. The trajectory chart includes the
file transfer data, the disposition of the file, if a file transfer was blocked or if the file was
quarantined. You can determine which hosts may have transferred malware, which hosts are at

risk, and observe file transfer trends. This provides a single pane of glass for visibility for NGFW,
NGIPS and AMPA4E.

We tested with AMP Public Cloud, so we viewed the results in the AMP4E portal.
Test Description:

1. AMP4E will be deployed on all the application servers, and AMP4N will be enabled in
NGFW.

Internet

®

AMP
Console

Intersite
Network

WAN

AMP for Endpoints

deployed on ALL

TO EDGE TO WAN TO Intersite Network Application Servers

Secure Data Center

o @
D G

Tetration APIC Web Zone Servers

ACI ite Analytics Cluster Tevraticn Agent &
Orchestrator Cluster HyperFlex
Cluster
-
-
. é *
# enabled in NGFW
App Zone Servers
Firepower o «
Mana;:mem Flrenowsr Distribution Switch = Tetration Agent & |  Application
Center Switch 13 Swit Server

Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration

Management Flow Collector Sevvipes Agent & AMP4E
Censole Services Engine Core ACI

Business Use Cases
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2. Generate file-based traffic to the applications from different users with various access types
(i.e. campus, branch, Internet). Both AMP4E and AMP4N should be active.

Secure Data Center

Intersite
Network

TO EDGE TO Intersite Network

Generate traffic to the applications from —

@ different users with various access types @)

Web Zone Servers

Tetration
ACI Multi-Site Analytics Tetration Agent & Web
Orchestrator Cluster b-hé,lcerﬂex \__AMPAE___/ Server
@' '€

@ @

App Zone Servers

Firepower Firepower Fabric
Distribution Tetration Agent & Application
Magigr:;n[enl NGFW Switch L3 Switch Interconnect \ AMPAE Server
4 =T
@
F':g‘;me’ Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration Database
Management Flow Collector Services \.Agent & AMP4E / Server
Console Services Engine Core ACI Business Use Cases

3. View the results in the FMC AMP portal, view the results in AMP Public Cloud using the
AMPAE portal, and show retrospective support for a bad file reported by Public Threat Grid.

View the results in AMP Public Cloud Intersite
using the AMP4E portal Network

Show retrospective support for a bad
file reported by Public Threat Grid

TO EDGE TO WAN TO Intersite Network

Secure Data Center

@ )
View the results in the B
FMC AMP pOrtal Web Zone Servers
Tetration Agent & Web
Orct Cluster HyperFlex Server
Cluster
-
-2
Firepower Fabric App ane Servers >
Distribution . Tetration Agent & Application
Manent : M(“c;] L3 Switch Interconnect \___AMPaE__J Server
—\ =
= B
MEE ;
\——/ Frﬁgc':mer Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration Database
Management Flow Collector Services Agent & AMPAE Server
Console Services Engine Core ACI Business Use Cases
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Procedure

Step 1

a. Deploy AMP for Endpoints (AMPA4E) on all application servers in both data centers. Refer to
AMP for Endpoints User Guide,
https://docs.amp.Cisco.com/en/A4E/AMP%20for%20Endpoints%20User%20Guide.pdf.

e Download the AMP Connector, Chapter 6
e AMP for Endpoints Windows Connector, Chapter 7
e AMP for Endpoints Linux Connector, Chapter 9

Step 2

a. Deploy AMP for Networks (AMP4N) on the Firepower Threat Defense Clusters in both data
centers. In Firepower Management Center (FMC), create a File policy called
InternetFilePolicy. Add Rules to define the actions for file types, application protocols and
direction. Save the file policy.

QOverview Analysis m Devices Objects | AMP Intelligence Deploy , System Help v
Access Control » Malware & File Network Discovery Application Detectors Correlation Actions v
InternetFilePolicy [ 1 sove | conce

File policy to and from Internet

Advanced
No access control policies use this Malware & File policy I ) Add Rule

File Types | Application Protocol | Direction | Action ‘

Category: Local Malware Analysis Capable

Category: Dynamic Analysis Capable {0 Block Malware with Reset

Category: System files Any Download Spero Analysis & O

Category: Graphics Dynamic Analysis
(6 more...)

g::ggx: g?ﬁFczlgsucuments Any Upload JE Block Files with Reset & O
Category: Local Malware Analysis Capable
Category: Dynamic Analysis Capable
Category: System files Any Any ' Detect Files & 0
Category: Graphics

(6 more...)
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b. Apply File Inspection policy to an Access Policy Rule in FMC. We had an existing Rule Web-
to-App and we edited the rule an added Inspection using the file policy InternetFilePolicy
and selected Save.

Editing Rule - Web-to-App

Name | Web-to-App

Action | ¢ Allow

Zones Networks VLANTags - Users Applications Ports URLs SGT/ISE Attributes B Logging  comments
Intrusion Policy Variable Set

None bl

File Policy
IInternelFilePolicyI

I[ Save ][ Cancel J

Step 3

a. View Firepower Management Center AMP portal. View Malware Events, navigate to
Analysis->Files->Malware Events.

Overview Policies Devices Objects @ AMP Intelligence System Helpv adminv
Hosts v Users v VulnerabiliQ‘s

Context Explorer Connections v Intrusions v Files » Malware Events

Bookmark This Page Report Designer Dashboard View Bookmarks Search w

Malware Summary (switch workilow)
I 2018-11-07 18:54:00 - 2018-12-10 19:55:55 @
Malware Summary > i .
re Summary > Table View of Malware Events —

No Search Constraints (Edit Search)

Jump to... ¥

3 B Win.Dropper.Scarsi::100.sbx.tg Cryptinfinite.exe Q ab452e24...21a3f687 MSEXE 4

1€ < Page of 1 » »| Displaying row 1 of 1 rows

[ View ] [ Delete ]

[ View All ]l Delete All ]
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b. View Malware Events, navigate to Analysis->Files->File Events.

Context Explorer

File Summary (switch

Overview Policies Devices Objects

Files » File Events

Connections v Intrusions

View of File Events

v

AMP

Intelligence

Bookmark This Page Report Designer Dashboard View Bookmarks Search

il 2018-11-07 18:54:00 - 2018-12-10 19:57:42 @

Hosts v

System Helpv admin v

Users v

December 2020

Vulnerabilities 'Q.

File Summary > Table Expanding
No Search Constraints (Edit Search)

Jump to... ¥

Category Type ~ Disposition Action Count
3 Executables MSEXE {3 Malware Malware Block 4
Page| 1 |of 1 Displaying row 1 of 1 rows

‘ View H Delete |
| viewAl || Delete Al |

c. View Malware Events, navigate to Analysis->Files->Network File Trajectory.

Overview EGEWEHEN Policies Devices

Objects AMP

Intelligence

System Helpv adminv

Context Explorer
Q

Time

2018-11-08 15:21:15

Recent Malware

Time

2018-11-08 15:21:15

Connections v Intrusions v

Recently Viewed Files

File SHA256

ab452e24...21a3f687

File SHA256

ab452e24...21a3f687

Files » Network File Trajectory

File Names

Cryptinfinite.exe

File Names

Cryptinfinite.exe

File Type

MSEXE

File Type
MSEXE

Disposition

Malware

Disposition

Malware

Hosts v Users v V[l:le

Events

Events
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d. View AMP for Endpoint portal. View all the hosts in the Secure DC group.

December 2020

sl ANMP for End T
Dashboard  Analysis ¥  Outbreak Control v Accounts v Searct
—
Computers © View All Changes
@ Filters
S|

58 App-TB in group Secure DC + Within Policy

[ app1.sdc-m.cisco-x.com in group Secure DC +" Within Policy

O app2.sdc-m.cisco-x.com in group Secure DC v Within Policy

[# 23 DB-TB in group Secure DC + Within Policy

A db1.sdc-m.cisco-x.com in group Secure DC + Within Policy

2 db2.sdec-m.cisco-x.com in group Secure DC +" Within Policy

2% Web-TB in group Secure DC v Within Policy

@ A web1.sde-m.cisco-x.com in group Secure DC v Within Policy

2 web2.sdc-m.cisco-x.com in group Secure DC v Within Policy

1 -9 of 9 total records 25 ~ | [ page €« 1 ofl | & Export to CSV

e. View AMP connector information for host web1.sdc-m.Cisco-x.com. Select Device
Trajectory to see a historical representation of all process and file related activities on the

host.
8 A web1.sdc-m.cisco-x.com in group Secure DC ' Within Policy

Hostname I web1.sde-m.cisco-x.com I Group Secure DC

Operating System centos linux release 7.4 Policy Protect Policy for FireAMP Linux

Connector Version 1.8.4.591 Internal IP 10.18.107.101

Install Date 2018-10-08 22 External IP 12.151.35.194

Connector GUID 30d30038-4477-4917-bbee-1f082ch36491 Last Seen 2018-12-11 03:41:35 UTC
ClamAV (daily.cvd: 25196, main.cvd: 58, . N

Definition Version amAv \dally.cvd: 25136 e Definitions Last Updated 2018-12-11 02:43:38 UTC
bytecode.cvd: 327)

Update Server clam-defs.amp.cisco.com

) Eve View Changes Q Scan. & Move to Group... W Delete
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f.  View Device Trajectory. To view File Trajectory, select a file to investigate.
bl AMP for Endpoints A 2
Dashboard  Analysis~  Outbreak Control ¥ Management > Accounts v Search
Device Trajectory
B A webl.sde-m.cisco-x.com in group Secure DC " Within Policy
A
-
308 17 32 323 325 1M 337 341
logger [ELF] {] &
cat [ELF] —-—(Y B ?
F] 5) &)
T T
Fl BB
: *0
F] ———(®
7] —® &)
7 1 q;) T
- Y
LF] B
= ©
2L © ®
! [ELF] i}
sde;: [ELF] _._._._._(P 9
rm [ELF] B B
A [2L7] E—E © h I ©r hd S ©
u97?19._!;j;z trel © Y = X oY -
3b8bES. 22977 [PE]
systemd-cgrou. | () () (&) )
¥
-
TME Dec8, 2018, 13:10 : : Dec 10, 2018, 1%:41
evenT TYPE o) B create (W (A copy o 3 move ¥ (B execute [+ @) open (¥ & connection [ () scan detection (¢ Qexec block [ () compromised
¥ @ restore ) (D) reboot (¥ @ scan (¥ (® defs update [ @ policy update (W @ connector updste (¥ fexploit prevented (W) €3 scan schedule W) @ uninstall
evenT DseosITioN (o) @ benign () @ malicious (v @ unknown EVENT FLAGS [ none [ A, warning (¥ @ audit only [#) b command-lin:
FLe TYPE o) executable (W) ms office (ole2) (&) pof |##) s cabinet |##) flash |## zip archive |##] other [ unknown
Search Uncheck All Check Al
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g. Select File Trajectory.

December 2020

cIsco fls'bé-béfi.fec?/?

Dashboard = Dispesition: Unknown agement~  Accounts v
Filename: Unknown

DEVICE VirusTotal: (0/59)

no detection
A webi '

Full Report (2
Investigate in Cisco Threat Response (£

logl Copy SHA-256 ¥

Search T

v Within Policy

una
dmicect View Full SHA-256

xtables-mi

File Analysis
o i ysi ]

, "I File Trajectory —/®

G

Bt File Fetch > ¥
" AN

Simple Detection >

®

Application Blocking >

@

9 —®
s Whitelist >

@

basena

@n

d Back
o3

@

Forward
unix_chkp

30606280 polnad

)

systemd-cgra

@
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December 2020

h. View File Trajectory which provides file propagation across the enterprise and the data

center in a single view.

e ARAD for Endpoints a
Cis5co
Dashboard  Analysis v Outbreak Control v Maragernednt ALCOUNE
File Trajectory
ch
Visibility Entry Point
First Seen 2018-12-10 11:00-01 UTC  First Seen On
2018-12-11 0409211 UTC
A% 1arget), 316 (a8 source
Created by
SHA- 256 Filename Product Prevalence
¥o data available in table
& File Details
B Network Profile
Trajectory
Dec. 10
11:01 1z 1 15:01 15:01 16:01 17:01 it
SDC-5TR-BD DR CICECROICRORC (&) (o =) (o) &) (&) (&
Secure DC &) CROICES o) (&) &} (&) (&) (&)
-G &6 0 &6 8 &0 6 e & &6 & & DROIC
CRC 3 cRcIoclIcRD] (=)} (=) CRO
] CRCICEONRO (o) (&) (e} (o CRC (=) =) DRC
(o} (o oRCICIoRCIcIcECIoICROICIOROICECR O]
e} (&3 &) ) By &) )& &) &) 6 ) B =) (&) SR e} &)
o) {B) (o) (& b} (b (&) (&) SR SR () {&) o) (o]
1 3
+ .r\. - B * =
C
Event History
Date Computer Group Event SHA-256 File M. Product  Disposition
B [i] 1 et soC-mucisco- soure b Sy Jnkmicm -
DME1Z2-10 110101 UTC  wehi2 Sa8C-mroisod Sagure DL Execiited by 3bELEIST i L o
28 1120101 UTC  webl soc-mudso Sequre DC Executed by  3b&LEST Linkniown
18 ] 17 1 dibl sdc? o c TR-B ecuted by 3bELES e Inkniowm
R | 17 ITE A sre? riscoex SIC-GTR-AN Furrited b IHAHARSE 14aecaT Inkrire M
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Test Case 6 - FTD Rapid Threat Containment and APIC

This integration involves identifying an attacker in FMC based on AMP4E, AMP4N, NGIPS and
extract the IP address of the attacker. FMC will use this information in the APIC Remediation
module to push out policy to quarantine this host.

Test Description:

1. Threat is coming from Internet, on FMC, setup the APIC/Firepower Remediation Module.

Threat

TO EDGE TO WAN TO Intersite Network

Intersite
Network

Secure Data Center

[/ =
<—r— & ._
. Tetration APIC ID ACI Spine Web Zone Servers
ACI Multi-Site Analytics Cluster Tetration Agent &
Orchestrator Cluster HyperFlex \ AMPAE J

Cluster — =\

@ @ €

ACI Leaf
Firepower Firepower

App Zone Servers

Fabric "
Distribution i Tetration Agent &
Mar(l:ae%(ig:eﬂl NGFW Switch L3 Switch | Interconnect AMPA4E
- / =0\
ire @ -
D~ o H
S
F‘ﬁg‘;‘c‘f’ Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Senvices Agent & AMPAE
Gonsole Services Engine Core ACI Biz Use Cases

2. An endpoint with an infected application in an EPG launches an attack.

e C 1]
? =

Infected
Tetration £g Payment
ACI Multi-Site Analytics Sl " s
Orchestrator Cluster yperFlex
Cluster
-
-
-
T % ACI Leaf
eal
M it istribution .
aréz:xgeh NGFW Switch L3 Switch Interconnect N AMP4E _/
/ =)
@
F‘ﬁg‘;‘*ﬁr Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Callector Senvices \_Agent & AMPAE /
Gonsole Services Engine Core ACI Biz Use Cases
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3. The attack is blocked inline by Cisco Firepower Threat Defense.

Secure Data Center

4

Infected

Tetration
ACI Multi-Site Analytics Cluster
Orchestrator Cluster
-

Fire o=

= 5

El == & CF

ACI Leal
Firepower Firepower Distributi ?:fr;%?ne;z;ler&s

Management NGFW istribution )

Concer Switch L3 Swicch AMPAE

Firepower Database Zone
NGFW Servers Tetration

Stealthwatch Stealthwatch Identity

Flow Collector Servi . . pe \ Agent & AMPAE J
MComde ' Services Enare Infection blocked inline by P—
NGFW(v), FirePOWER Services in ASA, or

FirePOWER(v) appliance

4. An attack event is generated and sent to the FMC. The attack event includes information
about the infected endpoint.

Secure Data Center

Infected
Tetration ARIC Payment
ACI Mlt-Site Analytics Cluster Teu & JApplication
Orchestrator Cluster Hg::;:;x AMPAE PP
(T o/ N\
- @
ACI Leaf
Firepower Fabric App ane Servers
Management Interconnect Tetration Agent &
Center N_AMP4E_/
4 =\
€
Firepawer Database Zone
1 1 Identity NGFW Servers Tetration
Management Flow Collector Services |ntl‘uS I Agent & AMPAE
X i ion event is generated and sent to FMC
Consale Services Engine g Biz Use Cases

revealing information about the infected
workload

5. The attack event is configured to trigger the remediation module for APIC, which used the
APIC northbound API to contain the infected endpoint in the ACI fabric.

Secure Data Center

Infected
APIC Payment

Tetration &
ACI Multi-Site Analytics luster & Application
Orchestrator Cluster Hg:_:g?{

Attack event is configured to trigger

App Zone Servers
Tetration Agent &

Firepower Fabric

Management remediation module for APIC that uses Interconnect ton A4
Center Northbound API to contain the infected

workload in ACI fabric

F\r:g;mvjver Database Zone
Servers Tetration

Stealthwatch Stealthwatch Identity
Management Flow Collector Services \_Agent & AMP4E ./
Consale Services Engine Core ACI Biz Use Cases
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6. The APIC quickly quarantines the infected application workload into an isolated
microsegment (uSeg) EPG.

@

Secure Data Center

Tetration CAP‘C ayment
ACI Multi-Site Analytics luster 3 - plication
Orchestrator Cluster HyperFlex
Cluster
g . . q
Firopower Fropowar APIC quickly quarantines the infected App Zone Servers
Distribution B . . . f Tetration Agent &
Maréaegnelg:ent NGFW Switch L3 Switch appllcatlon |nt° an ISQlated Useg EPG L AMPAE /
/ =\
@
Flregawer Database Zone
Stealthwatch Stealthwatch Identity NGFW Servers Tetration
Management Flow Callector Services

\ Agent & AMPAE J

Console Services Engine Core ACI Biz Use Cases

Implementation Procedure

Within the ACI APIC’s create a new user/password for the remediation module (or in the AAA
provider). Install the APIC remediation module in Firepower Management Center. Configure new
instances to enable communication between Cisco Firepower Management Center and each of the
APIC clusters. Develop policies to trigger a remediation event and verify with a test.

APIC add user

The remediation module uses credentials to authenticate and implement the uSeg request from the

Firepower Management Center. These credentials can be created in the AAA provider, or as a local
user as outlined in the steps below.

Step 1
a. Loginto the APIC cluster

https://<your-APIC-server-IP-address>/

b. Navigate to Admin > AAA > Security Management > Local Users and select Create Local
User from the menu.
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csco  APIC

AAA @ = ©  Local Users
> Quick Start =
hd B AAA Authentication + Login ID
A Login Domains admin

Q fallback albra

t E Security Management I bmegloth
ecurty Domains

knguyen

> il Roles

I W Local Users

admin

mso-admin

L albra

1 bmegloth
A knguyen
L mso-admin

> Remote Users

Schedulers | Historical Record Policies

First Name

Albra

Bart

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations

Firmware | External Data Collectors

Last Name

Welch

McGlothin

00000

Apps

| Config Rollbacks | Import/Export

O o+ %,

Email [Z)l Create Local User

Step 2

a. Enter a descriptive Login ID, and a long complex secure password, then click Next.

Create Local User

STEP 1 > User Identity

Specify the User Identity

B o

Login ID: |FMC-RTC
Password: | -

Confirm Password: | -

First Name: | FirepowerMC

Last Name: | RapidThreatContainment

Phone:
Email:

Description: | optional

Account Status: Inactive
Account Expires: “ Yes

Previous

121

9 Return to Contents



SAFE Design Guide

211

Secure Data Center Design Guide | Validation Testing | Test Case 6

Finish

Create Local User

STEP 3 > Roles
Select the Roles for each Security Domain
Domain all:

Role Name

I admin

LY

B

¥+

1. User Identity

Role Privilege Type

\ ‘W\':e "

d. Repeat for each site.

9 Return to Contents
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b. Assign the appropriate security domains to the new user as appropriate for your
environment and click Next.
Create Local User (21X
Enter the Security Information for this User
Security Domain:
;_] Name Description
[ &L ] -
=1 cormmon
) mgmt
[} MS_EXT_L3_Domain
[} T1 13 Nomain -
User Certificates: +
MName Expiration Date State
S5H Keys: +
Name Key
[ provous § Goncel [ New
c. Assign the appropriate security role and write privilege for your domain click Update and
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Installation

To download and install the Cisco Firepower Management Center Remediation Module for APIC, complete
the following procedure:

Step 1 Use a web browser to download the remediation module:

https://software.Cisco.com/download/home/286259687/type/286311510/re
lease/ACI

Step 2 Install the remediation module onto the FMC:
a. Inthe FMC GUI, navigate to Policies > Actions > Modules.
b. In the Install a new module dialog box, click Choose File as shown below.
c. Select the file for the remediation module that was downloaded in Step 1.
d. Click Install.

Overview Analysis JELITJEER Devices Objects AMP Intelligence Deploy

% System Help ¥ bmcgloth v

Access Control v Network Discovery Application Detectors Correlation Actions » Modules

Alerts Remediations Groups

Installed Remediation Modules

Module Name Version Description

Cisco 10S Null Route 1.0 Block an IP address in a Cisco 10S router §
Mmap Remediation 2.0 Perform an Wmap Scan 9
pxGrid Mitigation 1.0 Perform a pxGrid mitigation against the involved IP addresses

Set Attribute Value 1.0 Set an Attribute Value &
Tetration/FirePOWER Remediation Module 1.0.2 Achieve rapid threat containment of Tetration workloads s O

Install a new module

| Choose File |PIC_FMC_Re._l.O‘l_E;‘tgz

| Install |

NOTE:

If you receive an access error message, clear the error message and repeat Step 2.
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Overview Analysis JLII«{-I8 Devices Objects AMP Intelligence Deploy %, System Helpv bmcgloth ¥
Access Control * Network Discovery Application Detectors Correlation Actions * Modules
Alerts Remediations Groups
& Success x

Module successfully installed

Installed Remediation Modules

Module Name Version Description

APIC/FirePOWER Remediation Module 1.0.1 APIC/FirePOWER Remediation Module WG |
Cisco 10S Null Route 1.0 Block an IP address in a Cisco 1I0S router

MNmap Remediation 2.0 Perform an Nmap Scan

pxGrid Mitigation 1.0 Perform a pxGrid mitigation against the involved IP addresses

Set Attribute value 1.0 Set an Attribute value

Tetration/FirePOWER Remediation Module 1.0.2 Achieve rapid threat containment of Tetration workloads s O

Install a new module

Choose File | Mo file chosen

Install

When successfully installed, the Cisco Firepower Management Center Remediation Module for APIC is
displayed in the list of installed remediation modules.

Configuration

To configure the remediation module installed on the FMC, complete the following procedure in the FMC
GUI:

Step 1 Create an instance of the remediation module for each APIC Cluster in your network:
a. Navigate to Policies > Actions > Instances.
b. Select the remediation module in the drop-down list, and click Add.

Overview Analysis QG40 Devices Objects | AMP Intelligence Deploy % System Help v bmcgloth v

Access Control v MNetwork Discovery Application Detectors Correlation Actions * Instances

Alerts Remediations Groups
Configured Instances

Instance Name Module Name

Version
pxGrid pxGrid Mitigation 1.0 y @
TetrationRemediation196 . , —
. S - Tetrati FirePOWER R diat Modul 1.0.2 o
Tetration Remediation Service SecureDC tet-pov-rtp2.cpoc.co etration/Fire emediation Hodule » d

Add a New Instance

Select a module type | APIC/FirePOWER Remediation Module(v1.0.1) v Add

c. Enter an Instance Name (in this example, ACTuSeg-SDC1) and description (optional).
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d. Enter the APIC Cluster’s Username, Password and IP addresses. Click Create.

Overview Analysis JRLITJEEN Devices Objects | AMP Intelligence Deploy

» System Help * bmcgloth v

Access Control v Network Discovery Application Detectors Correlation Actions *» Instances

Alerts Remediations Groups

Edit Instance

Instance Name ACIuSeg-5SDC1

Maodule APIC/FirePOWER Remediation Module(v1.0.1)

Rapid Threat Containment using
micro-segmentation for SDC-1

Description

APIC server username FMC-RTC

APIC server password
Retype to confirm

APIC cluster instance 1 IP 10.17.4.11
APIC cluster instance 2 IP 10.17.4.12
APIC cluster instance 2 IP 10.17.4.13

APIC cluster instance 4 IP

APIC cluster instance 5 IP

Create ||’icancel \
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Under Configured Remediations, select a type of remediation (in this example, quarantine
an End Point on APIC), and click Add to add a new remediation.

Access Control ¥

Overview Analysis LR Devices Objects AMP Intelligence Deploy %, System Help ¥ bmcgloth ¥
Network Discovery Application Detectors Correlation Actions » Instances

Alerts Remediations Groups
© Success x

Created new instance ACIuSeg-SDC1

Edit Instance
Instance Name ACIuSeg-SDC1
Module APIC/FirePOWER Remediation Module(v1.0.1)

Rapid Threat Containment using
micro-segmentation for SDC-1

Description

APIC server username FMC-RTC

APIC server password
Retype to confirm

APIC cluster instance 1 IP 10.17.4.11
APIC cluster instance 2 IP 10.17.4.12
APIC cluster instance 3 IP 10.17.4.13

APIC cluster instance 4 IP

APIC cluster instance 5 IP

Save Cancel

Configured Remediations

Remediation Name Remediation Type Description

Mo configured remediations available

Add

Add a new remediation of type | Quarantine an End Point on APIC ¥

f.

Enter a Remediation Name (in this example, ACIQuarantineEP-SDC1), and click Create.

Overview Analysis JIEEN Devices Objects AMP Intelligence Deploy % System Help¥ bmcgloth v

Access Control v

Network Discovery Application Detectors Correlation Actions * Instances

Alerts Remediations Groups

Edit Remediation

Remediation Name liAC]QuarantineEP-SDCl l

Remediation Type Quarantine an End Point on APIC

Quarantine the endpoint with APIC
uSeq policy change

Description

Create | Cancel
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g. Return to the Instance configuration by clicking Done.

Overview Analysis JeLIIT<-W Devices Objects  AMP Intelligence

System Help ¥ bmcgloth v

6

Access Control v Network Discovery Application Detectors Correlation Actions » Instances

Alerts Remediations Groups

© Success x
Created new remediation ACIQuarantineEP-SDC1

Edit Remediation

Remediation Name ACIQuarantineEP-SDC1

Remediation Type Quarantine an End Point on APIC

Quarantine the endpoint with APIC
uSeg policy change

Description

: Save H Canoel! Done I

h. The remediation you just configured then shows up in the table. Click Save.

Step 2 Repeat the configurations a-h outlined in Step 1 for each APIC cluster in a Multi-Site
deployment.

Step 3 Configure the policy to log connections to be tested for intrusion, in this example we
identify CnC traffic.

Configure an access control policy (in this example, SDC-Multisite-FTD-C1):
a. Navigate to Policies > Access Control then Edit the policy.
b. Click Edit Rule (for example, Log-Connections-CnC or Web Traffic).
c. On the Logging tab, select Log at Beginning of Connection.

Important

Ensure that logging is enabled each of the access rules, so that the FMC receives event
notifications.

Editing Rule - Log-Connections-CnC

lName Log-Connections-CnC | ¥ Enabled

Action | ¢ Allow N Al

Zones  Networks VLAN Tags .. Users Applications Ports URLs  SGT/ISE Attributes Inspection [ELTLUM Comments

II@ Log at Beginning of Connection ]

)" Log at End of Connection

File Events:

Send Connection Events to:
¥ Event viewer
) syslog | seie

U SNMP Trap | select an SNMP alert ©

d. Click Save.
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e. Then Save and Deploy the policy.
Step 4 Configure a correlation rule:
a. Navigate to Policies > Correlation > Rule Management.
b. Click the Create Rule button.
c. Enter a Rule Name (in this example, Quarantine by CnC) and description (optional).

d. Inthe Select the type of event for this rule section, select a connection event occurs and at
either the beginning or the end of the connection.

e. Inthe drop-down list, select Security Intelligence Category, operator set to is, and category
set to CnC.

f.  Click Add condition, and check the operator is set to OR instead of AND.

g. Inthe drop-down list, select Security Intelligence Category, operator set to is, and category
set to Attackers.

Overview Analysis LT Devices Objects AMP Intelligence Deploy %, System Help¥ bmcgloth v

Access Control v Network Discovery Application Detectors Correlation Actions ¥

Alerts Remediations Groups

Policy Management Rule Management White List Traffic Profiles

Rule Information | © Add Connection Tracker | | &) Add User Qualification | | € Add Host Profile Qualification
Rule Name l_QuarantinefbnynC ]

Rule Description Connections to CnC or Attackers trigger this rule

Rule Group Ungrouped ¥

Select the type of event for this rule

If | a connection event occurs ¥ || at either the beginning or the end of the connection ¥ | and it meets the following conditions: ]

(\J) Add condition W f\d) Add complex condition 1

X Security Intelligence Category v is v cnC v
OR ¥

X Security Intelligence Category A is v Attackers A
Rule Options | © add mactive pPeriod |
Snooze If this rule generates an event, snooze for0 hours ¥
Inactive Periods There are no defined inactive periods. To add an inactive period, click "Add Inactive Period".

\ Save || Cancel _!
h. Click Save.

There are several other categories that may also be desirable to add; Bogon, Bots, Dga, Exploitkit,
Malware, OpenProxy, OpenRelay, Phishing, Response, Spam, Suspicious, and TorExitNode.

For more information, please visit:
https://www.Cisco.com/c/en/us/td/docs/security/firepower/623/configuration/quide/fpmc-config-
quide-v623/security intelligence blacklisting.html

Step 5 Associate the instance of the remediation module as a response with a correlation rule:
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a. Navigate to Policies > Correlation > Policy Management.
b. Click Create Policy.
c. Enter a Policy Name (in this example, Compromised Server) and description (optional).

d. From the Default Priority drop-down list, select a priority for the policy. Select None to use
rule priorities only.

e. Click Add Rules, select the correlation rule you previously configured in Step 3 (in this
example, Quarantine by CncC), and click Add.

Overview Analysis JzLlITe{-t- 0 Devices Objects | AMP Intelligence Deploy % System Help ¥ bmcgloth v

Access Control v Network Discovery Application Detectors Correlation Actions ¥

Alerts Remediations Groups

Policy Management Rule Management White List Traffic Profiles

Correlation Policy Information | Save 4| |~ Cancel |
Policy Name l|Compmmised Server | ]

Policy Description |IF CnC is tripped, FMC will trigger a quarantine of the source host

Default Priority

[ @ AddRules |

Palicy Rules

Rule

Quarantine by CnC

Connections to CnC or Attackers trigger this rule (5 (112 Claiss) e TS i FEEErE=s Default mtl

f.  Click the Responses icon next to the rule and assign a response (in this example,
ACIQuarantineEP for both SDC’s)to the rule.

Responses for Quarantine_by_CnC

Assigned Responses
ACIQuarantineEP-SDC1

Unassigned Responses
ACIQuarantineEP-SDC2
LabLag

Quarantine_SourcelP
Shutdown
TetrationUnQuarantineEP

g. Click Update.
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Overview Analysis LTSRN Devices Objects AMP Intelligence Deploy %, System Help ¥ bmcgloth v
Access Control ¥ Network Discovery Application Detectors Correlation Actions ¥
Alerts Remediations Groups
Policy Management Rule Management White List Traffic Profiles
Correlation Policy Information You have unsaved changes ||| Save || cancel
Policy Name Compromised Server
Policy Description If CnC is tripped, FMC will trigger a quarantine of the source host
Default Priority None ¥
Policy Rules & Add Rules
Rule Responses Priority
_(guaran.tine by CnC - . ACIQuaraﬂtjnaEPfSDCI ERemadiatiunj Default ™ |
onnections to CnC or Attackers trigger this rule ACIQuarantineEP-SDC2 (Remediation)
h. Click Save.
Verify
Because remediations can fail for various reasons, perform the following steps to verify that a remediation is
successful:

Step1 Once the remediation module is triggered by an associated correlation rule, check the status
of the remediation execution in the FMC GUI (ping a known CnC server on the internet after first
creating a black hole for this IP via a null route or loop interface to prevent real leakage to the
internet).

Within seconds the policy should take effect and be visible in FMC as well as the APIC interface
after a screen refresh.

Step 2 Navigate to Analysis > Correlation > Status.

Step 3 In the Remediation Status table, find the row for your policy and view the result message.
The event is sent to both clusters, and the site hosting the compromised server should show
successful completion of remediation, while the other sites will respond with IP not found results.

Overview EEUEWEEN Policies Devices Objects AMP Intelligence Deploy ,, System Help¥ bmcgloth ¥
Context Explorer Connections ¥ Intrusions ¥ Files » Hosts » Users v Vulnerabilities ¥ Correlation » Status Custom ¥ Lookuq
Bookmark This Page Report Designer View Bookmarks Search
Remediation Status _
I 2018-10-31 10:55:05 - 2018-11-01 10;55:05 &
Table View of Remediations Expanding
No Search Constraints (Edit Search)
Jump to... ¥
- Time X Remediation x Policy » Rule x Result Message
Name
3 2018-11-01 10:51:35 ACIQuarantineEP-SDC1  Compromised Server Quarantine by CnC  Successful completion of remediation
3 2018-11-01 10:51:35 ACIQuarantineEP-SDC2 Compromised Server Quarantine by CnC "Required info is not found based on the IP of the incident source, ¢
Page| 1 |of1 Displaying rows 1-2 of 2 rows
View Delete
View All Delete All

Step 4 Go to the APIC GUI:
a. Navigate to Tenant > Application Profiles > uSeg EPGs.

b. Select the newly created quarantine EPG (in this example, quarantine-Web-EPGL).
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c. Select Operational > Client End-Points and verify the correct server IP quarantined.

‘b APIC 00000

etworking ~ L4-L7 Services ~ Admin  Operations  Apps

System [RCUEUEE Fabric  Virua
ALLTENANTS | AddTenant | Tenant Soarch: [ENIGRGESNNN | common | Tenantl | L3out-service-PBR | TenantB | infra

| o e o e e e e e e e

Tenant L3out-service-PBR @ = © | EPG - quarantine-Web-EPG1 0

" ——

End Point P - MAC Leaming Hosting Server Reporting Interface Multicast Encap
Source Controller Address
Name

Step 5 What to do next
Once you clean the quarantined host and it is no longer infected, you can remove the micro-
segmentation by deleting the uSeg EPG manually.

Navigate to Tenants > {your Tenant} > Application Profiles > uSeg EPGs. Alternate click on the uSeg
and select Delete from the option menu.

cisco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALL TENANTS | AddTenant | Tenant Search: QERERsIEsE:tey | common | Tenantl | L3out-service-PBR | TenantB | infra

o This has been created from Multi-Site. It is recommended to only make changes from Multi-Site. Please review the documentation before making any changes her

Tenant L3out-service-PBR @ = © EPG - quarantine-Web-EPG1

-

> O Quick Start
hd % Tenant L3out-service-PBR
hd Application Profiles

W @ wordpress-SF

B, | =
’ Application EPGs Create EPG Subnet
- End Point P « MAC Learnin|
hd uSeg EPGs
d Add VMM Domain Association Source
I W % quarantine-Web-EPG/
Add Physical Domain Association
Domains (VMs and b sdc- 10.18.107.101  00:50:56:AE:.. ©2M
Add L2 External Domain Association webl.soc-m.... - . e U ymm

Static Leafs
Add Fibre Channel Domain Association

Contracts W
Add Taboo Contract

Static Endpoint
Add Provided Contract

uSeq Attributes

- Add Consumed Contract

> Subnets
La-L7 Virtual IPs Add Consumed Contract Interface

La-17 IP Address | Add Intra-EPG Contract

L4-L7 Service parz Create L4-L7 IP Address Pool

L4-L7 Service Paramter

> MNetworking

> Contracts Post ...
> Policies Share Page 1 0f 1
—
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Verify the affected interfaces and confirm the deletion by clicking Yes.

Delete

(7[>

These tables show the nodes where this policy is used and the other policies that use this policy. If you delete this policy, it will
affect the nodes and policies shown in the tables. Are you sure you want to delete: quarantine-Web-EPG17

Nodes using this polic Policies using this policy
hoose Usage: ~ -

Name Type
+ Node Id Name Resources This policy is not used by any other policy.
101 SDC1-LF1 Click to Show D...
102 SDC1-LF2

Click to Show D...

Change Global Deployment Settings

Normal connectivity for the system is restored as the host returns to its original EPG.
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Test Case 7 - FTD Rapid Threat Containment with Tetration

This integration involves identifying an attacker in FMC based on AMP4E, AMP4N, NGIPS and extract
the IP address of the attacker. FMC will use this information in the Tetration Remediation module to
push out policy to quarantine this host.

Test Description:

1. Threat is coming from Internet, on FMC, setup the Tetration/Firepower Remediation Module and
Tetration agent installed on all application servers.

Threat

TO EDGE TO WAN TO Intersite Network

Intersite
Network

Secure Data Center

{ =\\

Tetration APIC Web Zone Servers

AC! Multi-Site Analytics Cluster Tetration Agent &
Orchestrator Cluster HyperFlex N AMPaE /

Cluster
@

@ @

ACI Leaf App Zone Servers

Firepower Firepower - Fabric "
Tetration Agent &
Managerment Distribution N
vl NaFw Switch L3 Switch Interconnect AMPAE
e C=
b == H
< UHS
F‘ﬁg‘;‘gj’ Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services \_Agent & AMPAE /
Console Services Engine Core ACI Biz Use Cases

2. An endpoint with an infected application launches an attack.

Secure Data Center CK
Z E @

Infected

Tetration Pavaﬂt
ACI Multi-Site Analytics -
Orchestrator Cluster yperFlex
Cluster
-
-
= & ACH Leaf
eal
Firepower Firepower Disiribution Fabric f‘\rr;?razuzzef-\sgee:?g
Management i i Interconnect
Conter NaRw Switch L3 Switch AMPAE
14 =)
@
F”:g‘;“vf" Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services \ Agent & AMPAE /
Consale Services Engine Core ACI Biz Use Cases
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3. The attack is blocked inline by Cisco Firepower Threat Defense.

@

Tetration APIC
Cluster

Secure Data Center

Infected
Payment

ACI Multi-Site Analytics
Orchestrator Cluster
@_-
: App Zone Servers
Firepower Firepower R i
Management Distribution - Tetration Agent &
el NGFW Switch 13 Switch et )
/ =\ )
@
F‘ﬁg‘;:’\fr Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collectar Services . T \ Agent & AMPAE /
Console Services Engine Infection blocked inline by Biz Use Cases

NGFW(v), FirePOWER Services in ASA, or

FirePOWER(v) appliance

4. An attack event is generated and sent to the FMC. The attack event includes information about the
infected endpoint.

@

Tetration APIC
ACI Multi-Site Analytics Cluster
Orchestrator Cluster

Secure Data Center

Infected
Payment

A e
vy Application

Tet
App Zone Servers
Tetration Agent &

HyperFlex
Cluster

Firepower Fabric
Management Interconnect

AMPAE

E=D)

Center

=)
[

Firepower

NGFW Database Zone

Stealthwatch Stealthwatch Identity Servers Tetration
i = c \ Ags /
e e o Intrusion event is generated and sent to FMC T

revealing information about the infected
workload

5. The attack event is configured to trigger the remediation module for Tetration, which uses the
Tetration northbound API to contain the infected endpoint.

Secure Data Center

Infected
APIC Payment
ACI MUlt-Sitg Analyti Cluster & JApplication
Orchestrator @ HyperFlex PP
Cluster

Attack event in FMC is configured to trigger
remediation module for Tetration that uses
Northbound API to request the infected i Fabric

App Zone Servers

. Tetration Agent &
o workload be quarantined ercomnect \__aweaEJ
Cf=\-

F\Eg;:fver Database Zone
Stealthwatch Stealthwatch Identity \ Segrvers e /
Management Flow Collector Services £aent B AMPAE

Console Services Engine Core ACI Biz Use Cases
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6. Tetration Analytics Appliance quickly quarantines the infected application workload into an isolated
microsegment.

Secure Data Center
: <= -
6 :;:" “
ACI Multi-Site Analytics .
Orchestrator Cluster
y Tetration quickly quarantines

g @ _* the infected workload by sending a quarantine

O ' reguest to the Tetration enforcement agent EI

App Zone Servers

Firepower N
Manag; e Flr;g{;mv/;’er Distribution Tetration Agent &
Center Switch \___AMPAE
=
(@@=
A ﬂ
e
F":g%‘ve’ Database Zone
Stealthwatch Stealthwatch Identity Servers Tetration
Management Flow Collector Services Agent & AMPAE
Console Services Engine Core ACI Biz Use Cases

Implementation Procedure

Within Tetration, create an APl key and application rules. Install the Tetration Module in Firepower
Management Center. Configure a new instance to use this key for authenticating communication between
Cisco Firepower Management Center and Tetration. Develop policies to trigger a remediation event and
verify with a test.

Additional information can be found at:
https://www.Cisco.com/c/en/us/td/docs/security/firepower/tetration/quick -start/quide/fmc-rm-tetration-
asg-101/fmc-rm-tetration-gsg-101 chapter 01.html

Tetration APl and Rules

The API key and secret must first be created in TA by a site admin, customer support, or a root scope
owner role. Copy that information for use in configuration steps to follow.

Step 1

a. Login to Tetration

https://<your-Tetration-server-IP-address>/

b. Navigate to API Keys in the top right settings menu

@ CiscoTetratizn Analytics’  Dashboard - Flows ® Monitoring ~ 7 - & -
m Bart McGlothin
Ll Flows i Views e Dashboard
£
Oct 23 11:11am - Oct 24 11:11am ~ 'fAPIKevs®
LY "y
. . Y
Top Provider Addresses Top Provider Ports & Users
i p p
B Roles ®
s 10.9.10.100 | 53 (DNS) 1
10.9.10.102 ] 389 (LDAP) A Agent Config %
10.8.10.101 3268
§4.100 1197 58  Maintenance
64.100.1.199 | ] 443 (HTTPS) | ]
64.100.1.198 || 123 | |
10.9.10.110 5660 © Logout
202 02 230 230 2
Step 2

a. Select the Create API Key option button in the top right.
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b. Enter an appropriate description and select the option: User data upload then click the Create

button.

@ CiscoTetratizn Analytics’ AP1Keys

Create APl Key

‘m‘ “® Monitoring ~ ? - [+

£
Description
v Secure Data Center Multi Site RTC with FMC
4 |_| SW sensor management APl to configure and monitor status of SW sensors
[ [# Flow and inventory search: APl to query flows and inventory items in Tetration cluster
ya

|| Users, roles and scope management AP for root scope owners fo read/add/modify/remove users, roles and scopes
|#| User data upload: API for root scope owners to upload data for annotating flows and inventory items

" Applications and policy management APl'to manage appli

] External system integration: AP| to allow integration with external systems

.

and enforce policies

c. Save the credentials for use in the configuration steps to follow. Click OK

APl Key Created

APl Key: 218885€
APl Sacret: 8387

Flease make nofe of the APl secrat, /s is the only fme ifwill be displayed.

d. Continue on to Module installation, note the scope of Tetration configuration (e.g., SecureDC).

@ CiscoTetratitn Analytics’ APl Keys

sl

& APl Koy Capabliities

v ¢ flow_inventory_query
e user_data_upload

i

v

‘m‘ % Monitoring ~ ? ~ & ~
Create API Key
Description Created At - Last Used
Secure Data Center Oct 25 09:27:32 am w
Multi Site RTC with (PDT)
FMC

Step 3 Configure a quarantine policy and rule to segment the quarantined endpoints, but allow

connectivity to a cleanup server:

a. Navigate to Visibility > Inventory Filters
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b. Click Create Filter to create an inventory filter to identify quarantined hosts. Create additional
filters and scopas needed to identify the cleanup server, DNS servers etc.

c. Enter a descriptive name, description and appropriate query (e.g. quarantine = yes).

d. Click Save.

Create Filter

Name SDC Quarantine

Description Identify hosts with the User Annotation where gquarantine = yes

Query @ % quarantine = yes|

seope

(D Restrict to ownership scope?

- e

NOTE:

If you are not able to create the query as above, the quarantine User Annotation attribute may not
exist yet. To create the User Annotation attribute, navigate to Visibility > Inventory Upload and
upload a CSV file with the annotation defined as in Step 5 of the Verify section below.

e. Navigate to Applications > [Workspace] > Policies > Absolute Policies and click the Add Absolute
Policy button.

f.  Set a priority, specify the consumer as the SDC Quarantine filter we created earlier, specify the
provider as the <your-remediation-server> filter.

(5 CiscoTetratizn Analytics™ = Applications

“  SecureDC Rules «

& =N Endpoints: 93 Last Run: 8:13 AM

k2] ¥ Conversations | 306 & Clusters | 26 = Policies 138 N Provided Services &% App View | 0

3]

¢ E‘ Quick Analysis Filters @ | Filter Policies ...

~ I Absolute Policies 4 |39fault Policies 134 catch Al (I Add Absolute Policy

Windows firewalls place DENY rules on top impacting the results below. See User Guide for more information.

Priority Action Consumer Provider Services
20| ALLOW v I SDC Quarantine I Cleanme_cisco-x.com I ® Cancel
g. Click OK

Specify the services ports for the Provider by clicking the inactive icon and then the add button on
the right under service ports. Select TCP from the selection box, enter 80 for the port, click the
checkmark.
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Service Ports: (0)

TcP v j§ 80| !Ix

No services defined.

i.  Add additional rules allowing for connectivity to the remediation server or other services as
needed. Then add a deny any rule at the end.

j.  Click the checkmark to complete the rule.

= . . . T P
(? CiscoTetratizn Analytics™  Applications € Monitoring ~ 2 ~ o -
- 1 Switch Applicat
SecureDC Rules « witch Application
. EEE3 =3 Endpoints: 98 Last Run: 8:13 AM
D % Conversations | 306 & Clusters | 26 = Policies | 138 A Provided Services & App View | 0 1+ Palicy Analysis u Enforcement -1t
v
a ¢ = Quick Analysis Filters @ | Filter Policies .. Q o
& Absolute Policies 3 Default Policies 134 Catch All Add Absolute Policy = Policy
Prionty a0
Windows firewalls place DENY rules on top impacting the results below. See User Guide for more information.
? pimpacing Action =n
Priority Action Consumer Provider Services Consumer @ sSDC Quarantine
15 m SecureDG : DNS UDP . 53 (DNS) = Provider =% SecureDC
—_ Service Ports: (0)
% [ocwv SR sDC Quaranane | == mactve & z
ANY » (j§ Porte.g. 80-100 x
No services defined.

Elements are color coded; orange represent Filters, blue represent Scopes.

Installation

To download and install the Cisco Firepower Management Center Remediation Module for Tetration, complete
the following procedure:

Step 1 Use a web browser to download the remediation module:
https://software.Cisco.com/download/home/286259687/type

Step 2 Install the remediation module onto the FMC:
a. Inthe FMC GUI, navigate to Policies > Actions > Modules.
b. In the Install a new module dialog box, click Choose File as shown below.
c. Select the file for the remediation module that was downloaded in Step 1.
d. Click Install.
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Overview Analysis JELIIEEE Devices Objects AMP Intelligence Deploy % System Help v bmcgloth v
Access Control v Network Discovery Application Detectors Correlation Actions » Modules
Alerts Remediations Groups

Installed Remediation Modules

Module Name Version Description

APIC/FirePOWER Remediation Module 1.0.1 APIC/FirePOWER Remediation Module S |

Cisco I0S Null Route 1.0 Block an IP address in a Cisco I0S router L

Nmap Remediation 2.0 Perform an Nmap Scan 4

pxGrid Mitigation 1.0 Perform a pxGrid mitigation against the involved IP addresses 4

Set Attribute Value 1.0 Set an Attribute Value

Install a new module

Choose File | ¥etration_FMC..le_1.0.2.tgz

—
[ Install |

NOTE:

If you receive an access error message, clear the error message and repeat Step 2.
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When successfully installed, the Cisco Firepower Management Center Remediation Module for Tetration is
displayed in the list of installed remediation modules.

Overview Analysis JRGITIEEN Devices Objects AMP Intelligence Deploy % System Help v bmcgloth v

Access Control » Network Discovery Application Detectors Correlation Actions » Modules

Alerts Remediations Groups

&) Success

Module successfully installed

Installed Remediation Modules

Module Name Version Description

APIC/FirePOWER Remediation Module 1.0.1 APIC/FirePOWER Remediation Module e« [
Cisco I0S Null Route 1.0 Block an IP address in a Cisco 105 router

Nmap Remediation 2.0 Perform an Nmap Scan

pxGrid Mitigation 1.0 Perform a pxGrid mitigation against the involved IP addresses S

Set Attribute Value 1.0 Set an Attribute value

Tetration/FirePOWER Remediation Module 1.0.2 Achieve rapid threat containment of Tetration workloads Wu |

Install a new module
Choose File | Mo file chosen

="

Install

Configuration
To configure the remediation module installed on the FMC, complete the following procedure in the FMC GUI:

Step 1
Cr

eate an instance of the remediation module for each Tetration Analytics (TA) server in your network:
a. Navigate to Policies > Actions > Instances.

b. Select the remediation module in the drop-down list, and click Add.

Overview Analysis JGCIIEEN Devices Objects AMP Intelligence Deploy " System Help ¥ bmcgloth v

Access Control v MNetwork Discovery Application Detectors Correlation Actions * Instances
Alerts Remediations Groups

Configured Instances

Instance Name Module Name Version

pxGrid pxGrid Mitigation 1.0 \ O

QuarantineBadEP

SDC1 ACI Fabric APIC/FirePOWER Remediation Module 1.0.1 W |
QuarantineBadEP-SDC2 — ' - -
SDC2 ACI Fabric APIC/FirePOWER Remediation Module 1.0.1 v O
Add a New Instance
Select a module type | Tetration/FirePOWER Remediation Module(v1.0.2) ¥ | Add

c. Enter an Instance Name (in this example, TetrationRemediationl96) and description.
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d. Enter the TA server's IP address, API key, API secret, and scope containing the potentially

offending host. Click Create.

NOTE:

December 2020

The API key and secret are not validated against the TA server at this point. The APl key and secret must
first have been created in TA by a site admin, customer support, or a root scope owner role.

Overview Analysis QLTSRN Devices Objects

Edit Instance

Instance Name

Module

Description

Tetration Analytics IP
Scope(e.g. Default)

API key
Retype to confirm

API secret
Retype to confirm

Access Control * Network Discovery Application Detectors Correlation Actions * Instances

AMP Intelligence Deploy ", System Help ¥ bmcgloth ¥

Alerts Remediations Groups

[tretrationRemediatioleﬁ ‘I

Tetration/FirePOWER Remediation Module(v1.0.2)

Tetration Remediation Service
SecureDC tet-pov-rtp2.cpoc.co

‘ Create ‘ Cancel |
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e. Under Configured Remediations, select a type of remediation (in this example, quarantine an IP on
Tetration Analytics), and click Add to add a new remediation.

Overview Analysis JOGITS{-IW Devices Objects AMP Intelligence Deploy » System Help ¥ bmcgloth v
Access Control v Network Discovery Application Detectors Correlation Actions * Instances
Alerts Remediations Groups
& Success x

Created new instance TetrationRemediation196

Edit Instance
Instance Name TetrationRemediation196
Module Tetration/FirePOWER Remediation Module(v1.0.2)

Tetration Remediation Service
SecureDC tet-pov-rtp2.cpoc.co

Description

Tetration Analytics IP 64‘_
Scope(e.g. Default) SecureDC

APT key BessssesssssssenttsstsanIBIsIRES

Retype to confirm

APT secrat T P T Y PR YY)

Retype to confirm TTIIT)

Save Cancel

Configured Remediations

Remediation Name Remediation Type Description

No configured remediations available

Add a new remediation of type | Quarantine an IP on Tetration Analytics ¥

f.  Enter a Remediation Name (in this example, TetrationQuarantineEP), and click Create.

Overview Analysis JzMITa-t-0 Devices Objects AMP Intelligence Deploy % System Help ¥ bmcgloth v

Access Control * Metwork Discovery Application Detectors Correlation Actions * Instances

Alerts Remediations Groups

Edit Remediation

Remediation Name lTetratichuarantmeEP I

Remediation Type Quarantine an IP on Tetration Analytics

Quarantine the endpoint with
Tetration policy change

Description

e
Create Cancel |
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g. Return to the Instance configuration by clicking Done.

Overview Analysis QUL Devices Objects  AMP

Intelligence

% System Help ¥ bmcgloth v
Access Control v

Network Discovery Application Detectors Correlation Actions * Instances

Alerts Remediations Groups

© Success

Created new remediation TetrationQuarantineEP

Edit Remediation

Remediation Name TetrationQuarantineEP

Remediation Type Quarantine an IP on Tetration Analytics

Quarantine the endpoint with
Tetration policy change

Description

[ Save ﬂ Cancel l.[ Done |
)

h. The remediation you just configured then shows up in the table. Click Save.
NOTE:

You can also create an un-quarantine remediation action, but it’s not recommended for production
environments.

Step 2 Configure the policy to log connections to be tested for CnC traffic.

Configure an access control policy (in this example, SDC-Multisite-FTD-C1):

a. Navigate to Policies > Access Control then Edit the policy.

b. Click Edit Rule (for example, Log-Connections-CnC or Web Traffic).

c. On the Logging tab, select Log at Beginning of Connection.

Important

Ensure that logging is enabled each of the access rules, so that the FMC receives event notifications.

Editing Rule - Log-Connections-CnC

[ e ]

¥ Enabled

v Atk

Action | o Allow

Zones  Networks VLAN Tags .. Users Applications Ports URLs SGT/ISE Attributes

Inspection [NELFTEM Comments.

II@ Log at Beginning of Connaction ]

" Log at End of Connection
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Overview Analysis JuII-ER Devices Objects AMP Intelligence Deploy

Access Control v MNetwork Discovery Application Detectors Correlation Actions ¥

Policy Management Rule Management White List Traffic Profiles
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Click Save.
Then Save and Deploy the policy.

Configure a correlation rule:

Navigate to Policies > Correlation > Rule Management.

Click the Create Rule button.

Enter a Rule Name (in this example, Quarantine by CncC) and description (optional).

In the Select the type of event for this rule section, select a connection event occurs and at either
the beginning or the end of the connection.

In the drop-down list, select Security Intelligence Category, operator set to is, and category set to
CnC.

Click Add condition, and check the operator is set to OR instead of AND.

In the drop-down list, select Security Intelligence Category, operator set to is, and category set to
Attackers.

% System Help ¥ bmcgloth v

Alerts Remediations Groups

Rule Information | © Add connection Tracker | | & Add User Qualification | | & Add Host Profile Qualification
Rule Name [Quarantine_by_CnC I

Rule Description Connections to CnC or Attackers trigger this rule

Rule Group Ungrouped ¥

Select the type of event for this rule

If a connection event occurs ¥ || at either the beginning or the end of the connection ¥ | and it meets the following conditions:

[@) Add condition W [@) Add complex condition ]

X Security Intelligence Category v is v CcnC v
OR ¥

X Security Intelligence Category v is v Attackers v
Rule Options | © Add Inactive Period |
Snooze If this rule generates an event, snooze for0 hours M
Inactive Periods There are no defined inactive periods. To add an inactive period, click "Add Inactive Period".

| save ||| cancel J
h. Click Save.

There are several other categories that may also be desirable to add; Bogon, Bots, Dga, Exploitkit,
Malware, OpenProxy, OpenRelay, Phishing, Response, Spam, Suspicious, and TorExitNode.

For more information, please visit:
https://www.Cisco.com/c/en/us/td/docs/security/firepower/623/configuration/quide/fpmc-config-guide-

v623/security intelligence blacklisting.html

Step 4 Associate the instance of the remediation module as a response with a correlation rule:

a.

Navigate to Policies > Correlation > Policy Management.
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b. Click Create Policy.
c. Enter a Policy Name (in this example, Compromised Server) and description (optional).

d. From the Default Priority drop-down list, select a priority for the policy. Select None to use rule
priorities only.

e. Click Add Rules, select the correlation rule you previously configured in Step 3 (in this example,
Quarantine_by_CnC), and click Add.

Overview Analysis LISt Devices Objects | AMP Intelligence

System Help v bmcgloth v

Access Control v Network Discovery Application Detectors Correlation Actions ¥

Alerts Remediations Groups

Policy Management Rule Management White List Traffic Profiles

Correlation Policy Information | save ,| |‘ Cancel |
Palicy Name l|Compromised Server | ]

Palicy Description |IF CnC is tripped, FMC will trigger a quarantine of the source host

Default Priority

| @ Add Rules |

Policy Rules

Rule

Quarantine by CnC

Connections to CnC or Attackers trigger this rule is rule does not Nave any responses Default mt:l

f.  Click the Responses icon next to the rule and assign a response (in this example,
TetrationQuarantineEP) to the rule.

Responses for Quarantine_by_CnC

Assigned Responses

TetrationQuarantineEP

EZ

Unassigned Responses

QuarantineBadEP

QuarantineBadEP-SDC2

Shutdown

TetrationUnQuarantineEP

UnQuarantine_SourcelP =

3 i

g. Click Update.
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Overview Analysis JLIISEEN Devices Objects | AMP  Intelligence Deploy % System Help v bmcgloth v
Access Control v Network Discovery Application Detectors Correlation Actions ¥
Alerts Remediations Groups
Rule Management White List Traffic Profiles
—_—
You have unsaved changes Save H Cancel |
Correlation Policy Information
Policy Mame Compromised Server
Policy Description If CnC is tripped, FMC will trigger a quarantine of the source host
Default Priority MNone ¥
Policy Rules | ©@ Add REIES_:
Rule Responses Priority
g{%ﬁngnocr TS e s iz TetrationQuarantineEP (Remediation)) Default v ¥ O

h. Click Save.

Verify

Because remediations can fail for various reasons, perform the following steps to verify that a remediation is
successful:

Step 1 Once the remediation module is triggered by an associated correlation rule, check the status of the

remediation execution in the FMC GUI (ping a known CnC server on the internet).

Within about 20 seconds the policy should take effect, within 2 minutes the annotation shows up in the

Tetration database after a screen refresh.

Step 2 Navigate to Analysis > Correlation > Status.

Step 3 In the Remediation Status table, find the row for your policy and view the result message. Result

may show “Remediation pending” as the module continues to check the status of the Tetration data base.

Overview JEUEINEEN Policies Devices Objects AMP Intelligence Deploy , System Help¥ bmcgloth v
Context Explorer Connections ¥ Intrusions Files v Hosts v Users v Vulnerabilities v Correlation » Status Custom v Lookup v Search
Bookmark This Page Report Designer View Boockmarks Search
Remediation Status ,
. - Il 2018-10-25 10:19:34 - 2018-10-26 10:27:53 &
Table View of Remediations Expanding
No Search Constraints (Edit Search)
Jump to... ¥
- Time * Remediation Name Policy Rule x Result Message *
3 2018-10-26 10:27:33 TetrationQuarantineEP Compromised Server Quarantine by CnC Successful completion of remediation
Page| 1 |of1 Displaying row 1 of 1 rows
| View || Delete |
| view Al ||  Deletean |
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Step 4 Once the remediation is complete, go to the TA GUI:
a. Navigate to Visibility > Inventory Search.
b. Enter the IP address of the infected host, and click Search.

c. In User Annotations, you should see quarantine = yes annotated to the IP address of the infected

host.
@ CiscoTetratien Analytics™  Host Profile
il
Oct 23 9:24pm - Oct 24 9:24pm -
B
Host Profile
U
Hostname web1
- 1] 10.18.107 101
& Scope 2 more®
Enforcement Groups SecureDC .1 more
Experimental Groups SecureDC .1 more
Internal? QYes
I User Annotations quarantine =yes I

Step 5 What to do next
Once you clean the quarantined host and it is no longer infected, you can use Tetration (recommended) to
change the quarantine = yes annotation back to quarantine = no as follows:

For example, if the quarantined host that is no longer infected is 10.18.107.101, create a CSV file such as:

IP,quarantine

10.18.107.101,no

Navigate to Applications > Inventory Upload. and upload your CSV file to Tetration using the Add operation.

Upload

Operation

Add

For more info, see the online help user guide on your Tetration server:
https://<your-Tetration-server-IP-address>/documentation/ui/inventory/user_annotations.html

An alternative method is to use the FMC remediation module to remove the quarantine with an un-
quarantine rule and associated policy but this is not recommended in production networks due to security
concerns.
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Test Case 8 - Tetration and Identity Services Engine

Tetration as a Service and Identity Service Engine (ISE) integration provides Tetration with endpoint
and user metadata, such as Mobile Device Manager (MDM) details (i.e. authentication, Security Group
Tags (SGTs), etc). The metadata is used in Tetration inventory filters, policies, etc. The integration
requires the deployment of a Tetration Virtual Edge Appliance and the Cisco Platform Exchange Grid
(pxGrid) service.

Test Description:

In this test case, Tetration is used to protect the application servers in the data center. The objective is
to allow users in the AD group Employees to access the application servers while denying all others.

To accomplish this, the Tetration Enforcement Agent is installed on all servers. A Tetration policy is
created to allow the group Employees to access the application servers. The policy is pushed to all the
Tetration Enforcement Agents. The agents then update the server firewall rules, granting access to the
group Employees.

The important thing to note is the group Employees used in the policy is a Tetration filter. The filter is
updated in near real time with changes in endpoint states, as users log on and off the network. These
updates are provided by ISE through pxGrid and the Tetration Virtual Edge Appliance. This enables
Tetration to update the server firewall rules to reflect the endpoints current state.

1. The Tetration Enforcement Agent is installed on all application servers. The agent provides
Tetration with host information and traffic flows.

Internet

Campus

Contractor

Tetration as

9 Access
a Service

Switch

Employee

TO EDGE TO WAN

Install the Tetration agents on
all application servers

Secure Data Center

Web Zone Servers
Tetration Agent &

— = y\
(C @@@

ACI Multi-Site
Orchestrator Cluster

HyperFlex
Cluster

&

ACI Leaf m

App Zone Servers

Microsoft Fabric

Active Directos Distribution Interconnect TetrationAgont & Application
ry SGE L3 Switch t AMP4E Server
L &
Identity Services Tetration F":ggxr Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance Agent & AMP4E Server
Services Core ACI Business Use Cases
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2. Endpoints are authenticated using the 802.1X protocol at the access switch or access point. ISE
provides the RADIUS service for the authentication. ISE uses Directory Services to authenticate
and learn endpoint and user metadata.

Internet

Contractor

Tetration as

‘. Access
a Service

Switch

Employee
Users are Authenticated with

TO EDGE TO WAN

Secure Data Center

APIC

Web Zone Servers
Cluster

Tetration Agent &

ACI Multi-Site

HyperFlex \__Avpae Web
Orchestrator Cluster Cluster Server
/. @ =\ 0\

ACI Leaf

Microsoft App Zone Servers
Jéctive Dicsctory 3 Disslcvl:i':::u:n L3 Switch Interconnect Telrag:)&&gEem & Apggfva;‘)“
7 / e
2 \ @ ]
2 ISE authenticates users with H
\dentity Sanvces Directory Services D —

= — NGFW Database Zone
Engine with Virtual Edge ™ Servers Tetration Database
pxGrid Appliance \_Agent & AMP4E / Server
Services Core ACI Business Use Cases

3. The Tetration Virtual Edge Appliance learns endpoint and user metadata from ISE over pxGrid.

Internet

Campus

Contractor

Tetration as
a Service

Employee

TO EDGE TO WAN

Secure Data Center

APIC
Cluster

Web Zone Servers
Tetration Agent &

ACI Multi-Site " .
Orchestrator Cluster yperFlex AMPAE

Web
Server

ACI Leaf

App Zone Servers
Tetration Agent & Application
AMP4E pgelrver

=]
etration Virtual Edge Appliance with ISE connector

Distribution

i Interconnect
Switch L3 Switch

learns user and endpoint metadata from ISE via pxGrid

Identity Services' Tetration Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance \\ Agent & AMP4E A Server
Services Core ACI Business Use Cases
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4. Tetration Virtual Edge Appliance streams the endpoint and user metadata to Tetration. The data is
updated in near real time to reflect the endpoints current state.

Internet

Contractor

Tetration as
a Service

Employee

TO WAN

Secure Data Center

@
APIC Web Zone Servers
CIM te Cluster Tetration Agent & Web
HyperFlex \_AVP4E___/ .
Orchestrator Cluster Cluster Server
@
" % i App Zone Servers
Microsoft Fabric &
K 3 Distribution . Tetration Agent & icati
Active Directory Saiteh L3 Switch Interconnect AMP4E Apggffé:on
Y - _ =
Wy Tetration Virtual Edge Appliance sends user and H
< endpoint metadata to Tetration as a Service
Identity Services Tetration o Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance \ Agent & AMP4E J Server
“Services Core ACI Business Use Cases

5. The Tetration administrator creates policies using Application Dependency Mapping (ADM) tool or
manually. The metadata from ISE can be used as filters in Tetration policies.

Internet

Campus

Contractor

Tetration as
a Service

Employee

Tetration administrator sets up enforcement
policy using user and endpoint metadata %%

Secure Data Center

APIC ACI Spine Web Zone Servers
ACI Multi-Site Cluster Tetration Agent & Web
Orchestrator Cluster ng::x AMP4E Server
Vs @ =\
Microsoft ACI Leaf N Fabric App Zone Servers
sy Distribution . Tetration Agent & Applicati
Active Directory Switch L3 Switch Interconnect AMPAE Psl"e"‘_:vae:""
/ =\ 0\
@ @
Identity Services Tetration Firsgc;&er Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance \ Agent & AMP4E 74 Server
Services Core ACI Business Use Cases
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6. Tetration pushes policies to the agents, then the agents update the local firewall rules.

Tetration as
a Service

Campus

Contractor

Access
Switch

Employee

Push enforcement policies
to Tetration Agents

Secure Data Center

APIC ACI Spine Web Zone Servers
ACI Multi-Site Cluster h Tetration Agent & Web
Fost ; yp: AMPAE
Orchestrator Cluster l Cluster Sener
=
% €
3] —) a
& 5 >
2\ 2. A} o
ACI Leaf
_Micro_soh Distribution Fabric R ‘;'Z‘:VE*Z‘%‘:ASQEEN"?’&S i
Active Directory Siich L3 Switch Interconnect AMP4E Apspé'rcvae“ron
@ @ - .
Identity Services Tetration Fi’:g‘;"‘vzler Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance Agent & AMP4E Server
Services Core ACI Business Use Cases

7. With the updated firewall rules, employees are allow to access the web server and contractors are

deny.

Internet

Tetration as
a Service

Contractor

Employee

TO EDGE

Secure Data Center

APIC
Cluster

ACI Multi-Site
Orchestrator Cluster

Local firewall allows employees to access
the Web Server and denies contractors

ALLOWED
| Ciy
DENIE

Server
ACI Leaf
Microsoft SRt bi Fabric '.G‘\.Zfrazg:‘e Asg eerx:eg
ive Di istribution P Applicati
Active Directory Switch L3 Switch Interconnect \ AMPAE pg el::vae ron
=
‘ A
Identity Services Tetration Fir:go;xer Database Zone
Engine with Virtual Edge Servers Tetration Database
pxGrid Appliance \ Agent & AMP4E 74 Server
Services Core
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Create the Tetration Virtual Edge Appliance Configuration Bundle

Deploy the Tetration Virtual Edge Appliance

Procedure

Step 1 Enable ISE pxGrid

Step 2 Generate a pxGrid Certificate
Step 3

Step 4

Step 5 Configure the ISE Connector
Step 6 LDAP Configuration

Step 7 Annotation Inventory Upload

Step 8 Create Scope

Step 9 Create Inventory Filters

Step 10 Create Workspace

Step 11 Testing

Step 1 Enable the ISE pxGrid.

December 2020

a. To edit the ISE node configuration, log into the ISE management portal. Navigate to Administration
> System > Deployment and click on the deployed node <Hostname>.

il Identity Services Engine Voo

Deployment

v ="

G-

» o Deployment
=%s PAN Failover

» Context Visibility » Operations » Policy + Administration » Work Centers
» Identity Management  » Network Resources P Device Portal Management  pxGrid Services  » Feed Service » Threat Centric NAC

Deployment | Licensing  » Certificates  » Logging  » Maintenance  Upgrade  » Backup & Restore b Admin Access  » Settings

Deployment Nodes

# Edit Register | §F) Syncup | [ Deregister

¥

[] | Hostname a  Personas Role(s) Services
O Administration, Monitoring, Policy Service, pxGrid  STANDALONE ~ ALL

b. At the end of the Edit Node page, check the box to enable pxGrid.

Enable Device Admin Service (i

Enable Passive |dentity Service

pxGrid (i
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Navigate to Administration > pxGrid Services. The message “Connected to pxGrid <server name>"
indicates a normal operating state.

December 2020

"Huey ldentity Services Engine Home  » ContextVisibiity  » Operaions  » Policy RTINS * Work Centers
» System  » Identity Management  » Network Resources  » Device Portal Management | pxGrid Services » Feed Service  » Threat Centric N
All Clients Web Clients Capabliities Live Log Settings Certificates Permissions

o/ Enable (@) Disable @Aa;rove © Group ’ Dedline eDelde v *&3 Refresh ~ Total Pending Approval(0)

N Client Name Client Description Capabilities Status

O » ise-fanout-ise20 Capabilities(0 Pub, 0 Sub) Online (XMPP)

[0 » ise-mnt-ise20 Capabiiities(2 Pub, 1 Sub) Online (XMPP)

O » ise-admin-ise20 Capabiiities(4 Pub, 2 Sub) Online (XMPP)

[0 » ise-pubsub-ise2d Capabiities(0 Pub, 0 Sub) Online (XMPP)

[0 » firesightisetest-fmc.csco-x.com-2 Capabilities(0 Pub, 0 Sub) Offline (XMPP)

0 » iseagent-firepower-2b401b7f0c85 Capabiiities(0 Pub, 0 Sub) Offline (XMPP)

[0 » iseagent-fmc.cisco-x.com-2b401b Capabiities(0 Pub, 0 Sub) Offine (XMPP)

[0 » firesightisetest-firepower-2b401b Capabilities(0 Pub, 0 Sub) Offline (XMPP)

[J » smc.csco-x.com Capabilities(0 Pub, 0 Sub) Offline (XMPP)

4
Connected to pxGrid ise20 cisco-x.com

Step 2 Generate a pxGrid Certificate
a. Navigate to the Certificates tab
b. Complete the form to generate the pxGrid Certificate.

1. Use the dropdown menu in the | want to field and select Generate a single certificate (without
a certicate signing request)

2. Inthe Common Name (CN) field: Type the <FQDN>
3. In the Subject Alternative Name (SAN):

a. select IP address

b. Type < ISE server IP address>

4. Using the Certificate Download Format menu, select Certificate in Privacy Enhanced Electronic
Mail (PEM), key in PKCSS....

In the Certificate Password, field, Type <certificate password>
In the Confirm Password field, Type <certificate password>
Click Create
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“dss Identity Services Engine Home  » ContextVisibiity  » Operaions  » Policy [RtiiStE

» System  » identity Management  » Network Resources  » Device Portal Management | pxGrid Services

All Clients Web Clients Capabilities Live Log Settings Certificates Permissions
—

Generate pxGrid Certificates

Iwantto * I Generate a single ceriificate (without a certificate signing requesnl

HomvIR e iy

Description

Certificate Template PxGrid_Certificate_Template @

Subject Alternative Name (SAN) IIP address v l I 10.9.10.51 I

Secure Data Center Design Guide | Validation Testing | Test Case 8

» Work Centers

» Feed Service  » Threat Centric NAC

Certificate Download Format * ICev(iﬁcare in Privacy Enhanced Electronic Mail (PEM) format, key in PKCS8 PEM format

(including centificate chait VI o

Certificate Password *
Confirm Password *

Connected to pxGrid Ise20.cisco-x. com

S |
Reset r Create 4

December 2020

c. Once the certificates are created, the user is automatically prompted to save the zip file locally.

Opening 1591316349799_cert.zip X

You have chosen to open:

i 1591316349799 _cert.zip

which is: Compressed (zipped) Folder
from: https://10.9.10.51

What should Firefox do with this file?
() Open with  Windows Explorer (default) v
(®):Save File

[[] Do this automatically for files like this from now on.

Cancel

d. Extract the zip file and save the certificates and key for later use.

Mame Date modified Type Size

5] CertificateServicesEndpointSubCA-1SE20_ 12/1/2019 5:19 PM Security Certificate 2KB
[ CertificateServicesModeCA-ISE20_ 12/1/2019 5:19 PM Security Certificate 2KB
[Z] CertificateServicesRootCA-ISE20_ 12/1/2019 5:19 PM Security Certificate 2KB
=] ise20.cisco-x.com_ 12/1/2019 5:19 PM Security Certificate 2KB
[ ise20.cisco-x.com_10.9.10.51 12/1/2019 5:19 PM Security Certificate 2KB
|_‘1 ise20.cisco-x.com_10.9.10.51.key 12/1/2019 5:19 PM KEY File 2KB
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e. To automatically approve the certificates, navigate to Administration > pxGrid > Settings

and enable Automatically approve new certicate-based accounts.

"8ty Identity Services Engine Home » Context Visibility » Operations (-~ Administration » Work Centers

» System  » |dentity Management  » Network Resources  » Device Portal Management | pxGrid Services | » Feed Service  » Threat Centric NAC
All Clients Web Clients Capabilities Live Log Setfings Cedificates Permissions
[ ————

PxGrid Settings

Automatically approve new cerfificate-based accounts
| Allow password based account creation

Use Default

Test

Connected to pxGrid ise20.cisco-x.com

Step 3 Create the Tetration Virtual Edge Appliance Configuration Bundle

a. From the Tetration Management portal, hover over the Connectors Icon to expand the menu.
Select Connectors.

€ CSL;OTOUUU N . ’ @ SAFE_DATACENTER ~ @ Monitoring ~ @ ~ @ ~
i VISIBILITY >

TY SCORE = June7,2020 | INTGSSOPOV : SAFE_DATACENTER ~ ¥ Fitter Workdoads || =5 Adjust Weights
&% SEGMENTATION
© SECURITY >
PERFORMANCE >

I\ DATAPLATFORM >
L ALERTS >

e

ToF ez s seros s soen0 s . 10 o 7 oy 24 31 snor

b. Select the ISE connector from the CONNECTORS page.

@ CiscoTetratien” CONNECTORS i
Lt

Q Filter
&

o New & Noteworthy

@
F5 ISE
& Collect telemetry from F5 Collect endpoints and
BIG-IP inventories from Cisco ISE
Q
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c. Click Enable.

Cisco Tetratizn’ | CONNECTOR Rl © Vonioring - @ - ¢ -
ro ISE <Browse Connectors
nfo
[0}
ISE connector collects information about endpoints and inventories managed by Cisco ISE appliances. ISE
o)) connector registers each endpoint as an agent within Tetration and annotates the inventores with Ihe information
maintained by Cisco ISE apphance ncluding secure group tags. device types and user attnbutes from Active
pA Directory. Since ISE connector does inventory ennichment, it IS recommended o depioy this connector along vith
connectors providing Now telemetry data (like ASA. Anyconnect etc.).
a
»
d. Click Yes to start the Configuration Bundle setup.
& Deploy Appliance
Enabling ISE integration requires deploying a special virtual appliance. You may try again
once the virtual appliance is up and running.
Would you like to start configuring and deploying the virtual appliance?
e. Enter the appliance IP information and click Next.
/; CiscoTetratien' EPLOY VIRTUAL APPLIANCE el © Monitoring ~ @ - &5 -
-
. € @
© Download OVA VM Configuration
@
IP Address (CIDR format) *
A
. Gateway IP address +
2 Hostname (cptonal)
v

Name Server J| 10.9.10.110 +
10.9.10.111 x

Search Domain (optons!) ¥

Use proxy server to connect to Tetration (cptona) [

HTTP Proxy (optonal) | hitp:/Aww.cisco.com:8

No Proxy (cptonsl) | acme.org +

Docker Bridge IP (CIDR format) (cotonal) | 172.17.0.1/16

Cancel Previous | [T
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f.  Click Download Configuration Bundle, save the ISO image and click Next.

CiscoTetratien L L APPLIANCE ekl © Monitoring -~ ® - €8 -

& ° ° °
i

Downiload OV VM Configuration Download Configuration Bundie

Tetration Edge VM configuration bundle {iso image) ready for deployment

a & Download Configuration Bundle
Cancel Previous ﬂ

g. This page provides an overview of the deployment steps. Review and click Done.

SiscoTetratien 4 N Bl © Monitoring - @ - 8
© Downioad OVA VM Configuration Downioad Configuration Bundle Deploy Virtual Appliance
@ Deploy Tetration Edge appliance by following these instructions.

1. Use the OVA image downloaded from C

v page (7 to deploy a new OVF template on the designated ESXi host
+ vSphere 5 5+ is supported. You may folow the instructions here (7 for deploying an OVF template
« Make sure the VM network settings match the recommended configuration for Tetration Edge appliance
+ Do not boot the VM yet!
2. Upload the VM Configuration Bundle (iso image) 10 the datastore comesponding 1o the target ESXi host
3. Go to Edit VM settings and mount the Configuration Bundie (iso image) from the datastore. Please make sure to select Connect at Power On checkbox
4. Power on the deployed VM
S. Wait for the virtual appiiance 1o connect back to Tetration. This may take a few minutes
The appliance status should change from Pending Registration to Active

You may monifor the appliance status on the virtual appliance management page after clicking Done button below

Cancel

Previous

Step 4 Deploy the Tetration Virtual Edge Appliance

a. Login to the vCenter. Right click the <data center> to host the VM and select Deploy OVF
Template.

[ Actions - sDC1

L YT

% New Cluster. ACTIONS ~
v [P sdc-veenter. New Folder *litor  Configure  Permissions  Hosts & Clusters VMs  Datastores Networks  Updates
> HSDCE | pistributed Switch ! .
> Mispcl P
| 13 New Virtual Machine firtual Machines: 16
> B sDC2 | 5
*3 Deploy OVF Template I|9Lw0[kg 8
batastores 5
Storage »
Edit Default VM Compatibility..
#2 Migrate VMs to Another Net.
Bs ~ Tags ~
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b. Select the tetatration-edge-<version>.ova downloaded from Cisco Software Download and click
Next.

Deploy OVF Template
Select an OVF template

2 Select a name and folider Select an OVF template from remote URL or local file system

3 Select a compute resource
Enter a URL to download and install the OVF package from the Internet, or browse to a
4 Review details

location accessible from your computer, such as a local hard drive, a network share, or a
CD/DVD drive
URL

5 Select storage

6 Ready to complete

® Local file

Choose Files | tetration-edge-3.3.2 2 ova

CANCEL NEXT

c. Inthe Virtual Machine Name, type <VM Name>. In the Select Location... window, select the <data
center> to deploy the VM. Click Next.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

¥4 2 Select a name and folder Specify a unique name and target location

3 Select a compute resource
Virtual machine name

4 Review details

S Select storage

6 Ready to complete Select a location for the virtual machine

v 3 sdc-vcenter.cisco-x.com

=

> [ SDC2

CANCEL NEXT

4
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d. Inthe Select a Compute Resource Window, select the <host> and click Next.

Deploy OVF Template

v 1Select an OVF template Select a compute resource

v 2 Select a name and folder Select the destination compute resource for this operation
4 Review details v [ sbC1
5 Select storage > [ 10.16.6.102

6 Ready to complete > 10.16.6.103

> Il 10.16.6.104

Compatibility

v Compatibility checks succeeded

CANCEL BACK NEXT

4

e. Review the VM settings and take note of the required storage. Click Next.

Deploy OVF Template
v 1Select an OVF template Review details
+ 2 Select a name and folder Verify the template details

+ 3 Select a compute resource

4 Review details

5 Select storage Publisher Symantec Class 3 SHA256 Code Signing CA (Trusted certificate)
6 Select networks Download size 12GB
7 Ready to complete

Size on disk 3.1 GB (thin provisioned)

195.3 GB (thick provisioned)

CANCEL BACK NEXT

4
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f. Select the <datastore> with capacity which meets the required diskspace and click NEXT.

Deploy OVF Template

+ 1Select an OVF template
v 2 Select a name and folder
v 3 Select a compute resource
v 4 Review details

6 Select networks

7 Ready to complete

Select storage

Select the storage for the configuration and disk files

Select virtual disk format
VM Storage Policy

Name

=) ESx-3-DataStoret

4

Compatibility

Thick Provision Lazy Zeroed

Datastore Default v
Provisioned Free Tyr
53.36 GB 402.25GB \% =

v/ Compatibility checks succeeded

CANCEL BACK NEXT

4

g. From the VM Network field, select the VM network which includes the appliance configured IP and

click NEXT.

1 Select an OVF template
2 Select a name and folder

v
v
+ 3 Select a compute resource
v 4 Review details

v

5 Select storage

6 Select networks

7 Ready to complete

9 Return to Contents

Deploy OVF Template

Select networks

Select a destination network for each source network.

Source Network

VM Network

IP Allocation Settings
IP allocation

IP protocol

Y Destination Network Y

VM Network-10 / A

Static - Manual

IPva

CANCEL BACK NEXT
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h. Review the VM configuration and click Finish.

Deploy OVF Template

1 Select an OVF template Ready to complete
2 Select a name and folder Click Finish to start creation
3 Select a compute resource

v
v
v
v 4 Review details
+ 5 Select storage Provisioning type Deploy from template
v

6 Select networks

7 Ready to complete

MName tetration-edge-1

Template name Toolbox_Licenses_WA_13.1
Download size 11 GB

Size on disk 8.0GB

Folder sSDC

Resource 10.16.6.103

Storage mapping

All disks Datastore: ESXi-3-DataStorel; Format: Thick provision lazy
zeroed

MNetwork mapping
VLAN 3079 VM Network 10

IP allocation
settings

IP protocol
v

CANCEL BACK ‘ FINISH

i. To upload the Configuration Bundle ISO to a datastore, Click Storage and right click on the
<datastore>. Create a new folder or select an existing fold and click Upload Files.

vm vSphere Client

] ® B ESXi-3-DataStorel | actions~

[ sdc-veenter.cisco-x.com Summary Monitor Configure Permissions Files Hosts VMs

Fh sbc-E
[ spct USRI

(5 Esxi-2-Datastorel —

— ESXi-3-DataStorel E New Folder | T Upload Files |1I° Upload Folder

1
- DataStore! £ dvsData

—J ESXi-4-DataStorel -—
- 0 Jocker Name Y Size Y Modi. ¥ Type ¥ Path ¥

ESXi-5-DataStorel

£ .naa 618e7283727a4b5022b418051e45400e (& appl 10668 1228 SO Im [ESXI-3

= 1s01
Fh spc2

£ sdd.st
£ db-tb-win
I:Tetratlcn Edge - VM Config bundle

[ tetration-edge
8 tmp

3 vmkdump
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j.  Inthe pop-up windows, select the Configuration Bundle ISO file and click Open.

December 2020

@ File Upload
« v » ThisPC » Local Disk (C:) » 1SO v & Search 150
Organize = New folder
~ Name Type

7 Quick access

I @ appliance-tetration_edge-xocoo00- 5e0803a5885aac 59b6ffal2a.iso UlitralSO File I

B This PC
I Desktop

“i] Documents

File name: | appliance-tetration_edge-wooco00- 56080325885a3c59b6ffad2a.iso v| All Files (%)

k. Edit the Tetration Edge VM to mount the Configuration Bundle ISO. Navigate to the ESXi hosting

the Tetration Edge VM, then right click the <vm-name> and select Edit Settings.

vm  vSphere Client - ICT ISR SE

(& Migrate.
| = L) © ACTIONS v
[ﬁ Q {j Clone > - » 2
(7 sdc-veenter cisco-x.cor Fault Tolerance » onfigure Permissions Datastores Networks Updates
B sDC-E
P VM Policies > VM SDRS Rules
[ 1016.6.102 Template >
[J 1016.6.103
Compatibility >
{5 tetration-edge Name v Description v Enabled Datastore Cluster

'® WinServerTest- Export System Logs.

[ 1016.6.104 =
= I & Edit Settings. I
[J 1016.6.105

[ sbc2 Move to folder.

Rename.

Recent Tasks Alarms

I.  Use the dropdown menu in the CD/DVD drive 1 field, select the Datastore ISO File and check
Connected box. In the Status field, check the Connected At Power On box. In the CD/DVD field,
click BROWSE and select the Configuration Bundle ISO (appliance-tetration_edge-<unique
string>.iso) previously uploaded. When completed, click OK.

Edit Settings

Virtual Hardware VM Options

Network adapter 1

CD/DVD drive 1

Status

CD/DVD Media

Device Mode

Virtual Device Node

Video card

tetration-edge

T LT R

VM Network 10

Datastore ISO File

—
M connect At Power On

[ESXi-3-DataStorel] Tetra

BROWSE

X
~
[ ADD NEW DEVICE
-~
[ connected
Connected
et W
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m. In the vCenter, power on the virtual machine.

Note: The Tetration Virtual Edge appliance will self-configured and self-registered using the
Configuration Bundle image. In the Tetration management portal, the appliance status will change from
PENDING REGISTRATION to ACTIVE when it has fully initialized and registered.

@ CiscoTetratien”  VIRTUALAPPLIAN Bl @ Monitoring - @ - @€ -
7
Tetration Edge Appnanc. Decommisson
&
Checked In Registered Created
o N/A NIA Dec 28 2019 05:38:45 pm (PST)
Connectors o VM NTP  Log
a
+ Enable a nect Tetration Edge is a control appliance that streams alerts to various notfiers and collects inventory metadata from
Q network access controllers such as Cisco ISE.
2 Tetration
& + slack

Deploy Tetration Edge appliance by following these instructions

1. Use the OVA image downloaded from Cisco Software Download page [ 1o deploy 3 new OVF template on the designated ESXi host
« vSphere 5.5+ is supported. You may follow the instructions here (' for deploying an OVF template.
« Make sure the VM network settings match the recommended configuration for Tetration Edge appliance
« Do not boot the VM yet!
2 Upload the VM Configuration Bundie (iso image) to the datastore corresponding to the target ESXi host
3. Go fo Edit VM settings and mount the Configuration Bundle (iso image) from the datastore. Please make sure to select Connect at Power On checkbox
4. Power on the deployed VM
5. Wait for the virtual appliance to connect back to Tetration. This may take 3 few minutes
The appliance status should change from Pending Registration 1o Active

Step 5 Configure the ISE Connector

a. Click Connectors and in the workspace, select ISE.

/E CiscoTetratizn NNE RS ® SAFE_DATACENTER ~ ‘@ Monitoring - @ -~ &5 ~
e
Q Filter Manage | Browse

L] New & Noteworthy

@
F5
A Collect telemetry from F5
v BIG-IP

fa
| ADC/SLB
& F5 NetScaler /\ \/ | AV
Collect telemetry from F5 Collect telemetry from Collect telemetry from AVI

BIG-IP Citrix ADC Networks® Networks ADC

ISE ASA
Collect endpoints and Collect telemetry from ASA
inventories from Cisco ISE
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b. Select the ISE Instances tab and click Add Instance Config.

@ CiscoTetratin” CONNECTOR @ SAFE_DATACENTER = @ Monitoring - @ - &8 -
= ISE @ < Browse Connectors
&

Info LDAP Endpoint Log
@ ¢
Add Instance Config

@ ——
P
o
o Enabled on January 5, 2020

" Tetration Edge Appliance
&

Delete

Capabilities

User Insights  Inventory Ennichment

Endpaint Insights

Software Compliance Posture

MDM Insights
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c. Complete the ISE Connector configuration.
1. In the Name field, type <ISE-Connector-Name>
2. In the ISE Client Certificate field, copy and paste the content of the ISE Client Certificate
download previously.
3. In the ISE Client key field, copy and paste the content of the ISE Client Key download
previously.
4. In the ISE Server CA Certificate field, copy and paste the content of the ISE Server CA
Certificate download previously.
5. In the ISE Hostname field, type <ISE Server FQDN>.
In the ISE Node Name field, type <ISE Noder FQDN>.
7. Click Verify &Save Configs.

o

Note: In this test environment, the ISE server and node are the same.

CiscoTetratien @ SAFE DATACENTER ~ @ Monitoring + @ ~ &85 ~
™ ISE ® < Browse Connectors
.’Ei

n n: P Endpoin| g
L))
@
A New ISE Instance
Q
Name I tet-eage-isel I
Enabled on January 5, 2020

&« Tetration Edge Appliance

& ISE Client Certificate
Delete Copy and paste the content of the Client Certificate
!
Capabilities ISE Client Key

User Insights  Inventory Enrichment Copy and paste the content of the Client Key

Endpoint Insights

Software Compiiance Posture ISE Server CA Certificate

Copy and paste the content of the CA Key

MDM Insights

ISE Hostname I i5e20 cisco-x.com l

ISE Node Name I 15620 ¢Isco-x com I

bt s
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In this use case, we did not implement Tetration policy with LDAP attributes but have included the
LDAP configuration to illustrate the feature. This is a minimum configuration to query LDAP and
should not be used in an production environemnt.

a. Complete the LDAP configuration to connect ISE Connector to Microsoft Active Directory.
In the LDAP User Name field, Type <DC Service Account>

In the LDAP Password field, Type < DC Services Account Password>
In the LDAP Server field, Type <LDAP FQDN or IP Address>

In the LDAP Port Field, Type <LDAP port number>

In the LDAP Base DN field, Type <servers L DAP distinguished name>
In the LDAP Filter String field, Type <LDAP filter String>

NSO Ok~ N =

Click Next

CiscoTetratien

L))
@
4
Jal
Enabled on January 5, 2020
" Tetration Edge Appliance
v
Delete
Capabiiities

User Insights  Inventory Enrichment
Endpoint Insights
Software Compliance Posture

MDM Insights

ISE @

corumaing s

Enter Configs

@ SAFE DATACENTER ~ @ Monitoring ~

LDAP Username j********

LDAP Password | +eeseeeseeres

LDAP Server ad2 cisco-

LDAP Port 389

Change LDAP Usermame

x.com

UsessL [
Verity SsL ]

LDAP Server CA Cert

LDAP Server Name

LDAP Base DN cn=users,dc=cisco-x,dc=com

~lass=user))

LDAP Filter String (&(objectC

Snapshot Sync Interval (in 24

hours) (optiona

Use Proxy to reach LDAP [7]

Proxy Server to reach
LDAP (optiona

Cancel

9 Return to Contents




SAFE Design Guide

250

Secure Data Center Design Guide | Validation Testing | Test Case 8 December 2020

b. From the Username Attribute dropdown menu, select cn and click Next.

@? CiscoTetratisn® CONNECTOR @ SAFE_DATACENTER ~ @ Monitoring - @ - €5 -
b ISE @ < Browse Connectors
&
Info ISE Instances LDAP Endpoint Log
@ @ &
b Enter Configs Select Discovered Attributes
fat N
N LDAP Username Attribute I cn v
& Enabled on January 5, 2020
& Tetration Edge Appliance LDAP Attributes to Fetch | 0 memberOf name
&
Delete
Capabilities
User Insights  Inventory Enrichment
Endpoint Insights
Software Compliance Posture
MDM Insights
Cancel Previous m
c. Review and click Save & Apply Configs.
/? O Tetratien NNECTOR ® SAFE_DATACENTER ~ @ Monitoring - @ - &5 -
L
& ° ° °
Enter Configs Select Discovered Attributes Review and Apply Configs
L)
@ LDAP Username i
a
LDAP Password e
o
o Enabled on January 5, 2020 LDAP Server 3ad2 cisco-x. com
% & Tetration Edge Appliance LDAP Port 389

Delete

Use SSL x

Capabiliies

User Insights Verify SSL x

Inventory Enrichment
Endpoint Insights

LDAP Server CA Cert
Software Compliance Posture

MDM Insights LDAP Server Name

LDAP Base DN cn=users, dc=Cisco-x, ac=com

LDAP Fiiter String (&(objectClass=user))

LDAP Username Attribute

LDAP Attributes to Fetch

(=4}

cn memberOf name

Snapshot Sync interval (in 24
hours)
Use Proxy to reach LDAP x

Proxy Server to reach LDAP

Cancel

Previous
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Note: The Endpoint and Log tabs were left as default.

Step 7 Annotation Inventory Upload

Tetration provides an option to add annotations (tags) to an IP or a subnet. Users can assign the
annotations individually or in bulk with a CSV file. Both are options are available on the Inventory
Upload page. Below are examples of the CSV file fields. An IP column is it is required, the
remaining columns are user defined.

a. Create an annotation inventory file in CVS format. Use a spreadsheet application or a text editor.

Spreadsheet Application

P Application Location Region Tier Type
10.18.107.0/24 WordPress Web DataCenter
10.18.108.0/24 WordPress Application DataCenter
10.18.109.0/24 WordPress Database DataCenter
10.9.110.0/24 Users Campus
Text Editor

IP,Application,location,Region,Tier,Type
10.18.107.0/24 ,WordPress, , ,Web,DataCenter
10.18.108.8/24 ,WordPress, , ,Application,DataCenter
10.18.109.0/24,WordPress, , ,Database,DataCenter
10.9.110.8/24,,, ,Users,Campus

b. From the Tetration Management portal, hover over the VISIBILITY Icon to expand the menu. Click the
greater sign (>) to expand the VISIBILITY menu and select Inventory Upload.

=4 . . o
(@ CiscoTetratien” SECURITY DASH @ SAFE_DATACENTER ~ @ Monitoring + @ ~ @5 ~
[}

TY SCORE June 5, 2020 INTGSSOPQV : SAFE_DATACENTER -~ ¥ Filter Workloads || == Adjust Weights
Dashboard
Flow Search
Inventory Search

Inventory Filters

Inventory Upload

re

Extemal Orchestrators 20 war27 Apr o3 10 Ape17 Apras sy o1 viay 08 wisy 15 sy 22 May 20 sunos
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c. Inthe Upload section, click Select File and select the CSV file created in previous steps.

’//‘? CiscoTetratien™ INVENTORY UPLOAD @ SAFE_DATACENTER ~ @ Monitoring - @ - &% -~

st

Managing inventory annotations on the @ INTGSSOPOV  scope Select annotation columns to enable on inventory and

& flows
Tetration will generate alerts on any inventory matching an annotation prefixed with 'lookout_'
® g ¥ 4 9 p - @ Application )
¥ Location O
@ ypload _
¥ Region [J
A elect File £ | Downiload Annotations & @ Tier @
Select a CSV file to add or delete annotations
2 ¥ Type O
. Snhow more @ m Reset
& Assign

Assign Annolations

Manually assign annotations to an IP or subnet

Search

Search by IP or Subnet

Danger Zone

Clear All Annolations

Note: To manually assign annotations, click the Assign Annotations under the Assign section

Step 8 Create Scope

a. From the Tetration management portal. Click the Settings icon and select Scopes.

f? CiscoTetrati#Tn® SECURITY DASHBOARD ® SAFE_DATACENTER - @ Monitoring ~ @ ~
L
SCOPE SECURITY SCORE April 13, 2020 INTGSSOPOV : SAFE_DATACENTER ~ T Filter Worklg
& & Preferences
100 4 AP Keys
°
@ = | %o Users &
B + e ——mBEEE BEEEEBEEEREEEEERER £ Roles £
i THUTHHHHE
= Collection Rules £
: "1 | et
Overall Score R
=] Mar 18 Mar 20 Mar 22 Mar 24 Mar 28 Mar 28 Mar 30 Apr 01 Apr03 Apr 08 Apr 07 Apt T2 Change Log &
& SCORE BREAKDOWN © Logout
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b. From the scopes window, click Create New Scope.

December 2020

CiscoTetratien™ s S @ SAFE_DATACENTER

® INTGSSOPOV = T2

Filters ©

Query Ability Total Children

® SAFE CLOUD * Type confains Cloud Owner 3

% Monitoring ~ @ -~ &5 -~

& Edit

Create New Scope |

c. Complete the Scope Details form
1. In the Name field, Type <Scope Name>
2. Inthe Query field, Type <Query Type>
Note: The Type (eg. Datacenter) was defined in the Annotation CSV file previously uploaded.
3. When complete, click Create

Scope Details

Name

Description

Policy Priority ©

Parent Scope

Sub-Type

Query ©

X Cancel

SAFE_DATACENTER

Natural v
® INTGSSOPOV ~
No selection v

#* Type = Datacenter

Note: For ease of management, it is recommended to limit the scope to a depth of 10 layers.
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Step 9 Create Inventory Filters

a. From the Tetration Management portal, hover over the VISIBILITY Icon to expand the menu. Click the
greater sign (>) to expand the VISIBILITY menu and select Inventories Filters.

ﬁ CiscoTetratifn® SECURITY DASHBOARD ® SAFE_DATACENTER - @ Monitoring ~ @ - & -
V\S\H\HTV
ITY SCORE |~ June 5,2020 | INTGSSOPOV : SAFE_DATACENTER ~ 7 Fitter Woridoads || == Adjust Weights

Dashboard

100
Flow Search

s
Inventory Search

Inventory Filters
Inventory Upload

o Apr 1T Aprad May 01 May 08 May 15 May22 May 20 Jun 05

50
e o
3 Apr 1

Extemal Orchestrators Mar 20 Mar 27 Agr 0

b. Click Create Filter.

@ CiscoTetrati#n™ INVENTORY FILTERS ® SAFE_DATACENTER - @ Monitoring + @ ~ &5 -
[*1]

Filters @ @ Enier atinbutes ﬂ
v Total matching fitters: 7 Results restricted to root scope @ INTGSSOPOV
@

Name Query Ownership Scope Restricted? Created At

c. Complete the Create an Inventory Filter configuration.
1. In the Name field, type <filter-name>
2. Inthe Query field, type <query>
3. When complete, click Next

Note: To see all available ISE queries, type ISE in the text box.

@ Create an Inventory Filter

Define

-

Create a query based on Inventory Attributes:

Inventory is matched dynamically based on the query. The tags can

include Hos! me, Address/Subnet, OS, and more The full kst is in the

user quise

A preview of maiching inventory items will be shown in the next step
Query © * ISE_ y p = Employ T

Show advanced options

Cancel Previous Next ||
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d. The query result is display. Review the result and click Create.

@ Create an Inventory Filter

Define Summary

Name Empioyees
Scope ® INTGSSOPOV

Query *ISE . y T

Inventory item preview Showing 2 of 2 total

Hostname IP Address os
host-10.9.110.101 109110101 Belkin Device
host-10.9.110.103 109110103 Belkin Device

Cancel Previous

Step 10 Workspace Creation

a. From the Tetration Management portal, hover over the Segmentation Icon to expand the menu.
Select SEGMENTATION from the menu.

(? CiscoTetrati#n” SECURITY DASHBOARD © SAFE_DATACENTER « @ Monitoring = @ + @
L VISBILITY y
ITY SCORE = June 5,2020 = INTGSSOPOV : SAFE_DATACENTER ~ ¥ Fiter Workloads | = Adjust Weights
SEGMENTATION
100
© SECURITY >

L]
@ PERFORMANCE >

50
4 DATAPLATFORM >
= 1 TR
e - II
Apr

ommms LU

© CONNECTORS > Mar 20 Mar 27 Apr03 1 Apr 1T Apr24 May 01 May 08 May 15 May22 May 20 Jun 05

b. Click the Create New Workspace.

@ CiscoTetratien” SEGMENTATION @ mTessopov - @ Monitoring - @ - @& -
"
SEGMENTATION Overview 7 Get Started
o
1 Create Filter
L] @ Enforced Applications 1 N\ Enforcement Agents 40 2 Desired Agent Policies 6 / 40
@ 2 Add Policy
B Workspaces < Analyzed Folicies W Enforced Policies & Policy Requests
a 3 Start Analysis
a 3 Workspaces Q, Filter application workspaces Sort -
4. Enable Enforcement
9
AWS-SafedtierApp ® INTGSSOPOV | SAFE_CLOUD ; AWS-US-EAST m ANALYZED
& 230 Conversations 5 Clusters 26 Policies Last updated: Mar 29, :17 PM
B} Tools
Azure-Safe3tierApp @ INTGSSOPOV : SAFE_CLOUD : AZURE m
- Conversations 0 Clusters 1 Policy Last updated: Mar 29, 2:17 PM ® Enforcement History

g Default ADM Run Config
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c. Enter a name for the workspace, select the previously created scope and click Create.

[ Create a New Application Workspace

Name | WordPress3TierApp |

Description Enter

Scope ® SAFE_DATACENTER =
I Create Cancel

Secure Data Center Design Guide | Validation Testing | Test Case 8

December 2020

d. From the New Application Workspace, select Clusters (1) and click Create Cluster (2). Highlight
<new cluster> (3) and click the edit icon (4) in the right panel to modify the name. Click Edit

Cluster Query (5) to define the cluster.

CiscoTetratizn

w  WordPress3TierApp @ secooary

© Monitoring ~

@ -~

a0 -

® INTGSSOPO \FE_DATACENTER LELTUTCR R version: v |
&
b0} & Conversations 1 2 Policies 1 s App View (0
L
Clusters @ Q ®
A Filters © 2 @ Cluster WordPress Web
Displaying 1 of 1 clusters Cluster Actions
Y  Cluster 3 : Workloads : Confidence Dynamic Approved Name Wordrress Wet @
" Description [r4
user-defined-cluster NA |
& View Cluster Detail
:
Workioads (0)
Provides (0)
Consumes (0)
e. Enter Type=Web in the query box and click Save.
Edit Cluster
Name WordPress Web
Description T 1
Save Cancel

f.  Repeat these steps to create the additional clusters, Application and DB. When all clusters have

been defined, click Start ADM Run (6).
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g. From the ADM Run Configuration screen, select the time range for the ADM Run to analyze. Verify
the Scope is correct. Exclude unnecessary scopes by clicking the trash bin. Click on Submit ADM
Run. The duration of the ADM Run can vary greatly depending on the amount of data to analyze.

7 CiscoTetratien” SEGMENTATION @ Monitoring ~ & - &2 -
w  WordPress3TierApp @ wcows O
# INTGSSOPOV  SAFE_DATACENTER  [ovewec | [yl
T G Conversations & Cuusters (3 = Policies (1 dhApp View [0
w0
J—
ADM discovers security groups and policies for the members of this application using the observations in the selected time range.
o sﬂlﬂl HIP. I‘Mﬂ‘ " . . . ) : . . . ) . N . i _ e G’H.f"ﬁ lﬂH' obnru.au?n;
Apr 10 Br00am - Apr 13 10 00am - w7y ¥ ¥ ¥ ¥ aar ] ¥ a4 a3 s ar e i Wil Shucwing Flow Otsavatons
-]
Scops: | M INTGSSOPOV | SAFE_DATACENTER Tiene Range: Apr 10 9000am - Apr 13 10:00am
#
Member Workloads: 4 Smow
Exiernal Dependencies '
Manage the granularity of ADM generated policies for services that are axternal 1o the application. @ 3 hidden scopes  Show Al
Reorder Maturally @ Drag and Dvop | By Humiber
& INTGSSOPOV - SAFE_CLOUD Coarse | Fine -
& INTGSS0POV | SAFE_DATACENTER Coarse | Fina = 0
® INTGSSOPOV Coarse| Fine - 5
Advanced Confligurations >
==
h. When the ADM Run completes, the message ADM RESULTS AVAILABLE is display. Click it to
view the policies created by ADM.
T - . L
CiscoTetratien SEGMENTATION @ Monitoring - @ - 6§ -

T Switch Application

w  WordPress3TierApp @ secononnr

® INTGSSOPOV - SAFE_DATACENTER omanc | [EEETN PENDING ADM results available

o
D & Conversations & Clusters | 3 = Policies |1 sh App View |0
w
@ ® | = H o Filters @ Iiter Policies Q ®

n Absolute policies () | Defaurt poucies ) catch an [£253

s over workloads, clusters, policies.
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The Policies tab shows the policies created by the ADM Run. Locate the policy that allow network
users to access the web application (1) and click the edit (2). In the Consumer field, type <filter-
name> (3). The filter was created in Step 9.

@ CiscoTetratien” SEGMENTA
= WordPress3TierApp @ secosoasr
® INTGSSOPOV ' SAFE_DATACENTER oveamc | [EIESLN Workioads: 5
Last Run: Apr 1. 1241 PM
o o & Conversations 452 & Clusters 4 = Policles 12 ) Provided Services shApp View (0
@ G |E H o Quick Analysis Filters ©
Pl
Absolute poiicies () | Defautt porcies I catcn An [EZ03 B Add Default Policy
Q
Priority Action Consumer Provider Services
©
100 [ ALLOW | ® INTGSSOPOV : SAFE ® INTGSSOPOV ICMP 4 more
Vd
100 [ ALLOW | ® Jumpbox 3 ® INTGSSOPOV : SAFE TCP 22(SSH) 2
1 100 ALL' ¥ Em WordPress Web v Ok %X Cancel D
100 [ ALLOW | i & Employees i ® WordPress Web TCP 80 (HTTP)
Create new filter
100 [ ALLOW | 0 of 0 matching scopes shown ® WordPress App TCP 8080 (HTTP)
100 [ ALLOW | ® WordPress App ® WordPress DB TCP 3306 (MySQL)

% Monitoring ~ @~ e -

T Switch Application

D Start ADM Run

~\ Policy Analysis & Enforcement

Q ©

over workloads, clusters, policies

j. The revised policy only allows endpoints matching the filter to access the web application.

In this test case, users in the Employees group are ALLOW to access the web server and users in

the Contractors group are DENY by the Catch All DENY policy.

@ Monitoring - @& - &5 -

J Switch Application

[> Start ADM Run

/3 CiscoTetratien® SEGMENTATION
w  WordPress3TierApp @  seconoarr
® INTGSSOPOV : SAFE_DATACENTER  [Dvwawc | [EESEEN Workloads: 5
Last Run: Apr 1, 12241 FM
o o & Conversations | 452 & Clusters 4 = Policies | 12 # Provided Services saApp View [0
@ & | = H @ Quick Analysis Filters @  Filter Po
a
o
Priority Action Consumer Provider Services
9
100 [ ALLow | ® INTGSSOPOV : SAFE B INTGSSOPOV ICMP ___4 more r:4
&
100 [ ALLOW | ® Jumpbaox ® INTGSSOPOV : SAFE TCP: 22 (S8H) 4
100 [ ALLOW | ® Employees ® WordPress Web ICMP 1 more r:4
100 [ ALLOW | ® WordPress App ©® WordPress Web TCP : 80 (HTTP) 4
100 [ ALLOW | ® WordPress Web ® WordPress App TCP : 8080 (HTTP) @
100 | ALLOW | @ WordPress App @ WordPress DB TCP : 3306 (MySQL) r4

-+ Policy Analysis B Enforcement
a o
= Policy
Policy Actions a
Priority 100
Action [ ALLOW
[= ® Emp
Provider <& WordPress Web
View Conversations Flows W ©
Service Ports: (2)
Delete AN [F] Add

O € ICMP
¢ € TCP:80(HTTP)

9 Return to Contents



SAFE Design Guide Secure Data Center Design Guide | Validation Testing | Test Case 8 December 2020

265

Step 11 Testing

a. Before deploying the policies to the clusters, run the Policy Analysis. The analysis applies the new
policies to new and incoming flows and provide the results. The user may also choose to run an
experiment against historical data. Based on the analysis results, the user can modify the polices
as needed prior to deployment.

b. Make the workspace Primary by clicking on SECONDARY.

/’? CiscoTetrati#Tn”™ SEGMENTATION @ Monitoring ~ - 8-
m Word Presss'r'erApp @ T Switch Application
@ INTGSSOPOV® SAFE_DATACENTER  [ovwawic | [[ESNEI) Workloads: 5
B st Run: Apr 1, 1241 PM
L] D & Conversations | 452 & Clusters | 3 + Policies | 12 s5 App View [0
c. Click Policy Analysis tab and select a Time Range to apply the policies. The results are
displayed below.
@ CiscoTetratien  SEGMENTATION W Mosloring:~: @i M

T Switch Application|

i3

WordPress3TierApp &
® INTGSSOPOV . SAFE_DATACENTER  [Ovwawc | [Nl Workioads: 5 D Start ADM Run

LastRun: Apr 1. 1241 PM

© 9 & Conversations 452 & Clusters '3 = Policies 12 D Provided Services i App View [0 +\ Palicy Analysis © Enforcement

@

Live Policy Analysis: p11 553 £} Manage Alerts 4 Run Experiment
& Analyze Latest Policies
aQ X
Select time range “ -y " 704,487 total observations
Mar 17 11:21am - Mar 25 6:27pm ~ o1 1001 1" 21 " P 1 & Showing Flow Observations
©
Filtered @ Fiow Observations ~ Permitied | Rejected | Misdropped | Esca
© Flow Orvations - gy Ped Top Hosnames ~ | contributing to the selected Flow
Observations
WPermitied W Rejected Wmscroppes  MEscaped
7 Consumer Hostnames Provider Hostnames
1.800
1000 app1 | Unknown il
1.400 - do1 . web1
8 Sty VS Sy appt
oty I host-10.9.11
H " ad2
Loy SR — LRI I, v bl host-10.9.11
il . Unknown AD
400
i host-10.9.11 dol
200 . M .
) A 2 A m m
T T T T T Y T T ]
e e 220 221 22 w2 22¢ s
Found 218,696 Flow Observations  Show 20 «
v Timestamp $ Policy Categories - Consumer Hostname : Provider H — C Add $ Provider Address Consumer Pq
Mar 17 11:21:00am PERMITTED app1 Unknown 10.18 108.101 108.53 168 46 39302
Mar 17 11:21:00am PERMITTED app1 Unknown 10.18 108.101 129.146.10.167 55362
Mar 17 11:21:00am PERMITTED app1 Unknown 10.18 108.101 203.1076.88 47641
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d. The policies are ready for deployment. Select the Enforcement tab and click Enforce Policies.

/7 CiscoTetratien”™ SEGMENTATION @ Monitoring - @ - & -

T Switch Application

w  WordPress3TierApp =

® INTGSSOPOV : SAFE_DATACENTER ovnamc | [EESEEY  Workioads: 5 D> Start ADM Run

Last Run: Apr 1, 1241 PM

© 9 & Conversations 452 & Clusters '3 + Policies 12 A Provided Services s App View 0 “\ Policy Analysis @ Enforcement
Enforce Polic

Enforced Policy Version: disabled @ jes

is di for this app
o Traffic in, out and within this application’s scope may still be enforced by policies from other enforced applications

Select time range = - i 704,637 total observations
Mar 17 9:10pm - Mar 26 12.25am ~ o1 ot " 121 " 201 n P Showing Flow Observations

e. Select the policy version and click Accept and Enforce.

Enforce Policies

Select the version of policies to enforce

Version p1

Reason for action Enter a reason for this action (optional

Mew host firewall rules will be inserted and any existing rules will be deleted on the relevant

hosts. Please click accept to continue
Accept and Enforce ] Cancel

The policy push completes in 1 or 2 minutes, then the new rules appear on the endpoints firewall.
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Test Case 9 - Cisco TrustSec, ISE, APIC and FMC

Cisco TrustSec uses tags to represent logical group privilege. This tag is a Security Group Tag (SGT) and is
used in access policies referred to as Security Group Access Control Lists (SGACL). The SGT is used to
enforce traffic by Cisco switches, routers and firewalls. Cisco TrustSec is defined in three phases,
classification, propagation and enforcement. When users and devices connect to your network, the network
assigns a specific source SGT for their traffic. This process is called classification. Classification can be
based on the results of authentication or by associating the SGT with an IP, VLAN, or port-profile. Once
user traffic is classified, the SGT is propagated from where classification took place, to where enforcement
action is invoked. This process is called propagation.

Cisco TrustSec has two methods of SGT propagation, inline tagging or Security Group Exchange Protocol
(SXP). With inline tagging, the SGT is embedded into the ethernet frame. The ability to embed the SGT
within an ethernet frame does require specific hardware support. Therefore, network devices that do not
have the hardware support can use the SXP protocol. SXP is used to share the SGT to IP address mapping
on the path to the destination. This allows the SGT propagation to continue to the next device in the path.

Finally, an enforcement device controls traffic based on the tag information. A TrustSec enforcement point
can be a Cisco firewall, router or switch. The enforcement device takes the source SGT and looks it up
against the destination SGT to determine if the traffic should be allowed or denied. The Cisco TrustSec
policy manager is the Identity Services Engine (ISE).

Devices not capable of Cisco TrustSec can subscribe to Cisco Platform Exchange (pxGrid) to propagate
SGTs. pxGrid is an open and scalable Security Product Integration Framework (SPIF) that enables
ecosystem partners to exchange contextual information unidirectionally or bidirectionally. Cisco pxGrid uses
a secure and customizable publisher/subscriber model, enabling partners to publish and/or subscribe
securely only to topics relevant to their platform. Cisco pxGrid is a component of the Identity Services
Engine (ISE).

In this test case, Firepower Management Center (FMC) and the Firepower Thread Defense (FTD) is the
access policy enforcement point for the workloads in the ACI Data Center. By enabling the ISE and ACI
integration, ISE learns the ACI Endpoint Groups (EPGs) and creates the corresponding SGTs. FMC
subscribes to pxGrid and learns the SGTs. The SGTs are used as source and destination in access policies
and deployed to the FTD cluster.
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Test Description:

1. ISE is integrated with Directory Services and provides network access control via RADIUS. Endpoints
are authenticated using the 802.1X protocol at the point of access. ISE updates pxGrid subscribers with

the login information.

Secure Data Center

Access
Switch

Intersite Network

Contractor

Employee

Users authenticate with 802.1X
authentication

’
Web EPG
ACI Multi-Site HyperFle: Web Zone Servers Web
Orchestrator Cluster g:sr(grx (ﬁ Sene
. B
e i
AC! Leaf Nl
Microsoft Distribution App Qgﬁfgfwe,s Application
Active Dnrectoa Switch L3 Switch Interconnect \ ) Server
Identity Services Engine RADIUS —
2 authenticates users with ﬂ
s reory Services Firﬁg?:\\/’vver PEERG
Services Management | | DB Zone Server Database
Engine Center e

2.

Core

ACI

each EPG. ACI also creates a corresponding EPG for each SGT.

Secure Data Center

Access
Switch

Intersite Network

Contractor

Employee

Business Use Cases

ISE and ACI are integrated and exchange SGTs and EPGs. ISE creates a corresponding SGT for

Cl Spine Web EPG
ACI Multi-Site HyperFlex \Web Zone Servers eb
Orchestrator Cluster Cluster (ﬁ
B
2 B
ACI Leat CEAT
Microsoft o Fabig: A ng:gfwe,s Application
Active Directory # Interconnect 2P ) Server
Identity Services Engine learns —
| Endpoint Groups (EPGs) APIC
NV W “
- irepower
Identity DB EPG
Services M:;ZEZ:\;l e DB Zone Server Database
Engine Center Senver
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3. FMC integrates with ISE through pxGrid. FMC subscribes to pxGrid topics and receive ISE SGT
updates.

Contractor

Employee

Intersite Network

Secure Data Center

o Web EPG
uster
ACI Multi-Site HyperFlex Web Zone Servers
Orchestrator Cluster Cluster o SR——-
7 i~ V o ¥ — \
Firepower Management Center learns users ﬂ
and groups from Identity Services Engine
" Microsoft T ——— Fabric App EPG =
Active Directory D'sstr‘;mf " L3 Switch Interconnect \App Zdne:Saners ) Ap&-:,a:ron
. A
> Firepower
Identity i DBEPG
Services Mr::gzx;( Narw DB Zone Server Database
Engine Center Server
Core ACI Business Use Cases

4. The SGTs are used in FMC access policy rules and are deployed to the FTD. When endpoints move
within the network, FMC is updated by pxGrid with the endpoint latest metadata (e.g. IP address). FMC
updates Firepower NGFW with no manual change to the access policy is required.

Contractor

Access
Switch

Employee

Intersite Network

Secure Data Center

o )
APIC Web EPG
Cluster Web Zone Servers Web
. . - . HyperFlex \ J Server
Configure enforcement policy in Firepower Cluster

Management Center using SGTs learned
from Identity Services Engine. Push
enforcement policy to NGFW ACH Loat LAY
Fabric

MICTUSUIL Distribution | Interconnect

o

App EPG —
App Zone Servers Application
Server

Active Directory Switch L3 Switch \ /
—)
. B
>
Firepower
Identity Firepower NGFW DB EPG
Services Management DB Zone Server Dgi:z:ls'e
Engine Center
Core ACI Business Use Cases

9 Return to Contents



SAFE Design Guide

270

Secure Data Center Design Guide | Validation Testing | Test Case 9

December 2020

5. An access control policy rule permits endpoints with the Employee SGT access to the web server.

Secure Data Center

ACI Multi-Site
Orchestrator Cluster

Microsaft
Active Directory

Identity
Services
Engine

Distribution
Switch

Firepower
Management
Center

Intersite Network

APIC
Cluster

L3 Switch

Core

ACI Leaf

Contractor

Employee

HyperFlex
Cluster

ALLOWED

Firepower
NGFW

ACI

Web EPG
Web Zone Servers

App EPG
App Zone Servers

|

DB EPG
DB Zone Server

Application
Server

Database
Server

Business Use Cases

6. Another rule denies endpoints with the Contractor SGT access to the web server.

Secure Data Center

ACI Multi-Site
Orchestrator Cluster

Microsoft
Active Directory

Identity
Services
Engine
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Firepower
Management
Center
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Intersite Network
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Web EPG
Web Zone Servers Web

Server
App EPG _
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Implementation Procedure

Prerequisites

1. Access switch is configured for 802.1X authentication and ISE as the RADIUS server

2. Microsoft Active Directory (AD) is configured as an ISE External Identity Source

3. The Microsoft Active Directory Services (AD CS) is the Certificate Authority for the environment

Procedure

Step 1
Step 2
Step 3
Step 4
Step 5

Configure FMC and ISE Integration
Configure ACI for ISE Integration
Configure ISE for ACI Integration
Create an FMC Access Control Policy
Test Results

Step 1 Configure FMC and ISE Integration

For the FMC and ISE integration, we followed the guide How to Integrate Firepower Management
Center 6.0 with ISE and Trustsec through pxGrid. The guide was based on FMC 6.0 and ISE 2.0 but
the steps covered are applicable to FMC 6.6 and ISE 2.7.

The guide can be found at:
https://community.cisco.com/t5/security-documents/how-to-integrate-firepower-management-

center-fmc-6-0-with-ise/ta-p/3627024?attachment-id=157865

Summary of the steps we followed.

a. Create pxGrid template for CA-signed operations on the MS CS - page 22 steps 7-16

o

Create ISE security groups EmployeesSGT (SGT 4) and ContractorsSGT (SGT 5) and configure

Authorization policies - page 9 steps 1 and 2

TAT T TQ 0 Q0

3
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Export AD CS root certificate and import into ISE - page 27 steps 3-5
Generate ISE pxGrid certificate - page 27 steps 1, 2 and 6

Generate ISE Admin certificate - page 29 steps 7-15 and 20-25
Enable ISE pxGrid services - page 33 steps 26-30

Configure FMC ISE Realm - page 34 steps 1-13

Generate FMC certificates page 36 steps 1-10

Configure FMC Identity Sources page 39 steps 1-4

Enable FMC Network Discovery page 42 steps 1-3

FMC Identity Policy page 42 steps 1-6

FMC Default Access Control Policy page 43 steps 1-3

FMC Transport/Network Layer Preprocessor Settings page 44 steps 1-3


https://community.cisco.com/t5/security-documents/how-to-integrate-firepower-management-center-fmc-6-0-with-ise/ta-p/3627024?attachment-id=157865
https://community.cisco.com/t5/security-documents/how-to-integrate-firepower-management-center-fmc-6-0-with-ise/ta-p/3627024?attachment-id=157865
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Step 2 Configure ACI and ISE
a. Import the AD CS root CA certificate into APIC.
1. From the APIC management portal Choose Admin > AAA > Security > Public Key Management
Certificate Authorities > Action > Create Certificate Authority
2. Complete the Create Certificate Authority configuration and click Submit
Required fields:

e Name:
e Certificate Chain: Open the root CA certificate from step 1¢. and copy the content into the text
box
‘dsch APIG (san QD OV OO
System Tenants Fabric Virtual Networking L4-L7 Services Admin Qperations Apps Integrations

Schedulers | Historical Record Policies | Firmware | External Data Collectors | Config Rollbacks | Import/Export | Downloads

AAA .
User Management - Security

@
(=]
]

C» Quick Start

B U Management Settings Security Domains Roles RBAC Rules Public Key Management
Sers

[ Authentication Key Rings Certificate Authorities
B Security

~ Name Description FP Number of Cemfiom oy

Create Certificate Authority (2 1]
Name: | ad.cisco-x.com

Description: AD Certificate Services - CA root

Certificate Chain’ | pxT/VOwWEAY JKwYBBAGCNXUBBAMCAQAWDQY JIKOZIhvCNAQE LBQADEREBAHBRDIrE -
NMCWR963y7YbP1gyQkYXblwybHirgNoUfXcWh7INS7ANNFkbnCAIy9c1igHsS2Mh
InywdetAidNIy25511rpDCPEVFhES 7eP+URKESNr7thXt950ayAbZL7Q+KwpIugr
bb1WVUIGRe2YPENIWLHAh+UWGENCIvV/NQZWFsSM+NEZCYWsst7BbTscShSx+b2dNA
YSSyPMMISRm3xtfGnVININpLamaYpzcp6juEo8eOhXqKxf3H1PP/SvPX3vm+Prug
k7qauANfdOe+yB@9P1c2yoreCfmjabMpfqob7 3PAMIrMREOZ+jqB01sI1LIFTNDR

t5Kyjo2uFDUVa9Q=

vvvvv END CERTIFICATE-----
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b. Create a Key Ring
1. Click in Action > Create Key Ring
2. Complete the Create Key Ring configuration and click Submit
Required fields:
o Name:
e Modulus:
o (Certificate Authority: Choose the CA created in step a.

000
C» Quick Start
B U Management Settings Security Domains Roles RBAC Rules Public Key Managemer
jsers
= Authentcation Key Rings Certificate Authorities
& Security —_—
Ot -ﬁt.
~ Name Description Admin State Trust Point UGN Create Key Ring
v @
<>
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c. Generate a Certificate Signing Request (CSR)

December 2020

1. Double click the created key ring

2. Complete the CSR configuration and click Submit
Required fields:
e Subject: enter the <APIC FQDN>
o Locality:
o State:
e Country:
e Organization Name:

i APIC k- X-X-X:-X-)

Cisco

S

AAA

C» Quick Start
[ Users

[ Authentication

= Security

9 Return to Contents

Alternate Subject Name:

Organization Unit Name

Email

Confirm Password

Subject: |ap

Locality: | San Francisc
State: C
Country: |US

Organization Name: | Cisco-x

Create Certificate Request

Management Settings Security Domains
Description Admin State
ef: L Cer mpleted
Started

=D €D

Roles RBAC Rules Public Key Management

Key Rings Certificate Authorities
—

Trust Point Modulus

ad_cisco-x.com MOD 2048

e0e0

%K.
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3. Double click the created key ring. This time, the Request box is populated with the certificate
request.

4. Select and copy the certificate request

‘dics APIC (san Franciseo - QP OVOO

L4-L7 Services

Tenants Fabric

System Virtual Networking Operations Apps Integrations

AAA | Schedulers | Historical Record Policies | Firmware | External DataCollectors | ConfigRollbacks | Import/Export | Downloads

AAA

User Management - Security

600

C» Quick Start
- Management Settings Security Domains Roles RBAC Rules Public Key Management
sers
[ Authentication Key Rings Certificate Authorities
| = =
o 2 %,
2 Name Description Admin State Trust Point Modulus
t self-signed SSL Certifi MOD 2
Started ad.cisco-x.com MOD 2048
Key Ring - SDC1-Key-Ring n] 1%}
Policy Faults History
—
o & K.

Locality

State: CA
Country: US
Organization Name: | Cisco-x
Organization Unit Name
Email
Password
Confirm Password.

L TR |HRhXYZZOhF cPhzqWsMHAby j84gqT/mFAmPIqZv f4BsOMTCALc6@H2bpUEeMqKZeD

IP8LhIZK8DLISBE1u9W3616ausuEQigAzekjx9AnI3+dd8xhnse1pIDafyrxkiq
4GpINP1745@NghrQh9ztbV7fN61TxucHpL6ib/vDV7ec/+zWCNerdpkSM+qBraX
3NCC52mSX1521bpbGAgo6hvhRoeWsSmmX2duzDII8AXVbPEHEVIUUNVFLROd9UC

d. Sign the CSR
1. Navigate to the Certificate Authority server and choose Request a Certificate

Microsoft Active Directory Certificate Services — cisco-x-AD-CA Home

Welcome

Use this Web site to request a certificate for your Web browser, e-mail client, or other program. By using a certificate, you can verify your identity to people you communicate with over the
Web, sign and encrypt messages, and, depending upon the type of certificate you request, perform other security tasks

You can also use this Web site to download a certificate authority (CA) certificate, certificate chain, or certificate revocation list (CRL), or to view the status of a pending request

For more information about Active Directory Certificate Services, see Active Directory Certificate Services Documentation.
Select a task:
Request a certificate

View the status of a pending_certificate request
Download a CA certificate, certificate chain,_or CRL

2. Choose the Advanced Certificate Request

Microsoft Active Directory Certificate Services — cisco-x-AD-CA Home
Request a Certificate

Select the certificate type
User Certificate

QOr, submit an advanced certificate request
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3. Paste the certificate request into the Saved Request box. From the Certificate Template drop-

down menu, choose Web Server and click Submit.

Microsoft Active Directory Certificate Services — cisco-x-AD-CA

Submit a Certificate ROEUOSQ or Renewal Rogunnl

To submit a saved request to the CA, paste a base-64-encoded CMC or PKCS #10 certificate request or PKCS #7 renewal request generated by an external source (such as a Web server)
in the Saved Request box

Saved Request:

HRhXy ZZQhF cPhzqWsMHADY J84gqT/mFamP IqZy ~
Base-64-encoded | VHPBLhIZKEDLISBE ludlil616ausuEQlgAzeK ix
certificate request | t4GpSWP17450NghrQh9ztbV7 FNE1TxucHpLEib

(CMC or WV 3NCCSZmSX1SZ1bpbGAg! 2duz1
PKCS #10 or pIAhHQ==
PKCS#7):  |----- END CERTIFICATE REQUEST-----
. v
c
[Web Server ~

Additional Attributes:

Attributes:

[ Submit> |

4. Choose Base 64 encode and Download Certificate

Microsoft Active Directory Certificate Services — cisco-x-AD-CA

Certificate Issued

The certificate you requested was issued to you

ODER encoded or (®Base 64 encoded

Download certificate
w

5. Save the certificate to your local machine

e. Bind the signed certificate to the CSR
1. Open the certificate in a text editor and copy the content
2. On the APIC, double click the key ring
3. Paste the content into the certificate box
4. Choose the Certificate Authority previously created and click Submit

dseh APIC QD OO OO

Tenants

L4-L7 Services Integrations

orking

External Data Collectors Config Rollbacks Downloads

Import/Export

AAA | Schedulers Historical Record Policies | Firmware |

User Management - Security

€00

(> Quick Start

. Management Settings Security Domains Roles RBAC Rules Public Key Management
sers —
& Authentication Key Rings Certificate Authorities
& Security
o X %K.
Description Admin State Trust Point Modulus

Started ad.cisco-x.com MOD 2048
Key Ring - SDC1-Key-Ring QO
Policy Faults History

O 2 K.

Name ing =
Admin State
Description

Certificate: | AGUACgB2AGUAC AOBENVHQSBAFSEBAMCBAAWEWYDVRO1BAMWCEYTKWYBBQUHAKEW -

DQYJIKoZIhvcNAQELBQADEEEBAMKULEUA+DGGRIKHMDSGYPY 2y ulafx/w8TYDIjuL
SAlVteGvaBnv6CTpl4OmPTzIF7VLiBFurIvgnGkiagVIki1@ANN/ pIK31RwW3QETN
nfKY1DtVF/nKTHpSHUEDLY6/w)SNOBzxa2VSHkUIILhHLN11Vh/1pwVHIZSGhdp
VCV+t2WKo5a3i01crbBDi 37Ym+YDIAnhIh+KgeqIuPoLNwzQyrixpz/83Z2¢BIrT
PMBHOVCXPjF7FHv+L843AHYUQCF/F 1ouHiwFAZEBPGZITkQ1XpPpTS0ahL8toRWT
/Uvz216gQyyYXe03nI8PzCHiyL5YeXInCkZdVbah7A2gQpY=

----- END CERTIFICATE----- -

1024 | MOD 1536 MOD 2048

Certificate Authority: |ad cisco-x.com v @

Modulus: (N

Private Key
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Verify the key ring has changed state from Started to Complete

afualn
cisco

Sy

AAA

C» Quick Start
& Users

& Authentication

& Security

f. A

1.

2

APIC

Q0000

Apps Integr

enants

AAA | Schedulers | Historical Record Policies | Firmware | External Data Collectors | Config Rollbacks | Import/Export | Downloads
User Management - Security @ O 0
Management Settings Security Domains Roles RBAC Rules Public Key Management
Key Rings Certificate Authorities
0.2 Ry
~ Name Description Admin State Trust Point Modulus

December 2020

pply the key ring to HTTP policy
Navigate to Fabric > Fabric Policies > Policies > Pod > Management Access > Default
. Change the Admin KeyRing to the one created and click Submit

mm
cisco

Inventory

Policies

C» Quick Start

& Pods

= Switches

= Modules

[ Interfaces

& Policies
& Pod

APIC

Q0000

Fabric

Fabric Policles | Access Policies

[ Date and Time

& SNwP

[ Management Access
E defauit

B 1sis Policy default

& Switch
& Interface
&= Global

& Monitoring
& Troubleshooting
& Geolocation

& Macsec
& Analytics
& Tenant Quota
|—RENS
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ent Access - default 0 o
Policy Faults History
o * %K.
Name: defaul
Description
Admin State: 7 Admin State: | Disabled
Port [80 z i
Redirect: | Disabled
Admin State: | Enabled
uth State: Enabled
) Port: (22
Admin State: | Enabled v .
Port: (443 %]
Allow Origins: | http://127 MACs: &4 hmac-sha
< M h
Allow Credentia Disabled bled ) ] :
Credentials: r M hm 2-512
SSL Protocols: [] TL
A TLs Admin State: | Disabled
M

Port: 4200

DH Param:
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1. From the ISE management portal, navigate to Work Centers > TrustSec > Settings

il |dentity Services Engine

Home » Context Visibility

» Operations

» Policy » Administration

+ Work Centers

Network Access
Overview
Identities
Id Groups
Ext Id Sources
Network Resources
Policy Elements
Policy Sets
Troubleshoot
Reports
Settings
Dictionaries

Guest Access
Overview
Identities
Identity Groups
Ext Id Sources
Administration
Network Devices
Portals & Components
Manage Accounts
Policy Elements
Policy Sets
Reports
Custom Portal Files
Settings

TrustSec
Overview
Components
TrustSec Policy
Policy Sets
SXP
Troubleshoot
Reports

BYOD
Overview
Identities
Identity Groups
Network Devices
Ext Id Sources
Client Provisioning
Portals & Components
Policy Elements
Policy Sets
Reports
Custom Portal Files
Settings

Profiler
Overview
Ext Id Sources
Network Devices
Endpoint Classification
Node Config
Feeds
Manual Scans
Policy Elements
Profiling Policies
Policy Sets
Troubleshoot
Reports
Settings
Dictionaries

Posture
Overview
Network Devices
Client Provisioning
Policy Elements
Posture Policy
Policy Sets
Troubleshoot
Reports
Settings

Device Administration
Overview
Identities
User Identity Groups
Ext Id Sources
Network Resources
Policy Elements
Device Admin Policy Sets
Reports
Settings

PassivelD
Overview
Providers
Subscribers
Certificates
Troubleshoot
Reports
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2. In the Navigation Pane, choose ACI Settings
a. Complete the ACI Cluster Details configuration
b. Click Test Settings to verify the connection to ACI
Under the Name Conversion section, note the SGT and EPG suffixes

Identity Services Engine Home » Context Visibility » Operations » Policy » Administration ~ Work Centers

» Network Access  » Guest Access ¥ TrustSec » BYOD » Profiler » Posture » Device Administration » PassivelD

» Overview » Components P TrustSec Policy Policy Sets » SXP  » Troubleshoot Reports  + Settings
CTUPUINt Oruups (CCras), diiu SNupunic (cr ) connygurauunt ol \J\b\mbt‘lllﬂb rasuucwre (rur)

General TrustSec Settings Enable ACI Integration

TrustSec Matrix Settings

Work Process Settings ACI Cluster Details
SXP Settings The cluster is comprised of multiple controllers that provide operators unified real-time monitoring, diagnostic
ACI Settings and configuration management capability for the ACI fabric
IP Address / Host name * = 10.16.1.11 @
Admin name *  Ise-admin

snens

Admin password *

Tenantname = = TenantA @

L3 Route network name * SDC1-L30UT @

Test Settings

Name Conversion

New EPGs created by learning SGTs from ISE will have this suffix appended i.e. name will appear in ACI as
name SGT suffix

New SGT suffix* = _EPG

New EPG suffix = = _SGT

SXP Propagation

Specify SXP Domains that will share their mappings with ACI. Incoming ACI mappings will be propagated by
SXP Domains defined on the SXP Mappings page

() All SXP Domains

@ Specific SXP Domains % default
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Verify ISE has received the EPG data. The security groups created from the ACI EPGs are

appended with the suffix in the previous step.

» Overview

Security Groups

» Network Access

~ Components

Home » Context Visibility » Operations

» GuestAccess = v TrustSec » BYOD » Profiler » Posture

» TrustSec Policy

o
jecurity Groups

Policy Sets  » SXP  » Troubleshoot

» Policy

» Device Administration

» Administration ~ Work Centers

» PassivelD

Click here to do visibility setug]

» Settings

or Policy Export go to Administration > System > Backup & Restore > Policy Export Page

IP SGT Static Mapping
Security Group ACLS Selected 0
Network Devices & Edit + Add A Import 2 Export v @ Trash v © Push © Verify Deploy Show | All
EIEUSIKSCISoRyait O Icon Name J& SGT (Dec / Hex) Description Learned
(i R loT_Utility_Power_Sys 31/001F
[7:] @ WordPress_APP_EPG 10001/2711 Learned from APIC. Suffix: _EPG Application profil ACI
) @ WordPress_DB_EPG 1000772717 Learned from APIC. Suffix: _EPG Application profil ACI
(i) @ WordPress_Telemetry_EPG 10006/2716 Learned from APIC. Suffix: _EPG Application profil ACI
QO & PartnersSGT 38/0026

Step 4 Create an FMC Access Control Policy

a. Create an Access Control Policy
Click Policies > Access Control >Access Control and click +New Policy
2. Complete the New Policy configuration and click Save

1.

3.

New Policy

Name:

Description:

Select Base Policy:

Default Action:

Required fields:

Name:

Choose Base Policy: None
Default Action: Block all traffic
Target Devices: <FTD Appliance>
click Save

SDC1-FTD-Cluster

None o

@ Block all traffic () Intrusion Prevention (_) Network Discovery

Targeted Devices

Select devices to which you want to apply this policy.

Available Devices

Selected Devices

‘ 2, Search by name or value

8 SDC1-FTD-C1

. Secure_Remote_Worker
8 FTD-CAMP-HA

8 FW-DC-1
&8 FW-DM2-1

SDC1-FTD-C1
s

&8 SDC2-FTD-C1

Add to Policy

8 TB-FTDV-HA
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b. Assign an Identity Policy
1. Click on the Identity Policy: None
2. Inthe pop-up window, choose the Identity Policy previously created from the drop-down menu

Identity Policy

ISE-SecureDC

{ Revert to Defaults ]

c. Addarule

1. Click +Add Rule

2. Inthe pop-up window, enter the configuration for the new rule
Name: < Name>
Action: Allow
Time Range: None

3. Choose the Applications tab, Choose HTTP and HTTPS under Available Applications and click
Add to Rule

Add Rule

Name Allow Employees Enabled Insert into Default
Action o Allow ¢ 5 - |
Time Range | None ¥ Q

Zones  Networks VLAN Tags Users Ports URLs  SGT/ISE Attributes Inspection  Logging Comments
Application Filters ¢ Clear All Filters )i Available Applications (13) & Selected Applications and Filters (2) 490
l 4, Search by name I l 4 http

Applications

L user-Created Filters + [ HTTP/SSL Tunnel M urre
F] ‘ Risks (Any Selected) D HTTPMGT Add to Rule [ HTPS
[] .l very Low T
[F] gl Low [ Multiling HTTP
[ A medium [ python-httplib

-

Cancel |
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4. Choose the SGT/ISE Attributes tab. Under Available Metadata, choose Security Group Tag in the
drop-down menu. Choose the source and click Add to Source. Repeat the step to add the

destination.

Add Rule

Name Allow Employees

Action « Allow

Time Range  None

Zones

Networks  VLAN Tags

Enabled

Insert |into Default

Applications  Ports URLs el W &5 3.V ] 1 1T &2

Available Metadata €

| -4, Search by name or value

Security Group Tag hd
& Worarress_ub_erG
@ WordPress_Telemetry_EPG

& wordpress_WEB_EPG

rce

Inspection Logging Comments

Selected Source Metadata (1)

J EmployeesSGT ﬁ

Destination

Add a Location IP Address ‘ L Add i

Selected Dest Metadata (1)

& wordpress_WEB_EPG 8

5. Choose the Logging tab and check the box Log at Beginning of Connection and click Add

Add Rule

Name Allow Employees

| 3 Enabled Insert into Default

Action o Allow

Time Range None

Zones Networks VLAN Tags

Users

v O

Applications

Pt ]

Ports URLs  SGT/ISE Attributes

Inspection Logging Comments

Log at Beginning of Connection
dJ Log at End of Connection

File Events:

Log Files

Send Connection Events to:
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Overview Analysis JRGITEEEN Devices Objects = AMP  Intelligence

Access Control » Access Control Network Discovery Application Detectors

Secure Data Center Design Guide | Validation Testing | Test Case 9 December 2020

6. Repeat the steps to create a block rule for Contractors

Deploy System Help ¥ admin ¥

Correlation Actions ¥

SDC1-FTD-Cluster

Enter Description

Prefilter Policy: Default Prefilter Policy SSL Policy: None

m Security Intelligence  HTTP Responses  Logging  Advanced

You have unsaved changes | Analyze Hit Counts || B save || ) cancel |

& - ISE-
Identity Policy: SecureDC

Tg Inheritance Settings | [#] Policy Assignments (1)

#8 Filter by Device 2= Search Rules

w Mandatory - SDC1-FTD-Cluster (-)

There are no rules in this section. Add Rule or Add Category

w Default - SDC1-FTD-Cluster (1-2)

[ HTTP + +
1 Allow Employees = HTTPS &' EmployeesSGT &' Wordpress_wes_g1 ¥ Allow @] =Rl Y ¢ 0
= HTTP h : = .
2 Block Contractors ) HTTPS & ContractorsSGT &' Wordpress_wes_g1  Block @] a3l ¢ 0O

Default Action

¢ ) Show Rule Conflicts & () Add Category &) Add Rule

Access Control: Block All Traffic v

7. Click Save and Deploy

Step 5 Test Results

Two workstations log on the network. One user is in the employee group and the other in the contractor
group. From a browser, each navigates to the web server. The employee (left) is permitted access and

the contractor (right) is denied.

B3 wptsdemaiscoxcom X o8

O @ wp1.sde-m.cisco-x.com, & [cIRA] O & w

Y Access Denied
Blocked by SDC1-FTD-Cluster.

The block rule works!

Ll O Type here to search o]

9 Return to Contents



SAFE Design Guide

284

Secure Data Center Design Guide | Validation Testing | Test Case 9 December 2020

To view the users on FMC, click Analysis > Users > User Activity. Notice the SGT assigned to each user.

<« C AN = a v 6
Overview WUENEEN Policies Devices Objects = AMP Intelligence ., Deploy System Help v admin v
Context Explorer Connections ¥ Intrusions v Files v Hosts v Users » User Activity Correlation v Advanced v Search
Bookmark This Page Report Designer Dashboard View Bookmarks Search v
User Activity )
: 11 2020-11-23 00:00:00 - 2020-11-23 01:25:02 @
Table View of Events » Users Expanding
No Search Constraints (Edit Search)
[] | ~Iime % Event X  Username X  Realm X  Discovery X  Authentication X IPAddress X  Start X  Security X  Endpoint X  Endpoint X  Device X
Application Type Port Sroup Profile Location
Tag
 § 2020-11-23 00:37:28 |User Login 4 Bob SecureDC LDAP passive Authentication i 10.9.110.102 ContractorsSGT | Belkin-Device 10.9.255.19  fme.cisco-x.com
3 2020-11-23 00:36:51 |User Login 4 Aaron SecureDC [T LDAP Passive Authentication @l 10.9.110 EmployeesSGT | Belkin-Device 10.9.255.19 fme.cisco-x.com
Page 1 |of1 Displaying rows 1-2 of 2 rows

To view traffic, click Analysis > Connections > Events. The result is the user tagged as Employees are
permitted access to the web server and the users tagged as Contractors are Denied.

Overview [LUEIEEY Policies Devices Objects

Context Explorer

Connections » Events  Intrusions ¥

AMP Intelligence

. Deploy Help v admin v

Files¥  Hostsv  Usersv  Correlation v  Advancedv  Search

Connection Events
Connections with Application Details & Tab

» Search ¢

Bookmark This Page Report Designer Dashboard View Bookmarks Search v

Jump to... v
= Destination  Application  Client. Web URL ~ URL uRL
Datile, | P Auglication Category  Reputation
. 80.(htse)L3ce [ MITR .
g 80 (bttp) / tcp HITR
: R 80 (htsp) / HITR Firefox
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Summary

Cisco helps data center teams consistently protect the workload everywhere through complete
visibility and comprehensive multilayered segmentation. Our solutions provide integrated threat
protection capabilities that keep your business more secure and your data center team more
productive.
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Appendix A

Secure Data Center Lab Diagram
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The following products and versions were tested as part of the Secure Data Center solution.

Product Description Platform Version
ACI Multi-Site The Cisco ACI Multi-Site Orchestrator is Set of 3 2.1(11)
Orchestrator responsible for provisioning, health Virtual
monitoring, and managing the full Machines
lifecycle of Cisco ACI networking
policies and stretched tenant policies
across Cisco ACI sites around the world.
ACI Spines N9K-9364C - Spine Standalone Appliance 14.1.(1))
N9k-C9504-FM - ACU 2RU Chassis
N9OK-X9736C-FX: 100 Gigabit Ethernet
Line Card
ACI Leafs N9K-C93180YC-FX Appliance 14.1(1j)
APIC APIC is the unifying point of automation Set of 3 4.1(1j)
and management for the Application appliances
Centric Infrastructure (ACI) fabric
ACI Device Package for APIC can orchestrate a device Software V1.0.3
Firepower Threat provisioning if a device package exists.
Defense We tested the device package in a
Multipod scenario.
AMP for Endpoints AMP4E will be used on the application Software Windows
(AMPA4E) servers to provide Anti-Malware and Agent Server 2016
Anti-Virus support Connector
6.1.7.10741
Centos Linux
7.4
Connector
1.8.4.591
Firepower Management Manages Firepower NGFW and NGIPS Virtual or V6.4.0
Center appliances. Appliance

9 Return to Contents




SAFE Design Guide

290

Product

FMC - APIC
Remediation Module for
Rapid Threat
Containment
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Description

The is a software package that must be
downloaded from Cisco.com. It is
imported into FMC and triggered when
FTD detects an attack. A notification to
quarantine the infected server is sent to
APIC.

Platform

Software

December 2020

Version

V1.0.3.13

FMC - Tetration
Remediation Module for
Rapid Threat
Containment

This is a software package that must be
downloaded from Cisco.com. It is
imported into FMC and triggered when
FTD detects an attack. A message to
quarantine the infected server is sent to
the Tetration agent running on the
server.

Software

V1.0.2

Firepower Next
Generation Firewall

Firepower NGFW provides unified policy
management of firewall functions,
application control, threat prevention,
and advanced malware protection from
the network to the endpoint. Physical
and virtual appliances are available.

Virtual,
FP4110,
FP9300

V6.4.0

Hyperflex

Cisco HyperFlex HX240c M5 All Flash
Node - HXAF240C-M5SX - with Self
Encrypting Drives.

Appliance

V4.0(1a)

Identity Services Engine

ISE is a holistic approach to network
access security. It provides network
visibility and uses multiple mechanism to
enforce policy, including Cisco TrustSec
software-defined segmentation.

Virtual

V2.7.0.356

Stealthwatch
Management Console

The Stealthwatch Management Console
aggregates, organizes, and presents
analysis from up to 25 Flow Collectors,
the Cisco Identity Services Engine, and
other sources. It uses graphical
representations of network traffic,
identity information, customized
summary reports, and integrated
security and network intelligence for
comprehensive analysis.

Virtual

V7.0

Stealthwatch Flow
Collector

The Flow Collector leverages enterprise
telemetry such as NetFlow, IPFIX and
other types of flow data from existing

infrastructure such as routers, switches,

Virtual

V7.0
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Product Description Platform Version
firewalls, endpoints and other network
infrastructure devices.
Tetration Analytics Cisco Tetration offers holistic workload Appliance 3.3.2.2-
Appliance protection for multicloud data centers by PATCH-
enabling a zero-trust model using 3.3.2.16
segmentation. (TaaS)
Tetration Agent Server based agent for sending analytics Software Window
and for host based enforcement. Agent Server 2016
Agent:
3.3.2.16.win
64-enforcer
CentOS Linux
7.4 Agent:
3.3.2.16-
enforcer
Tetration Edge Virtual Tetration Edge is a control appliance that Virtual 3.3.2.2
Appliance streams alerts to various notifiers and
collects inventory metadata from
network access controllers such as
Cisco ISE. In a Tetration Edge appliance,
all alert notifier connectors (such as
Syslog, Email, Slack, PagerDuty and
Kinesis) and ISE connector can be
deployed.
VMware vCenter VMware vCenter is a virtual machine Virtual v6.7

manager for VMware vSphere
environments
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