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This document provides an introduction to the process of deploying Commvault® Data Platform on
the Cisco UCS® 53260 Storage Server for a traditional Commvault MediaAgent architecture.
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Introduction

This document describes at a high level the installation and configuration steps for deploying the Commvault MediaAgent server on
the Cisco UCS® 53260 Storage Server to build a data protection solution. This document does not provide a detailed step-by-step
guide, and not every task is documented. The document focuses on the steps that are relevant to the specific use case under
discussion. To complete the deployment, you should be familiar with the following:

e Cisco Unified Computing System™ (Cisco UCS) configuration
e Microsoft Windows installation and configuration

e Commvault® installation and configuration

Technology overview

This section introduces the technologies used in the solution described in this document.

Cisco Unified Computing System

Cisco UCS is a state-of-the-art data center platform that unites computing, network, storage access, and virtualization resources
into a single cohesive system.

The main components of Cisco UCS are described here:

o Computing: The system is based on an entirely new class of computing system that incorporates rack-mount and blade
servers using Intel® Xeon® processor CPUs. The Cisco UCS servers offer the patented Cisco® Extended Memory Technology
to support applications with large data sets and allow more virtual machines per server.

o Network: The system is integrated onto a low-latency, lossless, 10- or 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are separate networks today.
The unified fabric lowers costs by reducing the number of network adapters, switches, and cables, and by decreasing the
power and cooling requirements.

o Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, performance, and
operational control of virtual environments. Cisco security, policy enforcement, and diagnostic features are now extended into
virtualized environments to better support changing business and IT requirements.

o Storage access: The system provides consolidated access to both SAN storage and network-attached storage (NAS) over
the unified fabric. By unifying the storage access layer, Cisco UCS can access storage over Ethernet (with Network File
System [NFS] or Small Computer System Interface over IP [iISCSI]), Fibre Channel, and Fibre Channel over Ethernet (FCoE).
This approach provides customers with choice for storage access and investment protection. In addition, server
administrators can pre-assign storage-access policies for system connectivity to storage resources, simplifying storage
connectivity and management for increased productivity.
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Cisco UCS consists of the following components:

Cisco UCS Manager provides unified, embedded management of all Cisco UCS software and hardware components
(Figure 1).

Cisco UCS 6000 Series Fabric Interconnects are line-rate, low-latency, lossless, 10-Gbps Ethernet and FCoE interconnect
switches providing the management and communication backbone for Cisco UCS.

Cisco UCS 5100 Series Blade Server Chassis supports up to eight blade servers and up to two fabric extenders in a six-rack
unit (6RU) enclosure.

Cisco UCS B-Series Blade Servers increase performance, efficiency, versatility, and productivity with Intel-based blade

Servers.

Cisco UCS C-Series Rack Servers deliver unified computing in an industry-standard form factor to reduce total cost of

ownership (TCO) and increase agility.

Cisco UCS S-Series Storage Servers deliver unified computing in an industry-standard form factor to address data-intensive
workloads with reduced TCO and increased agility.

Cisco UCS adapters, with wire-once architecture, offer a range of options to converge the fabric, optimize virtualization, and
simplify management.

Cisco UCS is designed to deliver:

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Reduced TCO and increased business agility

Increased IT staff productivity through just-in-time provisioning and mobility support
A cohesive, integrated system that unifies the technology in the data center
Industry standards supported by a partner ecosystem of industry leaders

Unified, embedded management for easy-to-scale infrastructure

Page 5 of 88


https://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-manager/index.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/fabric-interconnects.html?stickynav=1
https://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-5100-series-blade-server-chassis/index.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-b-series-blade-servers/index.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-c-series-rack-servers/index.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-s-series-storage-servers/index.html
https://www.cisco.com/c/en/us/products/interfaces-modules/unified-computing-system-adapters/index.html

White Paper
CIsCO

Cisco UCS S3260 Storage Server

The Cisco UCS S3260 Storage Server (Figure 2. ) is a modular, high-density, high-availability dual-node rack server well suited for
service providers, enterprises, and industry-specific environments. It addresses the need for dense, cost-effective storage for the
ever-growing amounts of data. Designed for a new class of cloud-scale applications and data-intensive workloads, it is simple to
deploy and excellent for big data, software-defined storage, and data protection environments such as Commvault, IBM Cloud
Object Storage, and unstructured data repositories, media streaming, and content distribution.

Figure 2.  Cisco UCS S3260 Storage Server

Extending the capabilities of the Cisco UCS C3000 platform, the S3260 helps you achieve the highest levels of data availability. With
a dual-node capability that is based on the Intel Xeon processor E5-2600 v4 series, it offers up to 600 terabytes (TB) of local
storage in a compact 4RU form factor. All hard-disk drives (HDDs) can be asymmetrically split between the dual nodes and are
individually hot-swappable. The drives can be built in an enterprise-class Redundant Array of Independent Disks (RAID) redundant
design or used in pass-through mode.

This high-density rack server easily fits in a standard 32-inch-depth rack, such as the Cisco R42610 Rack.

Cisco UCS S-Series Storage Servers can be deployed as standalone servers or as part of a Cisco UCS managed environment to
take advantage of Cisco’s standards-based unified computing innovations that help reduce customers’ TCO and increase their
business agility.

The S3260 uses a modular server architecture that, using Cisco’s blade technology expertise, allows you to upgrade the computing
or network nodes in the system without the need to migrate data from one system to another. It delivers:

e Dual server nodes
e Up to 36 computing cores per server node

e Up to 60 drives, mixing a large form factor (LFF) with up to 28 solid-state disk (SSD) drives plus 2 SSD SATA boot drives per
server node

e Upto 512 GB of memory per server node (1 TB total)
e Support for 12-Gbps serial-attached SCSI (SAS) drives
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o A system I/O controller (SIOC) with a Cisco UCS Virtual Interface Card (VIC) 1300 platform embedded chip supporting dual-
port 40-Gbps connectivity

High reliability, availability, and serviceability (RAS) features with tool-free server nodes, system I/O controller, easy-to-use latching
lid, and hot-swappable and hot-pluggable components.

Commvault® Data Platform

The Commvault® Data Platform is a single platform for automated global protection, retention, and recovery. Commvault enterprise
data protection and recovery software automates global data protection, accelerates recovery, reduces costs, and simplifies
operations. Commvault integrates application awareness with hardware snapshots, indexing, global deduplication, replication, search,
and reporting. The Commvault Data Platform converges all the needs of a modern data management solution in one place to
seamlessly integrate protection, management, and access in one solution.

A comprehensive data protection and management strategy offers seamless and efficient backup, archiving, storage, and recovery
of data in your enterprise from any operating system, database, and application. To protect and manage data in your environment,
the Commvault software must be distributed to systems that you want to protect. CommServe®, MediaAgent, and protected systems
constitute a CommCell® environment, and each protected system is referred to as a client (Figure 3).

Figure 3.  Commvault Data Platform overview
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The CommServe server is the command and control center of the CommCell architecture. It coordinates and runs all CommCell
operations, maintaining Microsoft SQL Server databases that contain all configuration, security, and operational history for the
CommCell environment. A CommCell environment can contain only one CommServe host. The CommServe software can be
installed in physical, virtual, and clustered environments.
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MediaAgent is the data transmission manager. It provides high-performance data movement and manages the data storage pools.
When installed on a client system, it also manages the Commvault IntelliSnap snapshot integration with the underlying storage.

A client is any system within a CommCell environment to be protected. iDataAgents are software modules that are installed on
computers to access and protect data. The backup and recovery system uses agents to interface with file systems, applications, and
databases to facilitate the protection of data on production systems. By default, a file system iDataAgent module is installed when the
Commvault software is added to a system. If the client hosts specific applications or databases, additional iDataAgents are required.

These three Commvault components combined offer the most comprehensive and flexible data protection solution on the market
today.

Commuvault® IntelliSnap® technology

IntelliSnap technology integrates with leading storage arrays, such as Pure Storage arrays, to provide consistent point-in-time
recovery copies integrated into the data protection process. Unlike many other hardware-based copy management approaches,
IntelliSnap extends beyond just creating or deleting snapshots. Snapshot contents are indexed to enable simple, specific object
recovery, and snapshots can, for example, be mounted to allow the creation of a backup copy for a cloud library. Snapshots are
integrated into virtual machine, database, and application protection schemes, enabling highly specific, partial, and point-in-time
recovery operations from snapshot-based backup copies.

Figure 4 shows the snapshot creation process. Logically, it has six phases.

Figure 4.  Six phases of the snapshot creation process
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Solution design and reference architecture configurations

Commvault with Cisco UCS addresses the data protection needs of modern data centers. The increasing percentage of virtualized
workloads, the dramatic increase in the size and amount of data, and the changes in the ways that companies do business and work
with data have had an immense impact on data protection solutions. With the time requirement for backup operations reduced to
minutes and the recovery point objective (RPO) and recovery time objective (RTO) requirements in the range of minutes to one hour,
technologies such as compression, deduplication, replication, and backup to disk are essential in every design. The features and
functions provided by Commvault, combined with the features and functions provided by Cisco UCS servers, create a powerful
solution for fast backup and fast restore operations. For long retention periods and for less frequently accessed data, tape libraries or
cloud storage can be used. With the combination of Cisco and Commvault technology, you can easily scale from tens of terabytes up
to hundreds of petabytes (PB) of protected data.

Disks are now common backup media, and data backup on disk generally provides faster restore operations. Disk-based storage can
be useful if you have many incremental backups and the percentage of data change is small. If the volume of data in incremental
copies is insufficient to help ensure efficient writing to tape, consider disk storage. After writing the data to disk, you can use staging
or storage lifecycle policies to copy batches of images to tape. This arrangement can produce faster backup operations and prevent
wear and tear on your tape drives.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 8 of 88
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Consider the following factors when backing up a data set to disk or tape:

o Disks are well suited for short retention periods; tape is better suited for longer retention periods.
o Disks are well suited for staging; tape is good for long-term storage.

o Disks are better suited for low-volume incremental backups.

e Synthetic full backups are faster when incremental backup copies are stored on disk.

e Restoration from disk is usually faster than from tape.

o |f client backup operations are too slow to keep the tape in motion, send the backups to disk.

e |f the backups are small, send the backups to disk.

e Staging or lifecycle policies can later move the backup images to tape.

There is no “best” position in the infrastructure to install a Commvault with Cisco UCS solution. Many options are available regardless
of how big a data center is. One option is to position the solution in a central place in the physical network so that it can be accessed
from everywhere with the required bandwidth. Another option is to place the solution as close as possible to the data source.

With most data transferred from the backup client to the server and not directly from storage, and with the unique design of Cisco
UCS, the use of a Cisco UCS domain will limit the network bandwidth required for data replication between the Commvault
MediaAgent nodes. This option also allows Cisco UCS Manager to manage all Commvault MediaAgent servers in a central place.

Reference architecture

This section introduces the reference architecture for the Commvault and Cisco solution.

Overview

Commvault and Cisco worked together to establish a simplified approach to sizing hardware to work within a Commvault
environment. Building-block designs were aligned and tested with Commvault architecture deployments. This design is expandable
from single-site to multisite, hybrid cloud, and public cloud environments, and any combination. Figure 5 shows the models and
configuration needed for each size of Commvault MediaAgent. These models and configurations have been tested to provide the
necessary requirements for each size. When ordering these approved and tested configurations, you can be assured of the proper
performance.
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Figure 5. Approved and tested configurations
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Storage capacity explained
Customers sometimes ask why a freshly formatted hard disk or array is smaller than the advertised capacity. For example, a 1-TB
drive has 931 GB after formatting.

The reason for this is that hardware and storage manufacturers count the capacity in different ways than the files system does. The
prefixes kilo-, mega-, giga-, and tera- are used to state powers of ten. However, in computer software, the data being handled is
typically organized based on powers of 2, so it became customary to call 2 x 10 a kilobyte, which is actually 1024 bytes, not exactly
1000 bytes.

There are prefixes to differentiate between base 10 and base 2; however, these are seldom used. In base 2 the proper terms are
kibibyte, mebibyte, gibibyte, and tebibyte. The “bi” refers to binary, and the shortened terms are KiB, MiB, GiB, and TiB.

Here’s the underlying math:

e Hard disk manufacturers assume kilo = 103 = 1000 (KB).
o File systems assume kilo = 224 = 1024 (KiB).

To convert KB, MB, and GB to KiB, MiB, and GiB, see the following list:

o KB to KiB: 1000/1024 = 0.9766

MB to MiB: (1000 x 1000) / (1024 x 1024) = 0.9537

GB to GiB: (1000 x 1000 x 1000) / (1024 x 1024 x 1024) = 0.9313

TB to TiB: (1000 x 1000 x 1000 x 1000) / (1024 x 1024 x 1024 x 1024) = 0.9095

Typically, software will display GB or TB as the storage unit, but the amount actually is Gib or TiB, so this confusion will remain unless
this approach is changed.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 10 of 88
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Keep these values in mind as you review the Tables 1, 2, and 3 in the next section. Capacities are stated using the sizes provided by
the hardware manufacturer (base 10). Notes reference the software-based sizes (base 2).

Individual MediaAgent server configurations

Tables 1, 2, and 3 summarize the individual MediaAgent server configurations available. You can choose a configuration based on
your data protection requirements. This guide specifically focuses on Cisco UCS S3260 as the MediaAgent server and uses an Extra
Large server in the example configuration. The storage configuration details depend on the specific customer environment and the
size and number of drives available in the S3260.

Table 1. Medium Commvault MediaAgent configuration

Medium MediaAgent server configuration with Cisco UCS

Cisco solution ID Commvault MediaAgent Medium S3260
Cisco UCS server type Cisco UCS S3260 M4

Rack units 4RU (7 in. [177.8 mm)])

Chip set Intel C610 series

CPU type 2 x Intel Xeon processor E5-2650v4

52.8 GHz across 24 cores

Memory 8 x 16 DDR4 2400-MHz RDIMM (128 GB total)
Storage controller Cisco UCS C3000 12-Gbps SAS RAID controller with 4-GB cache
Storage: Boot 2 x 480-GB SSD at 6 Gbps with RAID 1 (480 GB total*)

® Access policy: Read-Write; read policy: No Read Ahead
e Cache policy: Direct I/O; write policy: Write Through
e Disk cache policy: Unchanged; stripe size: 64 KB

Storage: Metadata 1 x 3200-GB PCle and Non-Volatile Memory Express (NVMe) storage*
e Index cache: 800 GB; deduplication database (DDB): 600 GB; and cloud copy DDB: 600 GB

Storage: Storage pool 18 x 6-TB N-SAS with RAID 60 (72 TB total with 2 hot spares*)
® 2 x 8 drives with RAID 6: Nested
® Access policy: Read-Write; read policy: Always Read Ahead
e Cache policy: Direct I/O; write policy: Write Back Good Backup Battery Unit (BBU)
e -Disk cache policy: Unchanged; stripe size: 512 KB

Network options 2 x 40-Gbps connection
Additional connectivity Single dual-port 16-Gbps Fibre Channel host bus adapter (HBA)
Power specifications 4 x 1050 watt (W) AC power supply**

*When these drives are formatted, the OS will show capacities in base 2, so 480 GB will be approximately 447 GB, 3.2 TB will be approximately 2.9 TB,
and 72 TB will be approximately 65.4 TB.

**For these configurations, power supplies and power cables must be ordered separately to accommodate different power requirements in different
regions.
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Large MediaAgent server configuration with Cisco UCS
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Cisco solution ID
Cisco UCS server type
Rack units

Chip set

CPU type

Memory
Storage controller

Storage: Boot

Storage: Metadata

Storage: Storage pool

Network options
Additional connectivity

Power specifications

Commvault MediaAgent Large S3260
Cisco UCS S3260 M4

4RU (7 in. [177.8 mm])

Intel C610 series

2 x Intel Xeon processor E5-2650v4
e 52.8 GHz across 24 cores

8 x 16 DDR4 2400-MHz RDIMM (128 GB total)
Cisco UCS C3000 12-Gbps SAS RAID Controller with 4-GB cache

2 x 480-GB SSD at 6 Gbps with RAID 1 (480 GB total)*
® Access policy: Read-Write; read policy: No Read Ahead
e Cache policy: Direct I/O; write policy: Write Through
e Disk cache policy: Unchanged; stripe size: 64 KB

1 x 3200-GB PCle and NVMe storage*
e |Index cache: 1 TB; DDB: 1.1 TB; and cloud copy DDB: 1.1 TB

30 x 6-TB NL-SAS with RAID 60 (144 TB total with 2 hot spares)*
® 2 x 14 drives with RAID 6: Nested
e Access policy: Read-Write; read policy: Always Read Ahead
e Cache policy: Direct I/O; write policy: Write Back Good BBU
e Disk cache policy: Unchanged; stripe size: 512 KB

2 x 40-Gbps connection
Single dual-port 16-Gbps Fibre Channel HBA

4 x 1050W AC power supply**

*When these drives are formatted, the OS will show capacities in base 2, so 480 GB will be approximately 447 GB, 3.2 TB will be approximately 2.9 TB,
and 144 TB will be approximately 130 TB.
**For these configurations, power supplies and power cables must be ordered separately to accommodate different power requirements in different

regions.

Table 3. Extra Large Commvault MediaAgent configuration

Extra Large MediaAgent server configuration with Cisco UCS

Cisco solution ID
Cisco UCS server type
Rack units

Chip set

CPU type

Memory
Storage controller

Storage: Boot

Commvault MediaAgent XL S3260
Cisco UCS S3260 M4

4RU (7 in. [177.8 mm])

Intel C610 series

2 x Intel Xeon processor E5-2650v4
® 52.8 GHz across 24 cores

8 x 16 DDR4 2400-MHz RDIMM (128 GB total)
Cisco UCS C3000 12-Gbps SAS RAID controller with 4-GB cache

2 x 480-GB SSD at 6 Gbps with RAID 1 (480 GB total)*
® Access policy: Read-Write; read policy: No Read Ahead
e Cache policy: Direct I/O; write policy: Write Through
e Disk cache policy: Unchanged; stripe size: 64 KB

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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Extra Large MediaAgent server configuration with Cisco UCS

Storage: Metadata 2 x 3200-GB PCle and NVMe storage*
e |Index cache: 2 TB; DDB: 2 TB; cloud copy DDB: 2 x 1 TB

Storage: Storage pool 51 x 6-TB NL-SAS with RAID 60 (252 TB total with 3 hot spares)*
® 3 x 16 drives with RAID 6: Nested
e Access policy: Read-Write; read policy: Always Read Ahead
e Cache policy: Direct I/O; write policy: Write Back Good BBU
® Disk cache policy: Unchanged; stripe size: 512 KB

Network options 2 x 40-Gbps connection
Additional connectivity Single dual-port 16-Gbps Fibre Channel HBA
Power specifications 4 x 1050W AC power supply**

*When these drives are formatted, the OS will show capacities in base 2, so 480 GB will be approximately 447 GB, 6.4 TB will be approximately 5.8 TB,
and 234 TB will be approximately 212 TB.

**For these configurations, power supplies and power cables must be ordered separately to accommodate different power requirements in different
regions.

Cisco UCS S3260 configuration

This document discusses the use of a standalone Cisco UCS S32600 Storage Server as well as the use of a Cisco UCS 3260
Storage Server managed by Cisco UCS to install Commvault MediaAgent server with a media management role.

Please use the Cisco UCS S3260 installation guide to complete the initial configuration (IP addresses, passwords, software versions,
etc.). This document assumes that the S3260 is accessible through the Cisco Integrated Management Controller (IMC) or Cisco UCS
Manager over the network.

Standalone configuration with Cisco Integrated Management Controller

Follow these steps to configure a standalone solution using IMC.

1. Log on to the IMC as the admin user.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 13 of 88
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3. Choose Networking to see the Cisco VIC configuration.
4. Only one SIOC is required. The second SIOC is optional and is used to achieve better high availability or greater throughput.
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Port-1: | 40Gbps v
Version 1D:  VO1 usNIC Capable: True 2
Link Training-0: v
PCI Link Sever2 —
Link Training-1: [v]
v Firmware
Running Version:  4.1(1d) Bootioader Version: 4.07b)
Backup Version: 400b) Status:  Idie
Startup Versice,  9.1(14)
v External Ethernet Interfaces
v Port-0 v Port-1
MAC Address: 06:B1:90:F0:B0:53 MAC Address: 08:81:00:F0:B0:54
Link State: Link Up Link State: Link Up
Encap: CE Encap: CE
Admin Spaed:  0Gbps Admin Spaed:  300Gbps =
1 4

6. The virtual network interface card (vNIC) tab summarizes the existing host Ethernet interfaces, including the maximum
transmission unit (MTU) size, the uplink port used, and VLAN information. As a best practice, you should create at least one
vNIC per uplink port or one vNIC per VLAN ID.

7. You should use MTU 9000 for the backup network if possible and on all participating devices in the network (clients, switches,
and servers).
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/4 Cocolmegatsdmansger x ||\ [&]lslE]rs
& C A Notseare | bttps://192,168.10.235/index html#CIMC

A [ ... [ Adapter Card SIOC2 { WNICs

Chassis * | Generd | WNCs | vBAs
»
Compute v NCs Host Ethemet Interfaces
ethd
Add vNIC
Networking v X
. et
Card S10C2 Name CON MAC Address MU us Uplink Pot  CoS  VLAN YLAN Mode  iSCSIB PXE Bo
o) VIC2.¢th0 DEB1Q0.FOBOSF ©000 O 0 0 NONE TRUNK disabled dizablec
Storage L etht VIC2-eth!  DE:B1Q0F0B060 9000 O 1 0 NONE  TRUNK disabled  disablec
Admin »

[N

The virtual host bus adapter (vHBA) tab summarizes the existing host Fibre Channel Interfaces, including the worldwide port
name (WWPN) and worldwide node name (WWNN) and information about whether the vHBA is used to boot the system. As a
best practice, you should create at least one VHBA per uplink port or one VHBA per VSAN ID. Fibre Channel connectivity is
used mainly for backup to Fibre Channel tape or for LAN-free backup directly from SAN storage.

/ &% Gsco Integrated Managem: X \_\_

& C | A Notsecure | htfps://192.168.10.235/ndex himl#CIMC

A [ ... [ Adapter Card SIOC2 [ vHBAS

Genersl  WNCs | vHBAs

Host Fiore Channel Interfaces Selected 0/Tetal 2 LY +

Name WWPN WWNN

Beot Uplink Port Profile  Channel Number
10 20000:08:81:90:F0:8081 1000:08:81.90:F0:80:81 disab 0 NiA NiA
fel 20100:08:81:80-F0:8062 1000:08:8100:-F0:8062  disab 1 NA NiA

9. The CPU tab of the Inventory pane shows the CPUs.
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Cisco Integrated Managen >\

€« C | & Notsecure | https://192. 168. 10.235/index. i #CIME
/ Sarvar 2 / Inventory tatrwats | mos Fower | Launen ium | #id
Chassie » Gonoral [ Invertary | Sensors | BIOS || Remote Mensgement Troubleshooting  Powor Policies | PID Cedalog | Securs Key Management
= <PU | M PCLAda) Nc st TPM IO Expand Netyvork Aday
Compite mary R orage xpanclor worl phors
Server2 | cpus
{
Netwerking S ‘ Socket Name | Vendor Family  Numbar of Tresds  Versian SpasciMbz) | Humbar of Cores
{ cPut InMeICR) Corporation xeon 28 10141(R) XaoncR) CPU E6-2080 vA @ 2 40 2400 14
Storage > | cPuz Intal(R) Corporation Xeon 28 Intel(R) Xeon(R) CPU E6-2090 wi (2 2 40 2400 14
Admin ®. ‘

il Csco Integrated Manager X | = = T =3

<« C | A Notsecure | https://192, 168. 10.235/index. htmi#CIMC Q| B :
Integrated Management Controller 2dming102 1€
A/ .. [ Server 2 { Inventory Retresh | Most Power | Launeh kvm | Ping | Reboot o] LocatorLer | @ ©
General Inventory Sensors BIOS Remote Trout ] Power Policies PID Catalog Secure Key Management

(=) Memory PO Adapters vNICs Storage TP 10 Expander Network Adapters

v Summary « DIMPM Black Listing
Memory Speed 2900 MHz Ignored Memory 0 MB Overail DiMM Statuz &8 Goos
Tots! Memory 131072 MB Number of ignored DIMMs O Ensble DIMM Black List
Eftactive Mamory 131072 MB Number of Falled DIMMs O
Redundsrt Memory o mBe Memory RAS Possible independent Mirroring Lockstep
Fallec Memory O MB Mamory Configuration  Independent B o Looation Diagram

Memory Detalls

Name Cespacity  Channel Speed (MHz) Channel Tipe Memory Type Detsil Bank Locstor Manutacturer Serial Number Asset Tag Part Number
DIMM_A1 16384 2400 DDR4 Registerad (Butferad) NODE 0 CHANNEL O DIM OxCEDO 322EAT27 DIMM_A1 M3BIAZKAOBE
DINM_A2 Not Inst. NA NA NA NA NA NA NA NA

DiMM_B1 16384 . 2400 DDR4 Registered (Buﬂ.l%} NODE O CHANNEL 1 DIM.. 0xCEQO 322EATE3 DiMM_B1, MAGIAZHAOBE
OIMM_B2 Not Inst. NA NA NA NA NA NA NA NA

DIMM_C1 16384 2400 ODR4A Reglstared (Buffered) NODE 0 CHANNEL 2 DIM OxCECO 32264008 ommM_c1 M303A2 A0 BE
DIMM_C2 Not Inst. NA NA NA NA NA NA NA NA

DIMM_D1 10384 2900 DDR4 Registarad (Buffered) NODE 0 CHANNEL 3 DIM OxCEQD 322EA721 DIMM_D1 M3IGIAZKAOBE
nbana ne Akt s aa na e “a e aa A

<

11. The S3260 SIOC is connected as the PCle device and shown on the PCI Adapters tab along with the NVMe drives on the
server node and the I/O expansion module.

=
&b Cisco Integrated Managen. > lall=lep] == |
<« C | A Not secaure | Bitps://192,.168. 10, 235/index tmI#CIMC aQ 2| 2 H
™~/ ! rver 2 { Inventory Rotresn | Host Power | Launch kvm | Ping | neboet o] LoscaterLED | @ ©
General Invertory Sensors Bos Remate AL o Power Poscies PID Catalog Secure Key Management
Py Mormory PO Adapter= vhICs Stocage ™ 10 Expander Network Adapters
Stor 1D ~  Product Name Option ROM Stetus  Fien « Version vendor 1D Sub Vanc Davice 1D
1ORMazz1 Clsco UCH CI000 RAID Controllar for M3 Senvar Loaded 20.00. 10011 ax1000 ox1137 00008 c
©  0ENVMat Claco(R) UCS (SN100) 2 6 3800 OB N\Me bared Mot Loadad KMECP 108 ox1 s 0x1137 0x0003 3
©  oENvMez Clacodit) UES (SH100) 2 5 IGO0 OB HUMe based Mot Loadad rMcCrios axress 1137 00003 <
SOMezz1 Cizco UCS CIO00 RAID Controller for M3 Sarvar Loaded 20.00.1-0110 0x1000 ax1137 00008 <
©  senvMed Clsco(R) UCS (SN100) 2.5 3800 OB NVMe based Mot Loadad KMCCP 105 Oxtens 01137 00003 ¢
si0c2 ucsC.c3200-510C Mot Loaded ERTEEN ox1137 ox1137 o004z <

12. The vNICs tab of the Server Inventory pane shows the vNICs.
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/ &k Cisco Integrated Managen X \\ | lell=l@] = |

“ C | A Notsecure | htfps://192.168. 10.235/index.html#CIMC Qv O

Id ¢ .. {Server2/ Inventory Retiesh | Host Power | Launch kuM | Ping | Rebooty] LocatorLee | @ ©

General Inventory Sensors BIOS Remote Mar T L] Power Policies PID Catalog Secure Key Management

cPU Memory PC1 Adapters vNICs Storage TPM 10 Expander Network Adapters

VNICS B2 Be =
Name VIC Slot CON MAC Address MTU us Uplink Port CoS VLAN VLAN Mode ISCSI Boot PXE Boot Channel Port Profile
«th0 SIoc-2 VIC-2-ethQ D8:81:90:F0:B0 5F 9000 0 0 0 NONE TRUNK disabled disabled NiA NiA
ethi sioc-2 VIC-2-ath1 D8:B1:00:FO:BOB0 Q000 O 1 0 NONE TRUNK disabled disabled NA NA

13. Click ethO under vNICs in the left panel and set the following parameters to improve performance of Windows specific adapter
with 40Gb NICs:
a. Transmit Queues: 8
b. Ring Size: 4096
c. Receive Queues: 8
d. Ring Size: 4096
e. Completion Queues: 16
f. Interrupts: 32

g. Receive Side Scaling (RSS): Enabled
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A/ .. [ Adapter Card SIOC2 { vNICs

Refresh | Host Pawer | Launeh kM | Ping | Reboot LocatorLED | @

General vNICs. vHBAs

Default YLAN: @ None Enable aRFS:
e Enable Uplink Fail
bl Uplink Failover
et o @
Failback Timeout: (0 - 600)
ettt

v Ethernet Interrupt
Interrupt Court: | 32 (1-519) Coalescing Time: | 125 (0-65535us)
Interrupt Mode: | MSix v Cozlescing Type: | MIN v
v Ethernet Receive Queue
Receive Queue Court: | 8 (1-256)
Receive Gueue Ring Size: | 4006 (54 - 4096)
v Ethernet Transmit Queue
Transmit Queue Court: | 8 (1-256)
Transmit Queue Ring Size: | 4096 (54 - 4096)
v Completion Queue

Completion Gueue Count: | 16 (1-512)

Completion Queue Ring Size: 1

» RoCE Properties
» TCP Offload

v Receive Side Scaling

Enable TCP Receive Side Scaling:
Enable IPv4 RSS:

Enable TCP-IPv4 RSS:

Enable IPvE RSS:

Enable TCP-IPVE RSS:
Enable IPvE Extension RSS:
Enable TCP-IPv6 Extension RSS:

» iSCSI Boot Pronerties

14. Click Save Changes.

15. The Storage tab of the Inventory pane shows the storage controller information.
/‘ &4 Cisco Integrated Managen x\‘\ \ L@.J lE.lMl

< C | A Notsecure | bttps://192.168.10,235/index htmI#CIMC

A [ yrver 2 { Inventory Refrash | H i Caanonsonds] P Reseste] Laoat
General Inventory Sensors BIOS Remate g T ing Power Policies PID Catalog Secure Key Management
cPU Memory PCl Adapters vNICs Storage TPM 10 Expander Network Adapters
Cortroller &  PCISict Product Name Sarial Number Firmware Package Build Product 1D Battary Status  Cache Memory Size
IDEMezz1 I0EMezz1 Cisco UCS C3000 RAID Controll FCH20037 X9F 20.00.1-0011 LSI Logic Optimal 3513 MB
I0ENVMe1 IOENVMe1 Cisco UCS (SN100)2.6" 3800 6. CJHOO100CFCF KMCCP105 HGST BBU NotSup.. 0OMB
I0ENVMe2 I0ENVMe2 Cisco UCS (SN100)2.5" 3800 G...  CJHOO100CFBE KMCCP105 HGST BBU Not Sup... 0O MB
SBMezz1 SBMezz1 Cisco UCS C3000 RAID Controll FCH20197J60 20.00.1.0110 LS Logic Optimal 3087 MB
SBNVMe1 SBNVMet Cisco UCS (SN100)2.6° 3800 G...  CJHOO100CFD8 KMCCP105 HGST BBU Not Sup.. 0 MBE

16. If the S3260 is equipped with an I/O expander board for installing PCle cards or additional NVMe devices, the details are
shown on the 10 Expander tab.
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ki Cisco Integrated Mansger > \\1 —\ L7~ 30 I =5 e 8 <3 |

ecure | BEges /192,168, 10. 235 /inde - itmi # CIM a o« D

"~/ Server 2 / Inver

General Invertory Sensors mos Remote a Power Policies PID Catalog Secure Key Management
cPu Mermory PCI Adapters VNIC S Storage ™M 1O Expander Network Adepters

10 Expander

A

equipped

UCSC-CI MO

FEMZO027F L

17. Choose Storage. The storage configuration is the most important part of the Cisco UCS S3260 configuration for Commvault
MediaAgent server.

18. The Storage pane shows the NVMe details, RAID controller information, physical drive and virtual drive information, and RAID

settings.
‘/ 4k Cisco Integrated Manager X \‘\\__‘ L'B_l l_l.@J__Q 2]
“ C | A Notsecure | btfps://192.168.10,235/index. ntml#CIMC Q% O

A / Storage [ (Server 2) Cisco UCS Refiesh | Host Powar | Launch kM | Ping | Reboostv] LocatorLen | @ @
(SN100) 2.5" 3800 GB NVMe based
PCle SSD (SBNVMe1)

v Controller Info

v Health/Status v PClinfo
Composite Health PCI Stot SBNVMe1
Cortroller Status: Optimal Vendor ID: 1658
Chip Tamperature: 43 Device ID: 3
Percentage Orive Life Used: 0 Sub Vendor ID: 1137
Performance Level 100 Sub Device ID: 126

LED Fault Status:  Health _—
M it v Running Firmware Images

Percentage of Total Power On Hours: 3
Firmware Version: KMCCP105

v Firmware Versions
Product Name:  Cisco UCS (SN100) 2 5" 3800 GB NV
vendor: HGST
Serisl Number:  CJHOD100CF D8

Firmware Paokage Bulld: KMCCP105
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[allel@] %

&« C | A Notsecure | btps://192.168. 10,235 /index html#CIMC

A/ ... [ (Server 2) Cisco UCS C3000 RAID Controller for M4 Server
Blade with 4G RAID Cache (SBMezz1) { Controller Info

e atene | WiOmer | Gty Swket | et

Create Vittual Drive from Un hysical Duves | Create Virtual Deive from an Existin

Clear Boot Drive | Get Storage Firmware Log | Enable Drive Security | Disable Drive Secunty

vitoh to Remots Key Management | Susich to Local Key Management

v Health/Status

Composite Health
Cortroller Status:  Optimal
RAID Chip Temperature: 51

Storage Firmware Log Status Not Downloaded
v Firmware Versions

Product Name:  Cisco UCS C3000 RAID Controller for
Serial Number: FCH20107JG0
Firmware Package Build:  29.00.1.0110

v PClinfo

PCI Slot:  SBMezz1
Vendor 1D 1000
Davice ID o

Sub Vendor 1D 137
SubDevice ID: 197

v Manufacturing Data

Marufactured Date:  2016-05-12

Configure disk zoning

9 Vidual Diive Oroup | Import Foreigh Config

Clear Cache | Clear all Configuration | Set Factory
v Settings
Predictive Fail Poll Interval 300 sec
Rebuild Rate: 30 %
Patrol Read Rate: 30 %
Consistency Check Rate: 30 %
Reconstruction Rate: 30 %
Cache Flush Interval: 4sec
Max Drives To Spin Up At Once: 60
Delay Among Spinup Groups: 8 seo
Physical Orlve Coercion Mode: 168
Cluster Mode:  false
Battery Warning:  tue
ECC Bucket Leak Rate 1440 min
Expose Enclosure Devices: tue
Maintain PO Fail History:  false
Enable Copyback on SMART. true
Enable Copyback to SSD on SMART Error:  tiue
Native Command Queuing: enabled
JBOD: false

[ _SURNIPRY. PRy SRRURCY § SO Ty SEo

Defaults

CisCoO

Disk zoning allocates disk slots between server nodes in the chassis. To allocate disks to the server node, perform the following

steps:

1. Choose Chassis. The RAID controller will see only the physical drives that are zoned for it in the Chassis area.

Select all the drives and click Assign to Server 2.

owonN

Click Save Changes.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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N/ [lnventory / Dynamic Storage Retwss | Host Power | Launch KVM | Prog | Resost o Lot 15D | @ @

Chassis v |

| Severs | PowerSupphes  CiscoVICAdapters | Dynamic Siorage

Drive Power State
"y, I Phrysical Drive Power State: | Actvw v
S v s
Fauts and Logs
Compute » SoRtems Cwnd
Assize 0 Serve . . >
Networking »
Chassis Front View
Storage »
o L PR e 1 Sl f . SR ed S ) EONel,  R
SEAGATE SEAQATE SEAGATE SEADATE SEAQATE SEADATE
Admin B @ e (] ry 'y S ry (] "g" o
i ) W %) ) i )
ronos omoare tetsoane. notsars
on p0» _on ox noxn oM 08 a
SEABATE SEAGATE SEAOATE HHATE AR SEAQATE I&‘M’l
g e o £ ] ] (] o 2
= “ ) ~ = W ~
terverd server e served o2 el
R L T R g e O 0 POl
SEAGATE SEAGATE SEAOATE SEAGATE
9 e ] ] 1 ] ] £} [ @
!2 ) ) %) =) & &
vt pervert parvert patvery pervert arver) porvert
[ oro w2 w3 e s s _er
SEAGATE SEAGATE SEADATE SEATATE SEASATE SEAGATE SEAGATE
“ e B ] ] L] ] (] o @
& 1] 1) ) = ) &
o) vt e ot e el )

5. Give the system some time to complete the zoning process. Power on the server node so that the physical disk devices are
discovered by the RAID controller before you start creating virtual drive groups and virtual drives in the Storage area.

6. Inthe status column, the drives should be listed as Unconfigured Good. if they aren’t, select the drive and then click Set State
as Unconfigured Good at the upper right.

o —T—— H - o x
« C A o | LT 1722518 A eder HnICIAN & o Mmoo m

A/ [ (Server 2) Csco UCS G3000 RAID Controlier for M4 Server Biade wath 4G RAID Cache (SBMezz1) / Physical Drive Info . Hoot Poww | Launch KVM | Ping | Reboot § Locom LD | @ @
| Comrer | [ Pryvcal D e | | VB | | Bty g U | <

ViSO & Pysical Drives Sweced 0/ T 3
o1
o ro2
o3 Controlies Physical Drive Namber Status Health Boot Orivw Drive Firrramre. Cowrced Sie Model Type
PO SBMezz1 1 Uncongured Good Good false A0 ST V8 HesT HOO s
oS | S0Mesz1 2 Unconfgued Good  Gead [ A0 9536700 8 HosT o0 ‘
o SBMazz1 3 Uncongured Good  Good e a0 PV HOST o0 il
o7 ‘ SBMazz! ‘ Uncorfigarsd Good  Good tabe A0 9536743 M8 HosT oo
PD4 SBNMex1 5 Uscorfigured Good Good falve AZD 95674388 HGST HOD |\'
P08 | SBMesxt & Uscoriqueed Good  Geod tabse A0 9536743 M8 HGST HoO
o SBMezzt T Ueconigured Goot Geod tate A210 953674) N8 HGST oo i
son Szt ) Usconigued Good  Geod fabse A210 96365703 M WSt 00 ‘
@ ron ‘ StMezz! ) Unconfigurad Good Geod tatse ap 9636743 M8 Most Hoo I
rou SBMezzt » Usconfgured Good  Good. faise 210 9636743 M HGST o0
rou | $BMezz! " Uncortgured Good Gaod abe A21D 9536743 MO wasT OO 1
@ron [ SOMecz! 2 Unconfigured Goot  Gaod fatse A210 953674) M8 HGST OO ‘
o $OMez! n Uncorfigarsd Good  Geod tabe A0 9536743 M8 HOST HOD I
o ‘ SBMezt u Uncondigured Goot  Gaod faise A210 9536743 V8 #OST #00 ‘
PO SBMezz 5 Unconigued Good  Good [ A0 9536743 M8 HGST HOO \U
ron S8Mezz1 1 Uscorfigred Good  Good e 210 9536743 V8 HasT oD
020 SeMezr! " Usconfgured Good  Good faise A210 95374 M8 HoST w0
o roar ’ SBMezz? " Uecongured Good Good fabse AZSD 9535740 M8 HGST HOO
ro2 SbMezz! (] Usconfigured Good Good tatse A0 9536743 M8 HGST L]
o SBMezzt » Unconfigured Good  Good false A21D 9636743 M8 HoST HOO
Gron SOMazz1 2 Uncootigured Good Gaod tatse A0 9536743 V8 HGST o0
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o ros
s SOMazz) 2 Uncontigured Good
@ rov
S8Mezz! 0 Unconfigured Good
PO
a StMez! u Usconigared Good
ron
a SOMer! 2 Usconfured Good
@ rox X
SOMezz! % Usconigured Good
@ rox
b SBMezzt tl Uncorfigarsd Good
- roa
. SoMen) 2 Uscontgured Goos
= ron
8 ro2 SBMezz! m Uncontgured Good
§ rou
8o SMezz! 202 Uscontigured Good
ros

Good fatse A210 9536743 V8 HGST
Good tane A 9536743 V8 =0
Good fabse A210 9636745 MO HGST
Geod faise A210 9536740 V8 HGST
Good s 210 953674) VO HGST
Good tabe A210 9536743 N8 HGST
Good taise AD 9536743 M8 HGST
Geod taise 0370 56009 M ATA

Geod tatse 030 255009 MB ATA
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7. Now configure the hot spare drives. This configuration has three (based on the Extra Large configuration). Select Drive 1. Then
click Make Global Hot Spare at the top. Do the same thing for Drive 2 and Drive 3.

A/ [ (Server 1) RAID controller for UCS C3X80 Storage

Servers (SLOT-MEZZ) / Physical Drive Info

M (vl s Physical Drives
v -
& ro Make Global Hot Spare
PD-2
PD-3 Controller
PD-4 SLOT-MEZZ
PD-5 [] SLOTMEZZ
PD-6 ] SLOTMEZZ

Physical Drive Number Status

1 Unconfigured Good
2 Unconfigured Good
3 Unconfigured Good

Refresh | Host Power

Launch Ky | Ping | Reboot v | Locator LED | 7]

Selected 1 /Total B0 ¥ «

Prepare for Removal
Health Boot Drive Drive Firmwar
Good false 0205
Good false 0205
Good false 0205

Note: Drive slots 1,2 and 3 or 46,47 and 48 can be used to create hot spares, the drives in other remaining slots should be used to

create the Raid 60 Disk Group.

8. In the Virtual Drive Info pane, no virtual drives should be listed. Remove any virtual drives that appear in this initial

configuration.

2 Cace mgnted Manas, X
€ = OA Nossecwre 19 yenep——

A/ | (Server 2) Cisco UCS C3000 RAIL ntroller for M4 Server £

i G RAID Cache (SE
| Conmls e || v ties s | [ Vst tive o | | Bty Badbiothll | <

Nl Virtual Drives

Virtusd Diive Nussnar Name Status

Create virtual disk groups

zz1) | Virtual Drive Info

Health Slen RAID Level  Boot Drive

Zoning allocated drives to the server nodes, but you need to create virtual disk groups to use the drives for booting and for the disk

library.

Create virtual disk groups 0 and 1.

1. On the Controller Info page, click Create Virtual Drive from Unused Physical Drives.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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< C | A Notsecure | hegps://192,168.10.235/index. html #CIMC Qv O

A/ ... [ (Server 2) Cisco UCS C3000 RAID Controller for M4 Server Blade with 4G RAID Cache Retresh | Host Power | Launch v | Ping | Reboot LocatorLen | @ ©
(SBMezz1) { Controller Info

[ Cocarivi| [ PhysEADe!] | Wik Dewo]| | BMRTRROURE | <orLio
Ciaate Vikyal Diive Sporm Unused Physical Drives | Create Vidua Group

Drive from an Exdsting Virual Drive Gt

Clear Boot Drive cutity | Disable Drive Secunty | Clear Cache | Clearall Configuration | Set Factory Defaults

Switoh 10 Remode ey Management | Switoh 1o Local Key Managament

v Health’Status v Settings

Comoosite Haalth Predictive Fal Poll interval 300 sec

2. For the operating system, you must create a RAID 1 configuration on the two SSDs on the back of the chassis.

a. Select 1 as the RAID level.

b. Select physical drives 201 and 202 and add them to the drive group (click >>).

c. For the name, enter Raid1_Boot. (Any other name you want can be used to identify the drive.)
d. Change Cache Policy from DirectlO to Cached 1O.

e. Keep Cache Policy set to Direct 10.

f.  Keep Write Policy set to Write Through.

g. Enter 456809 as the size and select MB as the unit.
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Create Virtual Drive from Unused Physical Drives

Raid Lev... | 1 v |

Create Drive Groups

Virtual Drive Properties

Name: [ RAID1_Boof

Access Policy: | Read Write

Read Policy: | No Read Ahead

Cache Policy: | Direct10

3. Click Create Virtual Drive.

Physical Drives Selected 0 / Total 4
w due(wio) mouael unenace 1ype

O s3 1524925 MB TOSHIBA ~ SSD SAS

[] 54 1524925 MB TOSHIBA ~ SSD SAS

[] 55 1524925 MB TOSHIBA ~ SSD SAS

[] 56 1524925 MB TOSHIBA ~ SSD SAS

Lo Drive Groups ~ Selected 1/Total 1 {% +
Name
DG [201.202]
<< |

Disk Cache Policy: | Unchanged v
Write Policy: | Write Through v |
Strip Size (MB): | 64k v
Size | 456809 MB v

| Generate XMLAPI request Create Virtual Drive |

4. Go to the Virtual Drive Info tab and select the Boot virtual drive.

5. Click Set as Boot Drive.

: AG RAID Cache (SBMez: Virtual Drive

Info

oot || Pt o | VeS| Sl |

v | Virtual Drives Virtual Drives
Voo =
Initialize Set as Boot Drive
Virtual Drive Number Name
0 Bool

Selected 1/ Total 1 {3 ~

Delete Virtual Drive Edit Virtual Drive Set Transport Ready »)

Status Health Size Raid Level Boot Drive

Optimal Good 456809 M8 RAID 1 false

6. Confirm that you want to make the Boot virtual drive the boot drive.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

NI
CISCO

Page 25 of 88



White Paper

NI
CISCO

Are you sure you want to make the virtual drive as boot

[k ] | cone

% device-07?

7. Return to the Controller Info tab to create the additional virtual drive groups and virtual drives. The following configuration for
the disk library is for MediaAgent Extra Large configuration, which uses 48 SAS drives.

8. Click Create Virtual Drive from Unused Physical Drives.

9. Select 60 as the RAID level.

10. Select physical drives 4 through 19 and add them to the drive group (click >>).

11. Repeat the addition of physical drives by selecting 20 through 35 and then adding the drives to the drive group (click >>).

12. Repeat the addition of physical drives by selecting 36 through 51 and then adding the drives to the drive group (click >>).

Raid Level: | 60

Create Drive

Groups

Physical Drives

Selected 0/ Total 12

ID Size(MB) Model Interface Type
[ 54 5722031 MB SEAGA .. HDD SAS
[ 85 5722031 MB SEAGA .. HDD SAS
[ =6 5722031 MB SEAGA..  HDD SAS
(I 57 5722031 MB SEAGA .. HDD SAS
[] &8 5722031 MB SEAGA .. HDD SAS
(| a9 A727N31 MR SFAGA HNN SAR
Virtual Drive Properties
Name: | DiskLibRaid60 \
Access Policy: | Read Write v ‘
Read Policy: | Always Read Ahead v ‘
Cache Policy: | Cached 10 v |

22~ Drive Groups  Selected0/Total 3 %% ~
Name
Al [ DG45B67.88.10.11.12.13.1..

| DG [20.21.22.23.24.2526.27....

A
A

| DG [36.37.33.40.38.41.42.43...

Disk Cache Policy: | Disabled v ‘

Write Policy: | Write Back Good BBU v ‘

Strip Size (MB): | 512K v |
Size | 15981672 IR 4

[380516 : 15981672

Generate XMLAPI request Create Virtual Drive Close
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13. Provide the following values and complete the virtual drive creation.
a. Enter DiskLibRaid60 as the name. (You can use any other name you want to identify the drive.)
b. Change Read Policy to Always Read Ahead.
c. Change Cache Policy to Cached IO.
d. Change Write Policy to Write Back Good BBU.
e. Change Strip Size to 512 KB.
f.  Use the size populated automatically or change the size to the maximum available space.
14. Click Create Virtual Drive.
v RAEelRes Virtual Drives Selected 0/ Total 2 §F +
VD-0 T " Delete Virtual Drive Set Transport Ready
VD-1 .
Virtual Drive Number Name Status Health Size Raid Level Boot Drive
] 0 Boot Optimal Good 456809 MB RAID 1 true
] 1 DiskLibRaid60 Optimal Good 223159092 MB RAID 60 false

15. Be aware that the disk group initialization process is ongoing in the background for several hours, and full performance is
available only after the initialization process finishes.

16. Now you need to initialize the drives. Select a drive and click Initialize in the menu at the top of the screen. Then select Fast
Initialize in the next window. Do this for all drives.

Are you sure you want to initialize the virtual drive - Boot

Initialize Type: ‘ Fast Initialize v ‘

Initialize VD JIEIEA]

17. To see the initialization progress, click the virtual drive in the left column (for example, VD-0).

18. The server is now ready to load the OS.

Note: The number and sizes of drives dictates the virtual drive configuration. The values are based on the suggested MediaAgent
configuration detailed earlier in this document.
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Cisco UCS managed configuration with Cisco UCS Manager

The following section covers the configuration of Cisco UCS managed Cisco S3260 chassis.

1. Log on to Cisco UCS Manager as the admin user or as another user with administrative rights.

alitli
cisco

UCS Manager
3.2(1d)

Launch UCS Manager Launch KVM Manager

Java KVM launch requires Java Runtime Environment 1.7 or higher

t

ot the GNU ol 2.0

his softw e e 3N Gen

 Lesser General Public Licenss (LGPL) Version 2.1

Terms and Conditicns | Supplemental Terms snd Conditions | Privacy Statement | Cookie Policy |
! of Cisco lems, inc.

N

NI
CISCO

2. On the Equipment tab, identify the Cisco UCS S3260 chassis and verify the condition of the system and the components

required for the deployment.

TR 00 e
i pe ke AR b P I A T
Al = Cquipment / Chassis / Chassis 2
~ Equiprent \ Geners Servers  Service Profles Fans PSUs Hybnd Display  Slots  Installed Firmware SEL Logs
v Chaaais
Faul Summ hysical Di
+ Chassist @ aul Summary Physical Display
> Fans ° 0 9 °
» PSUs
» SI00s Status
- Sewvers Ovorsll Stotus® ¢ Opemble
» Serverz () Status Details

» Storage Enclosures

Power Cantrol Monitor

Connectivity f

v Rock Mounts AcRGE
PR Associate Chssss Profle .
i Sanm Acknowledge Chasss fropames
« Fabric Interccanects Ovcoriiiasiits hasdle o 2
» Fabne lntescoanect A (pormary) (5 Gomave Chessld Product Name - Claeo ICSC C3X00
» Fabric Interconnect B (subordinate) Turn on Localer LED Vendor Claco Systema Inc P UCKC CaXoo
View POST Results Revisica o Serisl . FOX2102Q2NL
Start Fault Suppression Chaseis Profile

Locstr LED . @
Supsresmon Task Propedies Lser Lobel

Create Zonng Policy from Inventery ™
@® Part Details

& logged in s admin®192.108.70.9
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3. Verify the SIOC Information. Only one SIOC is required. The second SIOC is optional and is used for better high availability or
greater throughput.

4. The General tab provides an overview of the SIOC and Ethernet ports, including the uplink status and port speeds. The
operating speed can be 10 Gbps, 4 x 10 Gbps, or 40 Gbps. You should use 40 Gbps whenever possible.

dutl UCS Manager

0O

iii
o)
Eod
®

19 13
Al v Equipment / Chassis / Chassis 2 / SIOCs / System IO Controller 2
v Fquipment General | Chasss Managermeat Conteoller— Buwd Conticlles— Feulls Eveals  FSM Stisbos
v Chassis
» Chossint @ Fauk Summary Phyalen] Diaply
- oz @ ® 000
» Fana (] [ 0 o
» PSUs
- SI0Cs Status
» Systern 1O Contreller 1 Overall Status: 4 Opeeable
v Shared Adeter
» Fabric Porta xvone
- Sewvers Acknowledye System |O Contraller
v Sener2 @ Properlivs
» Adspters o 2 ChasssID . 2
» Stornge Enclosures
Rele Standby Revision 0
= Stecage Enclosures
PID UCSC-C3200-SI0C viD . Voo
Stoeage Enclosure 1
Product Norme - Claco LICS C3200 System 10 Controller Part Number - 731004402
« Rack-Mounts
s WHAVIGAI00 Inokided Vendor  : Cisco Syatems Inc
+ Servers Serinl FCH210678WQ
v Fabnc nlwrconnects User Lokl
» Fabric Interconnect A (primany) & ) System 10 Cantraller Connection Details
» Fatnc nterconnect B (subordinate)
@ Logged in as admin@®192.108.70.9 Syatem Time: 2017 08 17T00:56
L'n’sé‘r: UCS Manager @ 0 = Q ? i G
e | B n
Al = Cquipment / Chassis / Chassis 2 / SIOCs / System 10 Control_ / Shared Adepter
v Equipment Generd | FatocPots | Faulls  Everds  Stalstos
~ Chassi
Chiesle ToAGvanced Filer A Lxport 4 Price e
» Chassia t @
Narne Cper State Pest Channel Peer Slet ID Peer Pot ID Fabric IO Acknowledged Peer
» Chassis 2 , oY
famoc Por 21 Us 1 2 A oK sl swilch-Ad sl
» Fane
Faoc ot 213 Up 1 32 g oK I eaten Bleo
» PSUs
» SIOCs

» Systemn 1O Contreller 1

* System |0 Conlrcller 2

5. The Servers area shows the details of the server node, including information about the CPU, memory, PCle cards, and local
storage.
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el o K b
Cisco ucs 1."“1\‘],5\‘1

iii
g
el
(0]

» SIOCs
- Servers
I
» Storage Enclosures.
~ Rack-Mounts.
FEX
» Servra
v Fabag lnterconnests
» Fobric Interconnect A (primary) ()
» Fatne lnlercoanect B (sutordinate) &

@ Logged In as admin®192.108.70.9

alealie o
Cisco g

* Equiprent
Eaiilpment
w Chassis
s Chassist @
v Chassis 2
» Fans
» PSUs
» SIOCs
* Servers
e S—
» Storage Enclosures
* Rack Mounts
FEX
v Sorvers
« Fabric interconnects
» Fabne Intercoanect A (pamary) (5

» Fabric Interconnect B (subordinate)

@ Logged in as admin®192.108.70.9

Equipn:

| @enera | inventory

Faukt Summary
® O
o o

Statua

ml [ Chassis /| Chassis 2 / Servers | Server2

Virtual Machines  Inatalled Firrwere

Physical Diaphy

@ ©

o o

Ovorall Stotus & Unassociated

4 Status Details

Actions

Creste Senice Profie

Asocite Service Protie Properties
Slot ID
Product Nare
Vendor

Reast
Revision

Recover Server
Reset All Memey Ercrs
Server Maintenance

¥VM Consale **

Manufacturing Date
N

User Label

Unique Identifier

Cquipment / Chassis / Chassis 2 / Servers | Server2

General | tventory | Virus Machines

Actions

Update BI0S Firmmware

Activate BIOS Firmware

CIMC Seanons

SFlLLogs  VIF Paths

2 Chassia ID
Cisco UCS CIX00M4
Cisco Systems Inc PID

Lo Serisl
2018-05-11

Faults

Events  FSM Health Statistics

UCKC C3K-M4SRE

FCH2019730C

Syatem Time: 201708 14T02:10

iii
ol
Eed
(0]

Installed Firmmare CIMC Sesscns SEL Leas VIF Paths Faults Events FSM Heaith Statistics
CPUs  Memory  Adaters  HBAs  NICs  SCSIWNICs  Stoage  GPUs  Securly

Motherboard
=} Lo
Vender Cisco Systems Inc PID . UCSC-CIK-MaSRD
Revimon ] Serd FCH20187J0E
States

Power . Off CMOS Battery Voltage : OK

Motherboard Pawer Usage Status: OK

BIOS

Vender
Running Verson

Package Version

: Cisco Systems, Inc.
C3XOOM43N3H 00325171543

Backup Version . C3X00M4.2.0.130.0.0100171439
Update Status Ready

Startup Version - CIXOOMAI0IbO0IZH1 1543
Activele Slalus  Ready

+ BIOS Settings

Roard Controller

Vendee: Claco Systema Inc
PO UCSC-CIK-MASRD
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1 2 F 1 |
Al v Cquipment / Chassis / Chassis 2 / Servers | Server2

* Equiprment

General | lnventory | Vidusl Machines  Installed Firrwere
. Showels cc - Memety  Adagters HBAs
» Chassis 1 @
v Chansis 2 Proces
»:Fane. Product Name InteR) Xeon(R) Fs 2605 va
» PSUS
PID UCS-CPU-[u2695E
» SIOCs
= +) Part Details
« Servers
» Storage Enclosures CPU Stepping 1
v Rack: Mounts Socket Name cPUY
FEX Nurrker of Cores 8
» Servers States — s
Overdl Stalus Operable
« Fabric Interconnects
Operatidy Operable
» Fatnc Intercoanect A (pamary) &
Thermal oK
» Fabric Interconneet B (subordinate) &
Peoduct Name InteR) Xeon(R) [u-269% va
] UCS-CPU-E62096E
+) Part Datails
& logged in s admin®192.108.70.9
A @0
g 2 8 Y m

Al

= Equiprnent
v Chassis
» Chassis ' @
v Chavws 2
» Fans
> PSUs
» SIOCH

- Servers

ve

» Storage Enclosures
» Rack-Mourils
FE%
» Servers
w Fabne interconnescts
» Fabric Interconnect A (prirany] &

» Fabng lnterconnect B (subordinate) @

& Logaed in as admin@192.108.70 9

Fuipment | Chasals | Chasals 2 | Servees | Server2

General Inventory

Mothertosd cmc

¥, Adtvnreed Fiee

Narme

Moty 1

Virual Machines

Installed Firrware

oo [l e e

+ Bpon A Prie

Location
DIMM_AY
IMM_A2
DIMM_B A
DMM_B2
DIMM_C1

MM G2

CIMC Sessicns  SEL Logs  VIF Paths  Faults FSM  Health
NICs 15CS51 vNICs Sturage GFLe Secunly
Vendor InteXR) Carpomtion
Revision o
Speed (GHz) 21
Nurrber of Thresds 30
Nurrbee of Cores Enatied . 18
Powe: NiA
Pressnce Equipped
Vendor InteXR) Corporation
Revision o
Syatem Time: 2017-0814T02:11
a8 e e
CIMC Sessicns  SEL Logs  VIF Pathe  Faults FSM  Heslth  Statistics
NICs 15CS1 vNICs Sturage GFLe Secunly
£
Capencity(GB) ClockiMHa)
2400
000 2400
1o 2400
10,00 2400
2400
16,00 2400
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» Storage Enclosures
w Rock-Mounts
FEX
» Servers
« Fabric Interconnects

» Fabric Interconneet A (primary) ()

@ Logged in as admin@192.10870.9

6.

» Fabric Interconnect B (subsedinate)

®00
-
2 15 2 n

Equipment / Chassis / Chassis 2 / Servers | Server2

Genwral Inventory Vidud Machines

Instdlied Funwae

CIMC Seswons

iii
2
o
@

SELLogs  VIFPalhs  Faults  Evenls  FSM  Hesllh  Stabstics
Motherboard  CIMC CPUs  Memory - HBAs  NICs  ISCStyNICs  Stomge  GPUs  Security
ToAoverced Fler 4 Lxpon M Pt o
Nome Vendor PID Senal Ouerall Stetua Operability Thermal
Adagter 2 Cisco Systems Inc UCSC-CI2e0-SI0C FCHZI0O 780 WA NIA N/A

Syatem Time: 2017.08-14T02:11
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In a standalone configuration, the SIOC includes predefined vNICs and vHBAs. In a configuration managed by Cisco UCS,

however, nothing is defined. This definition is part of the service profile configuration. If PCle cards for networking or Fibre

Channel are installed, the information is listed on the NICs and HBAs tabs.

el |
cisco UCS

All

v Equipment
= Chaesis
» Chassis ! @
« Chassis 2
» Fans
» PSUs
» SIOCs
- Servers
[ s |
» Stornge Enclosures
~ Rack-Mounts
FEX
» Servers
* Fataic Interconnects
» Fobric Interconnoct A (primary) (5

» Fabric Interccanect B (suboedinate)

@ Logaed inas admin@192.108.70 9

oo
2
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Equipment | Classis | Chassis 2 | Servers | Server2
General | loventory | Vidud Machines  Instdled Furware CIMC Seswons SEL Logs VIFPalhe  Faults  Events  FSM Hesith  Stalitics

Mothorboard  GIMGC CPLa Memory  Adepters  HBAs - ISCSIVNIGs  Stage  GPLs Security

+ — YeAdvarcedFher 4 Bpon & Frine &

Nome vHIG Vendor PID Model Oparakisity MAC Original MAG D

No dala avslatle
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7. To complete the storage configuration discussed earlier in this document, you need to identify the physical disks available for
the operating system installation. The Cisco UCS S3260 chassis comes with four disk slots on the rear side, with disk numbers
201 through 204. Identify and note the disks that are available. In the example here, the available disks are 201 and 202.

T A
asco’  UCS Manager

?@‘ff" Q@ 0B e

13 "

L

Al v Equipment / Chassis / Chassis 2 / Servers | Server2
v Equipment General Inventory Virlud Machines Instdlled Frimware CIMC Sesmuns SEL Loge VIF Palhe Faults Events FSM Heallty Stabistics
#ilines Motherowd  CIMC  CPUs  Memoy  Adsters  NDAs  NICs 51 WNICs GPUs  Security
» Chassis 1 @
+ Chassis 2
» Fans 4 - VhdvscedFaer 4 Bgot & Print &
> PSUs Name Sus (MB) 4 Seid Oporatility Prasence Technelogy Cxive State Boctatle
» SIOCs Storage Contrallet PCH 1 |
v Servers » Storage Controller SAS 1
Di | ame7as IPHVIKNG Opersbln Equipped HOD Owline Faise
» Storege Enclosures Dosk 2 80749 IPHVEAPC Dpersble Equipped HOD Qaling Fase
v, RaticMouny D 90743 PURILE Cerable Eavigeed oo Caline Faise
e Duskcd 8550743 TPHIPSHC Oomrsble Equicoed HOD Online Faies
» Servers
» SIOCs e U WRUIBI T IroOKInL R TYUREY o U U S revy
- Severs vk 27 8530743 TPHLAMC Opeasble Equipped HOO Unconfyured Go.  Fabun
_ Dvek 28 9550743 TPHZATDC Openatle Equised HOD Unconfigured Go...  Fales
» Stonge Enclosures Dhok 201 480800 BTV/LS1m02C0 Operable Fquipped $sSD Online Falas
v Rack-Mounta Disk 202 450300 BTV 5156015984 Operable Fquipped SSD Online Falan
FEX Storage Controller SAS 2 |
> Servers
Dotalls
v Fabric Interconnscta
» Fabric Interconnect A {prmeny) Actions Properties
» Fobvic interconnect B (subordinate)
1] ]
Vendo Vi
Serial Revision
Product Neme

Product Variant

@ Part Details

& Logged in as admin®192.108.20.9 System Time: 2017-08-14102:13

8. On the server node, Storage Enclosure 3 represents the disk slots on the back of the chassis, used for the operating system
disks. Storage Enclosure 4 represents the NVMe slot on the server node, and Storage Enclosure 5 represents the two NVMe
slots on the 1/0O expander board (if one is connected). Those storage enclosures are dedicated to the specific server.
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1B 2 W
All . Equipment / Chassis /| Chassis 2 / Servers | Server2 | Surage Encl. /| Storage Encl.
e
v Equipment Generd Disks [ Slts  Feults  Evenls  FSM  Stastics
v Chassis
» Chonsist @ + — YoAduacwdFitw 4 Bxpont & Print
« Chaseis 2 Narne Swe (MB) Raw Size (MB) PO Send Operabidy Dnve State
N sk 201 450309 457802 INTEL SS06C2..  BIWL513302C..  Operable Online
e » PSUs Dk 202 450309 457802 INIEL SS0GC2..  BTWLI140190.  Opershie Online
- SI0Cs
O » System 0 Contraller 1
v Sysem IO Contecller 2
' » Shared Adsster
@ - Servers
Details
- Server 2
Q o Adeptore Actions Propenties
+ Adagrer 2
n 202 PO
v Storage Enclosures
e Vender Intel vio
Storage Fnclosure 4 Senal BTW1 51540190480QGN Revision
Product Name Cisco UCS C3X00 480G SATA Boot 55D
Stcrage Enclosure 5
Product Variant €3000_BOOT
v Stoenge Enclosures =
@ Part Detals
Storage Enclosure 1
» Rack-Mourts Turn oo Locade LED Drive State Sire (MB)
FEY
> Servers

& Logged in as admin®192.108.709

© UGS CaXan G18D4sn

c0
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= Q 2?2 i G
£

Presance Technology

Euuipped $sS0

Equipped Ssb

o

System lime: 2017-08-14104:07

9. The Storage Enclosures area under Chassis, not under Servers, represents the top-loaded disk slots of the Cisco UCS S3260

chassis.
N
® ¢ =
dses. UCS Manager OO0 B & MO8 G
2 18 2 n
an - Equipment / Cliassis / Chassis 2 / Storage Enchsures / Storage Enchsure 1
« Equipment General Disks Slots Foults Fventa FSM Stetistics
v Chawss
oo 1 Actiona Phyaical Dlaply
v Chassis 2
» Faos
» PSUs
- SI0Cs

» System I0 Controller |
« Systern 10 Contreller 2
» Shared Adagter
- Servers
» Server2

» Storage Fnclosures

« Rack-Mounts
FEX
» Servers
« Fakric Interconnects
» Fatoc Interconnect A (pnmery) @

» Fabac Inerconnect 8 (subsedinate) &

@ Logged inas admin®®192.108.70.9

Pronmetins

10. The Disks tab of Storage Enclosure 1 shows all the details about the top-loaded drives.
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asco  UCS Manager
All

» Equipment
* Chassis
» Choasia 1t @
v Chasme 2
» Fans
» PSUs
- SIOCs
» System [0 Contreller 1
v System |0 Contecller 2
» Shared Adapter
w Servers
> Sewver 2

Stoenge Enclosire

» Rack-Mounta
FEX
» Servers
« Fabric Interconnects
» Fabic Interconnect A (pomery)

» Fabric Interconneet B (subordinate)

@ Logaed in as admin@192,108.76 9

Create a profile

@os‘;e

15

2 M

Fquipment | Chasais | Chassis 2 / Stomge Fnclnsures | Siomge Enclosure 1

Gonerdl | Disks | Slota  Foulta

i
P
&

Fupnta  FSM  Statistics
|
+ = Y, adwrcedfler 4 Bxpon A Prin
Name Size (MB) Raw Size (MB) P Sens Opsratality Onve Stale Presence Techaddogy
Ok 1 9560743 97530 HUH721010ALE..  7PHVRXNG Operatie Oriline Equised HLO
Disk 2 aAns6743 am7ase HUH721010AL8.  7PHVEAPG Operakia Online Equipped HDO
Disk 3 anse743 am7ase HUHZ21010AL8  7PJ0RELC Oparabin Onling Fquipped HOO
Disk 4 aAns6743 am7Ree HUH721010ALS.  7PHTPSAC Operabia Onling Equipped HDO
) anse743 am7me HUMZ21010ALS  7RU00SAC Oparabin Online Fquipped HOO
Disk & aAn36743 AT HUH721010ALS.  7G.17278K Operabia Onling Equipped HDO
Disk 7 9500743 ELEVEE HUM7210104L 5. 7GHMIEUC Operable Online Equipped HCO
Duk 9520743 997508 HUH721010AL S, 7GUOSOTK Cperable Online Cquipesd e
D9 90749 9000 HUMZ210108L5..  7GJ72ERK Cperable Crline Equipped HLo
Demlls
Actions Prapeniea
o 28 PO . UCS-C3K-10TEM
Vendor HGST,a Western Digital vio v
Company trane

System Time: 2017-06-14T02:16
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The next task is to specify a chassis profile for the Cisco UCS S3260 to define the disk zoning for the top-loaded drives (Storage
Enclosure 1) within the chassis. Without a chassis profile, servers have no access to the top-loaded drives.

The Cisco UCS Manager configuration for the MediaAgent server is specific to the use case, so you can optionally define a new

suborganization for Commvault to keep all configurations dedicated to this use case.

Note: If a suborganization is created, all the tasks described below which are usually performed under root organization have to be
performed under the suborganization created.

1. Inthe Chassis area, choose one of the root options, and choose Sub-Organizations. Right-click and choose Create

Organization.
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» Sub:Organizations
v Pdicies
v root
» Chasss Firmware Packages
» Chasss Mantenance Policees

» [Disk Zoning Policies

@ logged in as admin®192.108.70.9

2. Enter an obvious name, such as Commvault, enter a description, and click OK.

Create Organization

Name : Commvault

Description : | Commvault Data Protection

al = Chasals / Chassls Profiles / mot / Sub-Organimtions
v Chassis Sub-Organiztions
« Chassis Prefles 4 = 4 Bpon AP
» roct Q) Nome
v Chassis Profle Templates HANA
.ot ©

+ Add

3. Create the chassis profile with in the suborganization you created.

Syatem Time: 201708 14T02:22
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The next steps depend on the available disk drives in Disk Enclosure 1 and the number of drives assigned to the MediaAgent server.

For a configuration with 48 disk drives for the disk library, use the following set of steps.

Create a chassis profile template

The chassis profile can be deployed independently, but to increase the consistency within Cisco UCS, you can generate chassis
profiles from chassis profile templates. To create a chassis profile template, three policies are used:
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e Disk zoning policy
e (Chassis maintenance policy

e Chassis firmware policy

The disk zoning policy allocates disk slots between server nodes in the chassis. To create a disk zoning policy, perform the following
steps:

1. In Cisco UCS Manager, click Chassis in the navigation pane and choose Policies from the Chassis pull-down options.

2. Right-click Disk Zoning Policies and choose Create Disk Zoning Policy.

3. Provide an appropriate name for the disk zoning policy and leave Preserve Config unselected.

Create Disk Zoning Policy ? X
Name : | CVLT-MA-Zoning
Description

Preserve Config: [J

Disk Zoning Information

+ — Y,AdvancedFilter 4 Export % Print fol

Name Slot Number Ownership Assigned to Ser...  Assigned to Con... Controller Type

No data available

@ Add | Delete

4. Click Add in the Disk Zoning Information section to set the disk slot associations for the chassis.
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Add Slots to Policy

Ownership : | ' Unassigned (e Dedicated | ) Shared ( ) Chassis Global Hot Spare |

Server : r‘ v “

Controller : j‘ v
Controller Type : SAS

Slot Range 2 l 1-56

5. For this deployment, the S3260 is using one node, so in the Add Slots to Policy dialog box, do the following:
a. Click the Dedicated option for Ownership.

b. Select 1 for the server
c. Select 1 for the controller.
d. Enter 1-56 as the slot range.

6. Click OK to confirm the Add Slots to Policy options.
7. Click OK to create the disk zoning policy.
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Create the chassis maintenance policy
The default chassis maintenance policy is set to User Ack for Reboot. You can use this policy.

Create the chassis firmware policy
The chassis firmware policy applies an appropriate firmware package to the chassis as it is associated. To create a chassis firmware
policy, perform the following steps:

1. In Cisco UCS Manager, click Chassis in the navigation pane and choose Policies from the Chassis pull-down options.
2. Right-click Chassis Firmware Packages and choose Create Chassis Firmware Package.

3. Give the chassis firmware package an appropriate name (such as UCS-3260), select the 3.2(1d)C chassis package, and
leave Local Disk as the only option selected under Excluded Components.

Create Chassis Firmware Package 2 X

Name 1| UCS-S3260
Description
Chassis Package :
Service Pack  : |<not set>
3.1(2b)C

The images from Se dence over the images from Chassis Package

Excluded Compor| 3.1(2nC

Chassis Adapt’

Ghassis Board 3-2(12)C

Chassis Mana( 3 2(1d)C
V| Local Disk

SAS Expander

4. Click OK to create the chassis firmware package policy.

Note: Select the latest supported firmware package downloaded on the UCS manager.

Create the chassis profile template
With the policies used by the resulting chassis profile in place, create the chassis profile template with the following steps:

1. In Cisco UCS Manager, click Chassis in the navigation pane and choose Chassis Profile Templates from the Chassis pull-down
options.
2. Right-click and choose Create Chassis Profile Template.

3. Provide a name for the chassis profile template and set it to the Updating Template type.
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Create Chassis Profile Template 2 X

You must enter o name for the chassis peofile template ond specify the templote type. You can also enter a description of the
Identify Chassis Profie Template template.

Chassis Maintenance Policy Name : | $3260-1node|
The template will be created in the following organization, Its name must be unique within ths organization
Policies Where . org-root
Type Inwal Template (e Updating Template
Disk Zoning Policy tionally enter o description for the template. The description can contain information about when and where the chassis peofile
template should be used

= - =

4. Select the default chassis maintenance policy.

Create Chassis Profile Template ?2 X

Specify how disruptive changes (such o reboot, network interruptions, firmware upgrades) should be applied to the system
Identify Chassis Profile

Template
=) Chassis Maintenance Policy

Chassis Maintenance Policy
Select o maintenance policy to include with this chassis profile template or create a new maintenance policy that will be accessible to all
chazsis profile templates

Policies Chassis Maintenance Policy: Select (no policy used by defoult) v

s Maintenance Policy

Select (no policy used by defauﬁ)

No mamntenance policy is

Disk Zoning Policy

<Prev Next > m Cancel
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5. Set the chassis firmware package to the UCS-3260 package created previously.

Create Chassis Profile Template B X

Optionally configure chassis firmware package for this chassis profile template.
Identify Chassis Profile
Template

(= Chassis Firmware Package
Chassis Maintenance Policy

If you select a chassis firmware policy for this chassis profile template, the template will update the firmware on the chassis that it is
associated with
Otherwise the system uses the firmware already installed on the associated chassis.

Chassis Firmware Package <potset> v Create Chassis Famware Package

Disk Zoning Policy <not set>

UCS-3260

default

Rl o

6. Select the CVLT-MA-Zoning disk zoning policy that was previously created.

Create Chassis Profile Template » X

Optionally specify information that affects how the system operstes.

identify Chassis Profile Disk Zoning policies are applicabie only to UCSC-C3X60-BASE chassis

Template

Chassis Maintenance Policy  Disk Zoning Palicy. cyLT-MA-Zoning ¥

Posicies Croate Disk Zoring Polcy
s Py Name CVLT-MA-Zoning
Description
Preserve Contg © No
Disks Zoned
+ = T, AdvancedFimer 4 Expot A Print &
Name Siot Number Ownership Assigned to Ser..  Assignedto Con..  Controller Type
» disk-siot-1 1 Deccated ]
» disk-siot-10 10 Decicated
» disk-siot-11 n Deccates
» disc-siot-12 12 Decicated
» disk-siot-13 13 Dedicated
» disc-si-1a 14 Parcatad

o < -
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7. Click Finish to create the chassis profile template.

Create chassis profiles from the template
The chassis profile template has been created with policies appropriate for both Cisco UCS S3260 Storage Servers used in the
environment, so you can create one or more chassis profiles using the template.

1. In Cisco UCS Manager, click Chassis in the navigation pane and choose Chassis Profile Templates from the Chassis pull-down
options.

2. Right-click the newly created chassis profile template and choose the Create Chassis Profiles from Template option.

3. Specify a naming prefix, the name suffix starting number, and the number of instances of chassis profiles to be created from

the template. Match the Number of Instances field value to the number of MediaAgent servers that need to be deployed.

Create Chassis Profiles From Template - I

Naming Prefix : | CVLT-53260-0
Name Suffix Starting Number : 1

Number of Instances o 1

1. Click OK to create the chassis profile.

Associate chassis profiles
Each chassis profile created can be associated with one of the connected S3260 servers.

1. In Cisco UCS Manager, click Chassis in the navigation pane and choose Chassis Profiles from the Chassis pull-down options.
2. Right-click one of the newly created chassis profiles and choose Change Chassis Profile Association.

3. Choose “Select existing Chassis” from the Chassis Assignment pull-down menu and select the appropriate chassis ID to use.
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Associate Chassis Profile B X

Select a previously-discovered chassis by name, or manually specify a custom chassis by entering
its chassis ID. f no chassis currently exists at that location, the system waits until one is discovered

You can select an existing chassis you want to associate with this chassis profile

Chasss Assignment. Select existing Chassis v

o Available Chassis | All Chassis

Select 0

Restrict Migration

D -

4. Click OK to associate the chassis.

5. Repeat these steps for the second S3260, if a second MediaAgent server needs to be deployed.

Set up the Cisco UCS S3260 server node
The server nodes will be configured using service profiles just like other Cisco UCS Manager managed server resources, but they
require a storage profile to use disks made available to them by disk slots designated for the server in the disk zoning policy of the
chassis profile associated with the chassis.

Create the Cisco UCS S3260 storage profile
The storage profile consists of storage polices used for creating local LUNs from allocated disks (disk group policies).

For S3260 M3 server nodes, a controller definition of the embedded RAID controller or platform controller hub (PCH) used by the
rear panel SSD of the S3260 is created in the storage profile, instead of a local LUN disk group policy for those SSDs.

Create disk group policies
You need to create two disk group policies for the MediaAgent deployment on the S3260 based on the Extra Large MediaAgent
configuration options:
e Boot_SSD_rear1: Boot LUN of the rear SSD slots in a RAID 1 configuration
o S3260-Disk_Lib: Disk library of the MediaAgent using 48 HDDs in RAID 60 with three hot spares
Note: Large and Extra Large MediaAgent configurations use an NVMe drive for hosting the DDB and index cache.

Each of these disk group polices will create local LUNs for the S3260 server nodes, using available disks of specific types or through
manual slot specification.

Create Boot_SSD_rear1 disk group policy
To create the Boot_SSD_rear1 disk group policy, perform the following steps:
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1. In Cisco UCS Manager, click Storage in the navigation pane and choose Storage Policies from the Storage pull-down options.
2. Right-click and choose Create Disk Group Policy.
3. Do the following:

a. Enter an appropriate name (Boot_SSD_rear1).
b. Select RAID 1 Mirrored.
c. Select Disk Group Configuration (Manual).

d. Click Add and enter 201 as the slot number.

Create Local Disk Configuration Reference ? X
Slot Number : | 201 [1-205]
Role : |(®) Normal () Dedicated Hot Spare () Global Hot Spare
Span ID - unspecified [0-8]

4. Click OK.
5. Click Add again and enter 202 as the slot number.

Create Local Disk Configuration Reference ? X
Slot Number - [202| [1-205]

Role : ‘ ) Normal () Dedicated Hot Spare () Global Hot Spare

Span ID : unspecified [0-8]

6. Do the following:
e. Set Stripe Size to 64 KB.

f.  Set Access Policy to Read Write.
g. Set Write Cache Policy to Write Through.
h. Set IO Policy to Direct.

Set Drive Cache to No Change.
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Create Disk Group Policy 72 X

Name ¢ RAID_1_Mirrored
Description :

RAID Level : |RAID 1 Mirrored 'W‘

Disk Group Configuration (Automatic) (e Disk Group Configuration (Manual)

Disk Group Configuration (Manual)

Y, Advanced Filter 4 Export /& Print el
Slot Number Role Span ID
201 Normal Unspecified
202 Normal Unspecified
(® Add

Virtual Drive Configuration

Stip Size (KB)  : [64KB v

Access Policy : [Read write v ;

Virtual Drive Configuration

Strip Size (KB)  : |64KB v
Access Policy : ‘ Read Write v ‘
Read Policy ¢ | Pratiorm Defauit ) Read Anead ( Normal |

Write Cache Policy : ‘ ) Platform Default (e) Write Through () Write Back Good Bbu () Always Write Back

10 Policy 3 \ Platform Default (e Direct () Cached [
Drive Cache : [ Platform Default (e)No Change ( Enable (i Disable |
Security e

7. Click OK to create the disk group policy.

Manual slot number specifications for the rear SSD can be found in Cisco UCS Manager under > Equipment > Chassis > Chassis
[chassis #] > Servers > Server [server #] > Storage Enclosures > Storage Enclosure 3. The slots should be 201-202 for Server Node
1 and 203-204 for Server Node 2.

Create S3260-Disk-Lib disk group policy
To create the S3260-Disk-Lib disk group policy, perform the steps shown here.

You will create a RAID 60 group as part of this procedure with three RAID 6 spans of 16 drives each and three hot spares.

Note: The below procedure manually selects the drives to be part of the disk group,optionally the drives can be automatically
selected by checking the Disk Group Configuration (Automatic) option with the following parameters: Number of drives as 48 and
Number of Global Hot Spares as 3. All the other parameters are identical with either options.

1. In Cisco UCS Manager, click Storage in the navigation pane and choose Storage Policies from the Storage pull-down options.
2. Right-click and choose Create Disk Group Policy.

3. Provide an appropriate name (S3260-Disk-Lib).
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4. Select RAID 60 Striped Dual Parity.
5. Select Disk Group Configuration (Manual).
Create Disk Group Policy

Name : | $3260-Disk-Lib
Description :
RAID Level : |RAID 60 Striped Dual Parity / ¥

) Disk Group Configuration (Automatic) () Disk Group Configuration (Manual)

Disk Group Configuration (Manual)

NI
CISCO

2 X

Yo Advanced Filter 4 Export % Print

Slot Number Role Span ID

No data available

() Add

Virtual Drive Configuration

Strip Size (KB) | Platform Default "

Access Policy : | Platform Default v \

6. Click Add and leave the slot number set to 1. Set Role to Global Hot Spare.

Create Local Disk Configuration Reference

Slot Number: 1 [1-205]
Role : ’O Normal (e) Dedicated Hot Spare () Global Hot Spare |
SpaniD |1 | [0-8]

9 <

Cancel

7. Repeat the preceding procedure to add two more global hot spares, providing the slot numbers as 2 and 3 respectively.

8. Click Add again and enter the slot number as 4. Set Role to Normal and Span ID to 1.
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Create Local Disk Configuration Reference ?

Slot Number : 4

Role ; ’@ Normal () Dedicated Hot Spare () Global Hot Spare |

Span ID : ‘ 1

Cancel

9. Repeat the preceding procedure to add 15 more drives to the first RAID 6 set or Span 1.

CisCoO

X

Create Disk Group Policy ?2 X

Name : | S3260-Disk-Lib

Description :

RAID Level : | RAID 60 Striped Dual Paritys v

) Disk Group Configuration (Automatic) (e) Disk Group Configuration (Manual)

Disk Group Configuration (Manual)
Yo Advanced Filter 4 Export & Print e
Slot Number Role Span ID

L3 Normar T
5 Normal 1
6 Normal 1
7 Normal 1
8 Normal 1
9 Normal 1 I

Virtual Drive Configuration

) Add

Strip Size (KB)  : | Platform Default v

Access Policy : | Platform Default Y ‘

10. Repeat the preceding procedure to add drives to two more spans that will be part of the RAID 60 set. Enter the span number

as 2 for the next 16 drives and the span number as 3 for another 16 drives.
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Y, Advanced Filter 4 Export % Print fol
Slot Number v Role Span ID
ey ormar Z
29 Normal 2
30 Normal 2
31 Normal 2
32 Normal 2
33 Normal 2 |
) Add
Yo Advanced Filter 4 Export & Print fol
Slot Number v Role Span ID
13 Normar 3
44 Normal 3
45 Normal 3
46 Normal 3
47 Normal 3
48 Normal 3 '
) Add

11. Set Stripe Size to 512 KB.
12. Set Read Policy to Read Ahead.
13. Set Write Cache Policy to Write Back Good Bbu.

Virtual Drive Configuration

Strip Size (KB) . 512KB

Access Policy (Read Write -

Read Policy : | Platform Default (e Read Ahead ) Normal [

Write Cache Policy : ’ i Platform Default (' Write Through (e) Write Back Good Bbu | Always Write Back
10 Policy : | Pratform Default (s Direct " Cached \

Drive Cache : ’ i Platform Default ‘e: No Change (! Enable | ' Disable

Security 0

14. Click OK to create the disk group policy.

Create the MediaAgent storage profile
To create the MediaAgent storage profile, perform the following actions:

1. In Cisco UCS Manager, click Storage in the navigation pane and choose Storage Profiles from the Storage pull-down options.

2. Right-click and choose Create Storage Profile.

3. Provide a name for the storage profile (S3260-MediaAgent).
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Create Storage Profile

Name  : | S3260-MediaAgent y

Description :

LUNs

Local LUNs Controller Definitions

Y, Advanced Filter 4 Export ¥ Print

?

e

Name Size (GB) Order

Fractional Size (MB)

No data available

@ Add  Delste

D -

4. Select Add on the Local LUNs tab to add a LUN that will be created from the Boot_SSD_rear1 disk group policy.
5. Provide the following in the Create Local LUN dialog box:

a.

b.

For Name, enter Boot_SSD.
Leave Size set to 1.
Leave Auto Deploy selected as Auto Deploy.

Select Expand To Available.

Choose the Boot_SSD_rear1 disk group policy from the Select Disk Group Configuration pull-down menu
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Create Local LUN

(®) Create Local LUN () Prepare Claim Local LUN

Name : |Boot_SSD

Size (GB) s |1 [0-102400]
Fractional Size (MB) 0

Auto Deploy : IO Auto Deploy () No Auto Deploy J

3]

Expand To Available

Select Disk Group Configuration © | <not set> v Create Disk Group Policy

<not set>

Boot_SSD

C240-Boot_SSD

C240-RAID6-LUN
$3260-Disk-Lib

53260-SSD-Cache

6. Click OK to add the local LUN.

7. Select Add on the Local LUNs tab to add a LUN that will be created from the Disk-Lib disk group policy.

8. Provide the following in the Create Local LUN dialog box:
f.  For Name, enter Disk-Lib.

g. Leave Size setto 1.
h. Leave Auto Deploy selected as Auto Deploy.

Select Expand To Available.

j. Choose the S3260-Disk-Lib disk group policy from the Select Disk Group Configuration pull-down menu.

Create Local LUN

(e Create Local LUN () Prepare Claim Local LUN

Name . | Disk-Lib

Size (GB) R b [0-245760]

Fractional Size (MB) t |0

Auto Deploy v |*§'Au!o Deploy () No Auto Deploy |

Expand To Available :

Select Disk Group Configuration : l:.m set> v | Create Disk Group Policy

<not set>

Boot_SSD_rear1

$3260-Disk-Lib
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9. Click OK to add the local LUN.
10. Click OK to create the storage profile.

Create the Cisco UCS S3260 service profile
In addition to the storage profile, you need to create several new policies and pools before you can create a service profile for the
53260 server node.

Create the Cisco UCS S3260 server pool
The S3260 server pool will contain S3260 server nodes to be used for the MediaAgent. To create the server pool to use, follow
these steps:

1. In Cisco UCS Manager, click Server in the Servers pane and choose Pools from the Server pull-down options.
2. Right-click Server Pools and choose Create Server Pool.

3. Enter an appropriate name for the server pool (S3260-MediaAgent) and click Next.

Create Server Pool ? X
Set Name and Description Name 4 ‘7§§g_§g—MediaAgen!
Description :
Add Servers
Next > Cancel

4. The S3260 servers are acknowledged in this environment as Chassis 2 and Chassis 3, so select these numbers, or select the
appropriate chassis numbers in your environment if they differ. Then click the >> button between the Servers list and the
Pooled Servers list.
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Create Server Pool ? X
Set Name and Description Servers Pooled Servers
Add Servers i o
Chassi.. & .. S| - - : . Sl.. R. V) PD A. 8 C
2 - . B No data available
E >>
3 i F.. 24
2 i F 24
F 28

(8]
R
[S)
o

w
=)
=3

o
=
o

6 F.. 20
7 FE= 12
8 F. 20
Model: UCSC-C3K-M4SRB Model:
Serial Number: FCH2033JEFF Serial Number:
Vendor: Cisco Systems Inc Vendor:

< Prev Cancel

5. Click Finish to create the server pool.

Create boot policy
You need a boot policy to boot from the Boot_SSD_rear1 local LUN created during the disk group policy part of the storage profile

process. To create the boot policy, follow these steps:
1. In Cisco UCS Manager, click Server in the navigation pane and choose Policies from the Server pull-down options.
2. Right-click Boot Policies under root and choose Create Boot Policy.

3. Provide a name for the policy (Boot_SSD) and add a remote CD/DVD (used for KVM virtual media [vMedia] booting) under
Local Devices.
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Create Boot Policy

Name I $3260-Boot_SSD
Description

Reboot on Boot Order Change :

Enforce WIC/VHBANSCSI Name : @

Boot Mode : | (@ Legacy ( uen
'WARNINGS:

The type (primary/secondary) does not indicate 8 boot order presence.
The effective orger of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan orger.

VNIC/VHBA/ISCSI Name is selected and the vNIC/VHBA/ISCSI does not exist, a config error will be reported.
If it ks not selected, the vNICs/VHBAS are selected If they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.

(= Local Devices Boot Order

+ = TYoAowncedFiter 4 Export 4 Print

Add Loca! LUN Nne O

Type  WWN LN

SlotN...

Boot ..  Boot

Descri.

Add Local JBOD Remote CO/DVD 1
Add SD Card

Add Internal US8

Add External USB

Add Embedded Local LUN

Add Embecded Local Disk

Add Local CD/OVD

Add Local LUN Image Path

Type [[®) Prmary (' Secondory (' Any |

LUN Name : | Boot_SSO|

5. Click OK and then click OK again to create the boot policy.

Create Microsoft Windows 40-Gbps adapter policy
You need to make some ring size adjustments and enable receive-side scaling for a Microsoft Windows-specific adapter for

increased performance using 40-Gbps NICs. To create the adapter, follow these steps:

1.
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In Cisco UCS Manager, click Server in the navigation pane and choose Policies from the Server pull-down options.
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2. Right-click Adapter Policies and choose Create Ethernet Adapter Policy.

3. Provide a name (S3260-Windows) for the adapter policy and specify the following options:

h.  Transmit Queues: 8
Ring Size: 4096

j.  Receive Queues: 8

k. Ring Size: 4096

I. Completion Queues: 16

m. Interrupts: 32

n. Receive Side Scaling (RSS): Enabled

Create Ethernet Adapter Policy

Name $3260-Wingows

Description

=) Resources

Transmit Queues

Ring Size

Receive Queves
Ring Size

Completion Queves

Interrupts

= Options

4056

4096

18

32

Transmit Checksum Ofoad

Receive Checksum OMoad

TCP Segmentation OfMoad

TCP Large Receive Ofoad

Receive Side Scaling (RSS)

[1-1000]

[64-4096]

[1-1000]
[64-4096]

[1-2000]

[1-1024)

Disabled
Disabled
Disablea
Disablea

Disabled

4. Click OK to create the adapter policy.

Create a vNIC template

o' Enabled
* Enadblead
© Enabled
* Enabled

* Enabled

Cancel

MediaAgent and CommServe can use the LAN connectivity policy and vNIC templates that the other existing hosts use in the Cisco
UCS domain, but only the in-band management network is needed. Other vNICs would not be used by the Windows OS. You can
also set up A-B fabric failover in a new vNIC template that will save you the steps of configuring NIC teaming in the Windows OS.

To create a vNIC template for use by MediaAgent, perform the following steps:

1. In Cisco UCS Manager, click LAN in the navigation pane and choose Policies from the Network pull-down options.

2. Right-click vNIC Templates under the root organization and choose Create vNIC Template.

3. Provide a name for the vNIC template and set the following options:

a. Fabric ID: Enable Failover

b. Template Type: Updating Template
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c. VLANSs: IB-Mgmt with Native VLAN selected

Create VNIC Template B <

Name : VNIC_IB-M_CVT_AB

Description
Fabric ID (e) Fabric A ) Fabric B 'v| Enable Failover

Redundancy

Redundancy Type G (Nrc')rﬁeaunarancy [ 2 ) Eﬁmary fémbiate K :Tsriecondaryl Témbiate

Target
V| Adapter
| VM

Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type () Initial Template (e) Updating Template

VLANs VLAN Groups
1

Y, Advanced Filter 4 Export % Print

Select Name Native VLAN
default
v IB_Mgmt e

4. Scroll down to the second half of the window and select these additional options:
d. MAC Pool: MAC_Pool_A
e. Network Control Policy: Enable_CDP

Note: An existing predefined MAC pool and Network Control Policy has been used in this set up. Create a MAC pool and Network

Controk Policy with CDP Enabled if you have a new installation of the Cisco UCS domain.
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Native-VLAN
VM-Ann-2N1
Create VLAN
CDN Source : |(®) VNIC Name | User Defined [
MTU : | 1s00
MAC Pool | MAC_Pool_A(25/64) ¥ |
QoS Policy © | <notset> ¥
Network Control Policy : | gnable_cDP '7
Pin Group : | <not set> X
Stats Threshold Policy : default "

Cannaction Paliciae

5. Click OK to create the vNIC template.

Create a service profile template
With the storage profile ready and the vNIC template prepared, you can now create the service profile template.

1. In Cisco UCS Manager, click Servers in the navigation pane and choose Service Profile Templates from the Server pull-down
options.

2. Right-click root and choose Create Service Profile Template to open the Create Service Profile Template wizard.

3. Enter an appropriate name (S3260-MediaAgent) for the service profile template.

4. Select the Updating Template option.

5. Under UUID, select UUID_Pool as the UUID pool.

Note: An existing predefined UUID pool has been used in this set up. Create a UUID pool if you have a new installation of the Cisco
UCS domain.
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Identify Service Profile Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

6. Click Next.

Create Service Profile Template ?

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
template and enter a description.

Name :  S3260-MediaAgent

The template will be created in the following organization. Its name must be unique within this organization.
\Where : org-root

The template will be created in the following organization. Its name must be unique within this organization.

Type : ) Initial Template (e! Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuID
UUID Assignment: UUID_Pool(19/32) v

The UUID will be assigned from the selected pool.
The available/total UUIDs are displayed after the pool name.

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

7. You move to the Storage Provisioning section. Click the Storage Profile Policy tab in the Storage Provisioning section and
select the storage profile you previously created (S3260-MediaAgent).
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Identify Service Profile
Template

SAN Connectivity
Zoning

VNIC/vHBA Placement
vMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

8. Click Next.

Create Service Profile Template

2

Optionally specify or create a Storage Profile, and select a local disk configuration policy.

Specific Storage Profile Storage Profile Policy

Storage Profile; $3260-MediaAgent ¥

Name

. $3260-MediaAgent

Description :

LUNs

Local Disk Configuration Policy

Create Storage Profile

ions.

ity Policy

Local LUNs C D

Y, Advanced Fiter 4 Export & Print i*
Name Size (GB) Order Fractional Size (MB})
Boot_SSD 1 Not Applicable 0
Disk-Lib 1 Not Applicable 0
< Prev Next > m Cancel

NI
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9. You move to the Networking section, where you configure the network. Keep the default setting for Dynamic vNIC Connection

Policy.

10. Select the Expert option to configure the LAN connectivity.

11. Click Add to add the vNIC.

12. Click Use vNIC Template in the Create vNIC window that appears.
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Create VNIC B X

] —
MAC Add?\e=

| The Value is null, which is invalid for this field. i

WAC Address Assignment.  Select (pool default used by cefault) ¥ |

Create MAC Pool

Select MAC address assignment option.
If nothing is sefected, the MAC address will be assigned from the default pool.

WARNING: The selected pool does not contain any available entities,
You can select it, but it is recommended that you add entities 1o it.

Use VNIC Template : [

Fabric ID : e Fabric A Fabric B || Enable Failover
VLAN in LAN cloud will take the precedence over the Appliance Cloud when there is a name clash.

VLANs VLAN Groups

Y, Advanced Fiter 4 Export & Print fed
Select Name Native VLAN

default

1B_Mgmt

ISCSI-A-VLAN

ISCSI-B-VLAN
AP G o 78 A Mo 7 8 is it 1

Cancel

13. Add an appropriate name for the vNIC to create (VNIC-IB-Mgmt), select vNIC_IB-Mgmt_AB for the vNIC template and
choose the Windows-40G policy from the Adapter Policy pull-down menu.

Create VNIC B X

Name : wNIC-1B-Mgmt
Use vNIC Template :
Redundancy Pair: || Peer Name :

WNIC Template : | yNIC_IB-M_CVT_AB ¥ Create VNIC Tempiate

Adapter Performance Profile

Adapter Policy i <notser> ¥ ! Create Ethernet Adapter Policy

<not set>

Linux

SMBClient
SMBServer
SRIOV

Solaris

VMWare
VMWarePassThru
VMware-alt
VMware-alt-32
Windows

default o icisad

TN

14. Click OK to add the vNIC.
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15. Click Next.

NI
CISCO

16. You move to the Storage Options section. Select the Use Connectivity Policy option for the “How would you like to configure

17. Choose the Infra-SAN-Policy option from the SAN Connectivity Policy pull-down menu.

SAN connectivity?” field.

Identify Service Profile
Template

Storage Provisioning

Networking

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify disk policies and SAN configuration information

How would you ke 1o configure SAN connectwvity?

Simple () Expert () No vHBAZ}'e) Ese Connectivity Policy

SAN Connectwvity Policy

<not set> v

<not set>

Create SAN Caonnect

vity Policy

< Prev

Note: Existing SAN policy has been used in this setup, create a new SAN connectivity policy or select no vHBAs if SAN connectivity

is not required

18. Click Next.

19. You move to the Zoning section. Don’t set any zoning options. Click Next.

20. You move to the vVNIC/HBA Placement section. In the Select Placement list, leave the placement policy set to Let System

Perform Placement.

21. Click Next.

22. You move to the vMedia Policy section. Leave vMedia Policy unselected.

23. Click Next.

24. You move to the Server Boot Order section. Select Boot_SSD for Boot Policy.

© 2018 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 60 of 88



White Paper l'I'l'I'l
CISCO

Create Service Profile Template 72 X
ily specify the boot for this service profile template.
‘ Protie Optionally specify policy profi plate.
Template
Select a boot policy.
Storage Provisioning Boot Policy: seject Boot Policy to use ¥ G PodE PORGY
The cefay  Select Boot Policy to use ofile

L o Create a Specific Boot Policy
SAN Connectivity

Boot-FC-A
Zoning Boot-FC-X-A

Boot-iSCSI-A
VNIC/VHBA Placement Boot-1SCSI-X-A

$3260-Boot_SSD
vMedia Policy

default
Server Boot Order diag

utility
Maintenance Policy
Server Assignment

Operational Policies

NS - I

25. Click Next.

26. You move to the Maintenance Policy section. Change the maintenance policy to default.

Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile

Template

Storage Provisioning =) Maintenance Policy

Select » maintenance policy o nclude with this service profile or create a new maintenance policy that will be accessible to all service profies.
Networking Maintenance Policy. Select (no policy used by default) v Create Maintenance Policy

Select (no policy used by default)

SAN Connectivity

-

No maintenance policy 1 salectad by default,

The service profile will immediately reboot when disruptive changes are applied
VNIC/VHBA Placement Ry i s o

vMedia Policy

Server Boot Order

Server Assignment

Operational Policies

< Prev Next > Cancel

27. Click Next.
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28. You move to the Server Assignment section. In the Pool Assignment list, select S3260-MediaAgent.

Create Service Profile Template ?2 X
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template,
Storage Provisioning Pool Azzsignment: S3200-MediaAgent v Create Server Pool
Assign Later
o jelect the power state to be applied when this profile is associated
Networking iith the server.
3260 e Up __Down
SAN Connectivity
Branch_C240_gSX|
Zoning Thoserviosing. o Toone |with one of the servers in the selected pool.
If desired, youd |nfra_Pool pool policy qualification that the selected server must meet. To do so, select the qualfication from

the list.

VNIC/VHBA Placement E S$3260-MediaAgent
Server Pool O

Test_Harness_Pool
VMedia Policy Restrict Migrat o
2iaul

® Firmware Management (BIOS, Disk Controller, Adapter)
Server Boot Order -

Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

29. Leave Firmware Management at the bottom of the page as is because you will use the defaults from the Host Firmware list.
30. Click Next.

31. You move to the Operational Policies section. In the BIOS Policy list, select VM-Host-Infra.

32. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.

Note: Existing BIOS and Power Control policies hav been used in this setup. Create new BIOS and Power Controk policies and select
them if you are configuring a new Cisco UCS domain installation.
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Create Service Profile Template ? X

Optionally specify information that affects how the system operates
Identify Service Profile

Template
(=) BIOS Configuration

Storage Provisioning
If you want to overnde the default BIOS settings, select a BIOS policy that will be associated with this service profile

Networking BIOS Policy : | VM-Host-infra v
SAN Connectivity
+) External IPMI Management Configuration
Zoning
#) Management IP Address
wNIC/VHBA Placement
+) Monitoring Configuration (Thresholds)
vMedia Policy
=) Power Control Policy Configuration
Server Boot Order Power control policy determines power allocation for a server in a given power group.
Power Control Pobiey - | default v Create Power Control Palicy
Maintenance Policy
<not set>
3 - 1 N
Server Assignment # Scrub Policy

o =

33. Click Finish to create the service profile template.

34. Click OK in the confirmation message.

Create service profiles
To create a service profile from the service profile template, complete the following steps:

1. Connect to the Cisco UCS 6332-16UP Fabric Interconnect in Cisco UCS Manager and click the Servers tab in the navigation
pane.

Choose Service Profile Templates > root > Service Template S3260-MediaAgent.

Right-click S3260-MediaAgent and choose Create Service Profiles from Template.

Enter S3260-MediaAgent-0 as the service profile prefix.

Leave 1 set as the name suffix starting number.

Set 1 as the number of instances.

N g o~ wN

Click OK to create the service profiles.
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8. Click OK in the confirmation message to provision the MediaAgent service profile.

OS Installation for Commvault MediaAgent Server

The installation steps for the Cisco UCS S3260 server for MediaAgent include installing Microsoft Windows Server 2012 R2. The

steps here use a Cisco UCS Manager KVM installation process from locally stored installation media on PC accessing UCS manager.

To begin the installation, open a Cisco UCS Manager KVM console from the General tab of the associated service profile of the first

server to be installed. Then perform the following steps:

Note: For a standalone installation of the S3260, launch the KVVM console from the IMC GUI.

1. Click Virtual Media and choose Activate Virtual Devices from the pull-down menu.

- 8cs-6332-16up / root / CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) [_1O] %]

File View Macros Tools VitusMedia Heb
* Shutdown Create image

KM Console | propertes Activate Vitual Devices

Configuring and testing memory..
Configuring platfornm harduware

192.168.164.119 admin || 0.4fps  0.001KBjs

2

(4 Connected to IP: 192,168, 164,119 System Time: 2017-01-07T16:47

2. Click Virtual Media again and choose Map CD/DVD from the pull-down menu.
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o ucs-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) [_10]x]
File View Macos Tools VituslMeda Heb

3, Shutdown Create Image

KM Console | properties v/ Activate Virtual Devices
Map CDJOVD ..

Map Removable Disk

Map Floppy

192.168.164.119 |admn | 0.2fps || 0.001x8/s =1

(4 Connected to IP: 192,168, 164,119 System Time: 2017-01-07T16:47

3. Click Browse in the Virtual Media pop-up window and locate and select the OS installation ISO image in the pop-up window that
appears. Click Open.

[~ wcs-6332-16up / root /.

Vault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: ad = PN [=] E3|
File View Maros Tools Vitual [ERVEUERISEANEY D

4, Shutdown Server

K¥M Console | properties

Disk iso e (*.20)

File name: jen_windows _server_2012_r2_x64_dvd_2707946.is0 [ open

192.168.164.119 | admin || 0.6 fps | 0.001KB/s NUM =

[4 Connected to IP: 192.168,164.119 System Time: 2017-01-07716:47

4. Click Reset if the system has progressed past the boot selection menu before the Windows ISO image is mapped through
KVM vMedia.
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- ucs-6332-16up / root [ CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) - [O]x]
File View Macros Tools VitualMedia Heb

4, Shutdown Server L Reset

K¥M Console | properties

TNINE
CISCO

192.168.164.119 | admin || 0.6 fps | 0.001KB/s NM =1

{4 Connected to IP: 192.168.164.119 System Time: 2017-01-07T16:47

The boot order will initiate the OS installation automatically. Click Next at the OS installation start screen.

1 - ucs-6332-16up / root / 53260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin)
| File View Macros Tools VirtualMedia Help

% Shutdown Server ., Reset

KVM Console | properties

Wiindows Setup

192.168.164,116 || admin | 0.6 fps|| 0.001KB/s NUM ==

2 Connected to IP: 192.168. 164,116 [ [ System Time: 2017-01-24T09:26

Proceed with the installation, entering a valid Windows license key and selecting the mode (GUI mode is used in this example.)

Accept the license and select “Custom: Install Windows only (advanced).”
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8. When the installation destination screen appears, no suitable drives for the S3260 will be displayed. Download the Windows
driver ISO image from software.cisco.com at

https://software.cisco.com/portal/pub/download/portal/select.htm|?&mdfid=28628 1356 &flowid=71443&softwareid=2838531
58.

9. Unmap the Windows OS installation ISO image as vMedia.

> ucs-6332-16up / root [ S3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) M=
Fle  View Macros  Tools | VitualMeda Hep

4, shutdown Create Image

KVM Console | propertes v/ Adivate Virtusl Devices

en_windos_server_2012_12_x64_dvd_2707946.iz0 Mapped to CD/OVD
Map Removable Disk
Map Floppy ...

192,168,164.116 admn | 0.5fps  0.001K8jc NM =1y
{3 Connected to IP: 192.168.164.116 System Time: 2017-01-24T10:28

10. Click Yes to confirm the unmap drive request.

11. Reopen the Virtual Media pull-down menu, choose Map CD/DVD, and find the downloaded Cisco UCS driver ISO image using
the Browse option.

Fie View Macros Tools |\
%, Shutdown Server

KVM Console | proper ves

Fie name: fucs-cooc-drivers-windows. 3.0. 1a.i0

Flesof type:  nick iso fle (*.i50)

192.168.164.119 | | admin || 0.6 fps | 0.001KB/s NM =1
£ Comnected to IP: 192.168.164.119 System Time: 2017-01-07T17:02
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12. Click Open. Then choose Map Device.

Tooks

13. Click Load Driver and select Browse from the pop-up window that appears.

» ucs-6332-16up [ root / CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin)
Fle View Maxios Virtual Media  Help

4 Shutdown Server
| | KVM Console | Proper ties

<, Reset

) Connected to IP: 192.168.164.119

192.168.164.119 | admin | 0.8 fps  0.002XB/s

[=] E3

CCC = 1y

System Time:

[ ucs-6332-16up / root / Commvault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin)
I"Fe View Msaos Tooks VitudMeda Help

%, Shutdown Server

14. Select the storage directory in the mapped CD-ROM drive.

T, Reset
| | KVM Console | P oper ves

&9 o wrsoun e

192.168.164.119 admin | 0.8fps 0.002KB/s
£ Connected to IP: 192.168.164.119

M =15y

2017-01-07T17:01

(=] E3

System Time: 2017-01-07T17:03

15. Dirill further down within the storage directory to LS| > Cisco_Storage_12G
OK.
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|
! Fle View Macos Tooks \VitualMedia Help
4 Shutdown Server 4 Reset

| [ KVM Console | properves

192.168.164.119 | admin | 0.8fps | 0.002KBJs M a5

‘ - ucs-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console{Launched By: admin) =1 E3 ]

{5 Comnected to IP: 192.168.164.119 System Time: 2017-01-07T17:07

16. Select the driver that is found and click Next.

- 0CsS-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) HE=E
| Fle View Maaos Tools VirtualMeda Help

3 Shutdown Server .U, Reset

Propertes

| KVM Console

192,168.164.119 | admin | 0.6 fps | 0.001XB/s M 2=

5 Connected to IP: 192.168.164.119 System Time: 2017-01-07T17:07

17. Select the drive on which you want to install the Windows OS and reopen the Virtual Media pull-down menu to unmap the

Cisco Windows drivers ISO image.
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‘ o ucs-6332-16up / root /| CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console({Launched By: admin) M=

Create Image

| Fle View Macos Tools VitualMedia Help
%, Shutdown
| KVM Console | proper ves \/

Activate Vetual Devices

ucs-Conx-drivers-windows. 3.0. 1a.150 Mapped to CD/OVD

Map Removable Disk

Map Floppy

Poore

Drwve 2 Unallocated Space

192,168.164.119 admn | 0.6fps  0.001KB/s M =1

£ Connected to IP: 192.168.164.119

System Time: 2017-01-07T17:10

18. Click Yes to confirm the unmapping of the ISO image and reopen the Virtual Media pull-down menu to remap the Windows OS

installation ISO image.

2 () - 3 Server -

Macros  Teols Virtudl [ e L)

4, Shutdown Server

| [X¥M Conzole | proper ses

Fie name: fen_windows_server_2012_r2_x64_dvd_27079%.is0

Flesof type:  Disk iso He (*.50)

192.168.164.115 | admin | 0.8 fps || 0.002K8/s M =

/4 Connected to IP: 192.168.164.119

System Time: 2017-01-07T17:11

19. Click Next to begin the installation while the appropriate boot drive is being selected.
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» ucs-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console{Launched By: admin) H=1 B3
Fle View Mxios  Tools VitusMeda Help

3. Shutdown Server ., Reset

| | KVM Consdle | proper tes

Narme

Drwve 2 Unaliccated Space

192.168,164.119 admin || 0.8 fps || 0,002KB/s M =15y
) Connected to IP: 192. 168.164.119 System Tive: 2017-01-07T17:11
20. Wait for the Windows Setup to complete.
» ucs-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) H[=] B3
Fle View Macios  Took  VitualMedia  Help
4 Shutdown Server ., Reset
| | KVM Console | properves

o Windowa Setup

192.168.164,119 | admn || 1.0fps | 7.814KBjs NUM =]EN

) Connected to IP: 192.168.164.119 System Time: 2017-01-07T17:12

21. Unmap the Windows OS installation ISO image after the installation is complete.
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» ucs-6332-16up / root / CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin) | 1O %]
Fle Vien Macros Tools VitualMedia Help

4, Shutdown Create Image
| [ KVM Consdle | proper ves v
en_windows_server_2012_r2_xb4_dvd_2707946.150 Mapped to CO/DVD

| Map Removable Disk ...

Map Floppy .

192.168.164,119 | admin [0.8fps |0.076KBs NUM ==

5 Connected to IP: 192.168.164.119 System Time: 2017-01-07717:53

22. Provide an administrator password and click Finish.

23. Use the static macro for Ctrl-Alt-Del to log in to the system.

- uCs-6332-16up / root | S3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) [ 1O %]
Fle View Macros Tools VirtualMeda Hep

XVM Console Static Macros » Curk-AR-Del
User Defined Macros » AR-Enter

Manage... Ar-Esc
Press Ctri + Alt+ Del AFs

Ax-Hyphen
Ax-LShilt-Rhift-Esc
Ar-PrtSom
Ar-Space
Ax-SysRq
Ax-Tab
Curl-Alt-Backspace
Cut-AR-F's
ClrkEnter
CirtEse

Windows Start

192,168.164.116 admn | 0.6fps  0.001KB/s NUM =1y

(4 Connected to IP: 192.168.164.116 System Time: 2017-01-24T11:54

24. Reopen the Virtual Media pull-down menu and go through the steps to remap the Cisco UCS drivers for Windows ISO image.
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Fle View Maros Tools Virtual T el
% Shutdown Server

| KVM Conadle | properes

¥ ot S Lookin: g Downlosds - °
5 AllServers
- _processed
N Rleand St < Y | en_windows_server_2012_r2_x64_dvd_2707946.50
o ws<3260-huu-2.0. 13 .is0
A
"Lw Fename:  [ucscoucdrivers-wndows. 3.0.1a.i50
0| Flesoftype: Dk iso file (*.iso)
BPA res Pertormance
BPA resuts
H & 2
I e | e i DL v
192,168, 164.115 | admin | 0.6 fps || 0,001 KB/s N 1=y
£ Connected to IP: 192,168, 164,119 | |system Time: 2017-01-07717:55

25. Open Device Manager and find the unidentified Ethernet controller device under Other Devices. Right-click and choose

Update Driver Software.
» ucs-6332-16up / root | CommVault-3260-01 (Chassis - 3 Server - 1) - KVM Console(Launched By: admin)
Fle View Mxros Tools VitualMeda Hep
L Shutdown Server ., Reset

=] E3

Updste Oref Sehmere.
Drsable

Uninstal

Scan for hardwave changes

Launches the Updat ard for the selected devce.

~ b

192.168.164.115 | admin || 0.8 fps || 0.002KB/s N =15y
| |system Time: 2017-01-07718:00

£ Connected to IP: 192.168.164.119

26. Select “Browse my computer for driver software” in the pop-up window that appears.
27. Click Browse in the Update Driver Software - Ethernet Controller window and drill down from the mapped CD drive to >

Network > Cisco > VIC > W2K12R2 > x64 and click OK.
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- Ucs-6332-16up / root [ S3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) M= 3
Fle View Macros Tools VitualMeda Hep

%, Shutdown Server .U, Reset

Compter Mansgeeent -

Actiomn
Device Manager
F
]
0 L > mE] TG
192.168.164.116 || admin | 0.6 fps || 0.001KB/s NUM = 1=
(3 Connected to IP: 192,168, 164,116 System Time: 2017-01-24T12:38

28. Click Next to update the driver.

- UCS-6332-16up / root | S3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) =13
Fle View Macros Tools VitualMeda Hebp

4 Shutdown Server .J, Reset

KVM Console | propertes
"

2 Compter Management -8
P
. At
Device Manager
; n
A ,
2 1
[ T A
192.168.164.116 || admin | 0.3 fps || 0.453KB/s NUM ==Y
(3 Connected to IP: 192,168, 164,116 System Time: 2017-01-24T12:39

29. Update the Fibre Channel drivers if SAN connectivity is needed for the MediaAgent server.

30. Click Close. With Device Manager still open, scroll down within Other Devices and find an entry for the first Fibre Channel
controller. Right-click and choose Update Driver Software.
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- ucs-6332-16up / root [/ 53260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) =13
Fle View Macos Tools VitudMeda Hep

%, Shutdown Server .U, Reset

K¥M Console | propertes
.

NS Y | I
152.168.164.116 | admin | 0.4fps| 0.001KBjs N =1y
(5 Connected to IP: 192,168.164.116 System Time: 2017-01-24T12:42

31. Repeating this process for the Ethernet controller. select “Browse my computer for driver software.”

32. Select Browse and drill down from the mapped CD drive to > Storage > Cisco > VIC > W2K12R2 > x64 and click OK.

View Macros  Tools Vwtual Meda Help

%, Shutdown Server _, Reset

K¥M Console | propertes
"

- aix
2 Computer Maragement =]1o| X
NS T LELT
:l,- - ageTart ook o b [ Actions
i a : Device Manager -

T L e oo
¢ = = | prSTETSTET—
4 Cae s
-
* tatr ‘, oy | e i
22 =
a L~ mEY ST

192.158.164.116 admin | 0.6 fps| 0.001KBjs NUM 1=y

(4§ Connected to IP: 192. 168, 164.116 System Time: 2017-01-24T12:44

33. Click Next to update the driver.
34. Click Close.
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- ucs-6332-16up / root [ $3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) M=l E3
Fle View Macos Tools VitualMeda Hep

%, Shutdown Server ., Reset

K¥M Console | propertes

St M amscncs.
Computer Masagemert =la] x |

e

Dewice Manager -

L]
" _
-
ana

a5 > e EY S e
192.168.164.116 || admin || 0.6 fps| 0.001KB/s N 25
{3 Connected to IP: 192.168.154,116 System Time: 2017-01-24712:47

35. Repeat these steps for the second Fibre Channel controller.

= ucs-6332-16up / root [ 53260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin) M=l E3
Fle Vew Macos Tools WituadMeda Hep

%, Shutdown Server .U, Reset

K¥M Console | properties

Sdamsans lalgl x
s Computer Masagemert =la| x |

- T u woEan

¥ cor o ecions
. Dewice Manager -
=
" -
-
TN
o PAD Contte fe WL -~
D
G Mirwaeh seage s
w57 e EY TS
192.168.164.116 || admin | 0.8 fps || 0.002KB/s NM S8
{3 Connected to IP: 192.163.154,116 System Time: 2017-01-24T12:50

36. Click Close.

37. Open Windows File Explorer and drill down from the mapped CD drive to Chipset > Intel > [C3260] > W2K12R2 and open the
SetupChipset application.
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 ucs-6332-16up / root / 53260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin)
File View Macros Tools Virtual Media Help

%, Shutdown Server <, Reset

KVM Console | propertes

Computer Management =18] x|
i - a |
| — wacizr LJ_-O :
pSe ntel A » =
’
8 g “
=
1=
I} < CTCaE Sterpon Mingort
TRl Tomo
192.168.164.116 || admn | 0.6 fps||0.001KB/s NUM 1=y

i
If
1 | {4 Connected to IP: 192.168.164.116

| |System Time: 2017-01-24T12:52

38. Click Next at the Welcome window, click accept to get past the End-User License Agreement (EULA), and click Install.

~ ucs-6332-16up / root / $3260-MediaAgent-01 (Chassis - 2 Server - 1) - KVM Console(Launched By: admin)
File View Macros Tools VirtualMedia Help

4, Shutdown Server ., Reset

! [ KVM Console | properties
o

Computer Management

W2K12R2

G Cisco VIC-TCaE Sterpot Minpert

aL > mETEd

o

152.168.164.116 || admin || 0.6 fps|[0.001KB/s NUM =1y

| {4 Connected to IP: 192.168.154.116

[ [system Time: 2017-01-24712:55

39. When you are finished, click Restart Later.

40. Configure the network interface with an IP address and enable Remote Desktop.

41. Complete the OS updates and join the OS to an appropriate domain.

42. Disconnect the vMedia as the system reboots.
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Commvault MediaAgent installation and configuration

To deploy the MediaAgent software on the Cisco servers, use the following steps for remote deployment of the software:

1. From the CommCell Console ribbon, on the Tools tab, click Add/Remove Software. Then choose Install Software from the
drop-down menu.

& | § a
Y - o
Add/Remove New Use

Softvare « Client + Prefere

l‘i/)llnstall Service Pack and Hotfixes|

6 Install Software

Upgrade Softvare

Uninstall Software

Dovnload Software

Copy Software

Software Cache Configuration

e @ €@ 2G

2. The Install Wizard will appear. Click Next.

® Installer X

Install Wizard

This wizard guides you through the steps

quired to install on

Click Next to continue.

<Back @ save As saipt Finish Cancel Help

3. Onthe “Select the computer’s operating system” page, select the OS and click Next.
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® Installer X

Select the 's operating syst

(® Windows

(O Unix and Linux

<Back | [ Next> | | Advanced [B save As Saript Finish

4. On the “Select how to discover the computers for installing the software” page, click Next.

® Installer X

Select how to discover the computers for installing the software
(® Manually select computers
Software will be installed only on the selected list of computers.

(O Automatically discover computers
Software will be installed on all discovered computers.

[ <Back | [[Next> | | Advanced | | B Sove Assaipt Finsh

5. On the “Enter the host names of the computers” page, enter the host names or IP addresses of any Cisco servers that will
host the MediaAgent role. Then click Next.
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® Installer X

Enter the host names of the computers

Please enter the host names of the computers, one per line

<Please Type Here> l Import from File ]

| Import From Active Directory |

| Select from existing cients |

| <Back | [Next> | | Advanced | | [ Save assapt Finish

6. On the Enter Account Information page, enter credentials for a user with local administrator or root privileges on the server and
click Next.

® Installer X

Enter Account Information

The specified account should have administrative access to the computer. If you are installing multiple dlients, the user should have access to all dients.

Reuse Active Directory credentials

User Name: |domain\administrator |
Example: domain\username
Password: ‘...ooo.. ‘

Confirm Password: [........ ‘

Skip this page if the you for ii ion are existing clients in the CommCell.

o | [ ] et | | Bt | |

7. On the Select Package(s) to Install page, select the MediaAgent package and click Next.
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® Installer

Select Package(s) to Install

Server
a
--[] Search Engine
[ Index Store
-] Index Gateway
-] Commcell Console
[J web Console
--[] ContentStore Mail Server
-] Compliance Search
[ Content Analyzer
Microsoft Windows
--[] File System Core
[ File System
~-[] Continuous Data Replicator
-] Driver for File Archiver
[ File Share Archiver Client
- - VSS Provider
--[[] VSS Hardware Provider
_, Virtualization
[ virtual Server
Database
[ ps2
-[] Oracle
[ sQL server
[J SAP for Oracle
[ SAP for MaxDB
[ sybase
[ MysqQL

| <Back | [ Next> | | Advanced | | [ Saveasscpt

Bl (= | [ ]

8. On the “Enter Recommended Settings for the selected Software” page, select the appropriate client group and storage policy

if applicable. Then click Next.

® Installer X
Enter Recommended Settings for the selected Software
Recommended Settings
Client Groups
Available: Selected:
Q- Q-
72161465
172.24.21.171
172.24.24.153
Add All >>
<< Remove All
Storage Policy To Use ‘ D
| <Back | [ Next> 1 | Advanced | | [ Saveassapt Finish

9. On the Enter Additional Install Options page, click Next.
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@ Installer X

Enter Additional Install Options

Installer Flags

[[] Disable Windows Firewall
[[] Reboot (if required)
[ Kill Browser Processes (if required)

[[J Restart Orade/DB2 services (if applicable. Orade/DB2 Instance needs to be restarted to load Commvault Media Library for Data protection.)

[[] Install Agents For Restore Only
[ 1gnore Client/Host Name Confiict
[[] Install new Instance (if required)

[] Install 32-bit instead of default 64-bit packages(Windows X64 only)- This will protect 32bit applications only

| <Back | [Next> | | Advanced | | [ Save Asscrpt Finish

10. On the Optional Settings page, select the “Index cache to this folder” checkbox and enter I:\indexcache (or the appropriate
drive letter or mount point) in the index cache path field. Then click Next.

® Installer X

Optional Settings

[] Job results to this folder | |

[] Index cache to this folder lI:\IndexCad\e ]

[ Install to this folder l ]

[JcvoPort [ sa00]q

[[] CommServe Override l ]

Note: Client connects back to the CommServe with this alternate host name.
For dlient connecting to the CommServe through NAT/Gateway, enter the Gateway hostname.

s | [on ] [ e | | Bcisn | |

11. On the Network Route Configuration page, click Next (if no configuration is required).
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® Installer X

Network Route Configuration

[[] There is Firewall between Client machine and CommServe

Client machines can open connection to CommServe on tunnel port
CommServe can open connection towards dient machines

CommServe is reachable only through proxy

Please specify the port number, on which we should open tunnel connections toward the CommServe. This is same as ‘Tunnel
HTTP/HTTPS port’ configurable in 'Incoming Ports' tab of the CommServe Network Properties adjusted for a possible
port-mapping Gateway in front of it.

CommServe HTTP/HTTPS tunnel port number ‘ 0 H

Proxy dient name l ) ‘

These fields are required when installing software packages for the first time

l < Back ] E Next> 1 l Advanced l [B save As Script Finish

12. On the Please Select When To Run The Job page, click Next.

® Installer X

Please Select When To Run The Job
Job Initiation
(® Immediate
Run this job now
(O Schedule

Configure Schedule Pattern Configure

| <Bak | [Next> ] | Advanced | | [ save Asscipt Finish

13. On the Summary page, click Finish. An install software job will be initiated. Monitor this job in the job controller window.
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@ Installer

Summary
Please verify all the selected options and dlick Finish to run the job immediately or click Save As Script to save the job options as a script.

Select Type Of Installation: Windows
Select Type Of Client Discovery: Manually select computers
Reuse Active Directory credentials: No

User Name: domain'administrator
Password: ****

Remote Client: No

Request Type: PRE DECLARE CLIENT
User: COMMVAULT-NTbclarke
Operation Type: Install Client
CommServe Host Name: islvmcsll

Install 32-bit instead of default 64-bit packages(Linux_x86_64 and Windows X64 only): No
Install new Instance (if required): No

Disable Windows Firewall: No

Reboot (if required): No

Kill Browser Processes (if required) : Yes

>

[<oack ] DS [Mdeneed | [[Psmesesce | [FE] [omd ] o]

NI
CIsCoO

After the MediaAgent software is installed, you need to create the storage pool. This process will configure the disk library and create
a storage policy so that clients can back up their data. More than one storage pool may be required depending on the design. For
the drive dedicated for the disk library, format the drive with an OS block size of 64 KB.
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1. Log on to AdminConsole.

AdminConsole

Stay Logged In

Forgot password?

2. Inthe left pane, expand Storage, select Storage pools, and select Disk/Cloud.
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Admin Console

Storage pools

No storage pools configured

Dashboard

Solutions

CommCell

=

-

Disk/Cloud Tape Scale-out

Plans
Replication

Reports

3. Give the storage pool a name and select MediaAgent and the path for the disk library. Then click Next.

Admin Console

Create storage pool

Getting started
Dashboard N
General Deduplication

CommCell

General

Name StoragePool

Configure storage

@ New storage O Use existing storage

Reports
MediaAgent mediaagent
Storage

® Localpath O Network path

Storage pools

Path L:\DiskLibrary Browse
torage Targets
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4. Select the same MediaAgent again and select the path for the DDB. Click Add Partition and then click Finish.

Admin Console

Create storage pool

General 4 Dedupli
Deduplication information

e

=

A ¢ Partition settings
E MediaAgent mediaagent

E Partition path Browse Add partition
‘At
e Partition list

e

= mediaagent and G:\DDB x

&

Hil

5. The disk library is now ready for use.
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For more information
For additional information, see the following:
e Cisco UCS S3260 Storage Server:
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-s-series-storage-servers/index.html
e Cisco UCS 6000 Series Fabric Interconnects:
http://www.cisco.com/c/en/us/products/servers-unified-computing/fabric-interconnects.html
e Cisco UCS Manager:
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-manager/index.html
e Achieve Optimal Network Throughput on the Cisco UCS S3260 Storage Server (Cisco white paper):
http://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-s-series-storage-
servers/Whitepaper ¢11-738722.html
o Commvault:
https://www.commvault.com/solutions/by-function/data-protection-backup-and-recovery
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