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Module Agenda

• MAC Layer Multicast Addresses
• IGMPv2
• IGMPv3
• L2 Multicast Frame Switching

– IGMP Snooping
– CGMP
– PIM Snooping



3Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

333© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

MAC Layer Multicast Addresses
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32 Bits

28 Bits

25 Bits 23 Bits

48 Bits

01-00-5e-7f-00-0101-00-5e-7f-00-01

1110

5 Bits
Lost

Layer 2 Multicast Addressing

IP Multicast MAC Address Mapping
(FDDI and Ethernet)

239.255.0.1239.255.0.1

• Ethernet & FDDI Multicast Addresses
– The low order bit (0x01) in the first octet indicates that this packet is a Layer 2 

multicast packet.  Furthermore, the “0x01005e” prefix has been reserved for use in 
mapping L3 IP multicast addresses into L2 MAC addresses.

– When mapping L3 to L2 addresses, the low order 23 bits of the L3 IP multicast 
address are mapped into the low order 23 bits of the IEEE MAC address. Notice that 
this results in 5 bits of information being lost.

• A bit of History
– It turns out that this loss of 5 bits worth of information was not originally intended.  

When Dr. Steve Deering was doing his seminal research on IP Multicast, he 
approached his advisor with the need for 16 OUI’s to map all 28 bits worth of Layer 3 
IP Multicast address into unique Layer 2 MAC addresses.

• Note: An OUI (Organizationally Unique Identifier) is the high 24 bits of a MAC 
address that is assigned to “an organization” by the IEEE.  A single OUI therefore 
provides 24 bits worth of unique MAC addresses to the organization.

– Unfortunately, at that time the IEEE charged $1000 for each OUI assigned which 
meant that Dr. Deering was requesting that his advisor spend $16,000 so he could 
continue his research.  Due to budget constraints, the advisor agreed to purchase a 
single OUI for Dr. Deering.  However, the advisor also chose to reserve half of the 
MAC addresses in this OUI for other graduate research projects and granted Dr. 
Deering the other half.

– This resulted in Dr. Deering having only 23 bits worth of MAC address space with 
which to map 28 bits of IP Multicast addresses.  (It’s too bad that it wasn’t known back 
then how popular IP Multicast would become.  If they had, Dr. Deering might have 
been able to “pass the hat” around to interested parties and collected enough money 
to purchase all 16 OUI’s.  :-)  )
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224.1.1.1
224.129.1.1
225.1.1.1
225.129.1.1

.

.

.
238.1.1.1
238.129.1.1
239.1.1.1
239.129.1.1

0x0100.5E01.0101

1 - Multicast MAC Address
(FDDI and Ethernet)

32 - IP Multicast Addresses

Layer 2 Multicast Addressing

Be Aware of the 32:1 Address OverlapBe Aware of the 32:1 Address Overlap

IP Multicast MAC Address Mapping
(FDDI & Ethernet)

• L2/L3 Multicast Address Overlap
– Since there are 28 bits of unique address space for an IP multicast address (32 minus 

the first 4 bits containing the 1110 Class D prefix) and there are only 23 bits plugged 
into the IEEE MAC address - there are 5 bits of overlap or 28-23 = 5.  2**5 = 32 
therefore there is a 32:1 overlap of L3 addresses to L2 addresses - so beware several 
L3 addresses can map to the same L2 multicast address!

– For example, all of the following IP multicast addresses map to the same L2 multicast 
of  01-00-5e-0a-00-01:

• 224.10.0.1, 225.10.0.1, 226.10.0.1, 227.10.0.1
• 228.10.0.1, 229.10.0.1, 230.10.0.1, 231.10.0.1
• 232.10.0.1, 233.10.0.1, 234.10.0.1, 235.10.0.1
• 236.10.0.1, 237.10.0.1, 238.10.0.1, 239.10.0.1
• 224.138.0.1, 225.138.0.1, 226.138.0.1, 227.138.0.1
• 228.138.0.1, 229.138.0.1, 230.138.0.1, 231.138.0.1
• 232.138.0.1, 233.138.0.1, 234.138.0.1, 235.138.0.1
• 236.138.0.1, 237.138.0.1, 238.138.0.1, 239.138.0.1
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Layer 2 Multicast Addressing

A Layer 3 IPmc Address Maps to a single Token Ring 
Functional Address or the all ones’ Broadcast address:

Results in high levels of unwantedResults in high levels of unwanted
interrupts for noninterrupts for non--interested Hostsinterested Hosts

c0c0--0000--0000--0404--0000--0000

224.x.x.x224.x.x.x

ffff--ffff--ffff--ffff--ffff--ffff

224.x.x.x224.x.x.x

(Shown in Token Ring, non-canonical format)

IP Multicast MAC Address Mapping
(Token Ring)

• Token Ring MAC Addresses
– Because the bit order of bytes transmitted on Token-Ring are reversed, it is typical to 

see Token Ring MAC addresses written in their non-canonical form.  For example, 
when transposed to canonical (Ethernet) form, the “0xc000.0004.0000” MAC address 
in the above slide would be “0x0300.0020.0000”.

• Token Ring Functional Addresses
– Token Ring Functional Addresses use a format of “0xc000.0004.xxxx” where the last 2 

octets typically has at most, a single bit set. Many of the Functional Addresses are 
reserved for well-known Token-Ring MAC layer functions such as “Ring Error Monitor” 
and others. A bit in the 3rd Octet is used to signal that this is a Functional Address.  In 
fact, the “0x5e” (canonical form) in the 3rd Octet of a normal Ethernet multicast 
address has a bit pattern that would confuse Token Ring end stations into thinking that 
the address was a Functional Address.  

Therefore, IP multicast address to L2 multicast address mapping cannot occur in 
Token Ring as it does in Ethernet.

• Impact on Token-Ring End Stations
– Mapping all multicast addresses into a single L2 address forces the the main CPU in 

end systems to perform filtering of wanted vs. unwanted multicast packets instead of 
being handled in hardware by the Token Ring NIC card. This creates significant 
performance issues on Token-Ring end systems when multicasting traffic is present 
on the ring.

– This is a very good reason, among many others, for users considering the Ethernet 
versus Token Ring debate to strongly consider Ethernet if MultiMedia Applications and 
IPmc is being deployed or planned.
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224.0.1.0
224.0.1.1
224.0.1.2
224.0.1.3

.

.

.
239.239.255.252
239.255.255.253
239.255.255.254
239.255.255.255

0xFFFF.FFFF.FFFF

1 - Multicast MAC Address
(Token Ring)

ALL 268,435,200 - IP Multicast Addresses

Layer 2 Multicast Addressing

RUN AWAY ! ! !RUN AWAY ! ! !

Be Aware of the 268,435,200:1 Address OverlapBe Aware of the 268,435,200:1 Address Overlap

IP Multicast MAC Address Mapping
(Token Ring)

• L2/L3 Multicast Address Overlap
– Unfortunately, all 28 significant bits of an IP multicast address (32 minus the first 4 

bits) map into a single Token Ring MAC address. This has the disasterous result of a  
2**28 = 268,435,200 ambiguity! 

– Because al L3 addresses map into the same L2 multicast address, constraint of 
multicast traffic at L2 is impossible on Token Ring networks.

– A migration from Token-Ring to Ethernet should be considered by network 
administrators contemplating any extensive use of IP multicast. 
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IGMPv2
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IGMP

• How hosts tell routers about group membership
• Routers solicit group membership from directly 

connected hosts
• RFC 1112 specifies first version of IGMP
• RFC 2236 specifies current version of IGMP
• IGMP v3 enhancements
• Supported on UNIX systems, PCs, and MACs

• IGMP
– The primary purpose of IGMP is to permit hosts to communicate their desire to receive 

multicast traffic to the IP Multicast router(s) on the local network.  This, in turn, permits 
the IP Multicast router(s) to “Join” the specified multicast group and to begin 
forwarding the multicast traffic onto the network segment.

– The initial specification for IGMP (v1) was documented in RFC 1112, “Host Extensions 
for IP Multicasting”.  Since that time, many problems and limitations with IGMPv1 have 
been discovered.  This has lead to the development of the IGMPv2 specification which 
was ratified in November, 1997 as RFC 2236. 

– Even before IGMPv2 had been ratified, work on the next generation of the IGMP 
protocol, IGMPv3, had already begun.  However, the IGMPv3 specification is still in 
the working stage and has only been implemented by a few vendors.
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IGMPv2

• RFC 2236
– Membership Queries

• Queries sent to 224.0.0.1 with ttl = 1
• One router on LAN is elected to send queries
• Query interval 60–120 seconds

– Membership Reports
• IGMP report sent by one host suppresses sending 
by others

• Restrict to one report per group per LAN
• Unsolicited reports sent by host, when it first joins 
the group

• IGMP Membership Queries
– IGMPv1 Membership Queries are sent by the router to the “All-Hosts” (224.0.0.1) 

multicast address to solicit what multicast groups have active receivers on the local 
network.

• IGMP Membership Reports
– IGMPv1 Membership Reports are sent by hosts wishing to receive traffic for a specific 

multicast group. Membership Reports are sent (with a TTL of 1) to the multicast 
address of the group for which the hosts wishes to receive traffic.  Hosts either send 
reports asynchronously (when the wish to first join a group) or in response to 
Membership Queries.  In the latter case, the response is used to maintain the group in 
an active state so that traffic for the group continues to be forwarded to the network 
segment.

• Report Suppression
– Report suppression is used among group members so that all members do not have 

to respond to a query.  This saves CPU and bandwidth on all systems.
– The rule in multicast membership is that as long as one member is present, the group 

must be forwarded onto that segment. Therefore, only one member present is 
required to keep interest in a given group so report suppression is efficient.

• TTL
– Since Membership Query and Report packets only have local significance, the TTL of 

these packets are always set to 1. This is also so they will not be accidentally 
forwarded off of the local subnet and cause confusion on other subnets.
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IGMPv2

• RFC 2236
– Group-specific query

• Router sends Group-specific queries to make sure 
there are no members present before stopping to 
forward data for the group for that subnet

– Leave Group message
• Host sends leave message if it leaves the group 
and is the last member (reduces leave latency in 
comparison to v1)

• IGMPv2
– As a result of some of the limitations discovered in IGMPv1, work was begun on 

IGMPv2 in an attempt to remove these limitations.  Most of the changes between 
IGMPv1 and IGMPv2 are primarily to address the issues of Leave and Join latencies 
as well as address ambiguities in the original protocol specification. (IGMPv2 is almost 
to standard status.)

– The following sections define some of the more significant changes.

• Group Specific Queries
– A Group Specific query was added in v2 to allow the router to only query membership 

in a single group instead of all groups.  This is an optimized way to quickly find out if 
any members are left in a group without asking all groups for a report. 

– The difference between the Group Specific query and the General Query is that a 
General Query is multicast to the “All-Hosts” (224.0.0.1) address while a Group 
Specific query for Group “G”, is multicast to the Group “G” multicast address.

• Leave Group message
– A Leave Group message was also added in IGMPv2.  This allows end systems to tell 

the router they are leaving the group which reduces the leave latency for the group on 
the segment when the member leaving is the last member of the group. 

– The standard is loosely written on when leave group messages should and must be 
sent.  This is an important consideration when discussing CGMP. 
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IGMPv2 — (cont.)

– Querier election mechanism
• On multi-access networks, an IGMP Querier router 
is elected based on lowest IP address.  Only the 
Querier router sends Queries.

– Query-Interval Response Time
• General Queries specify “Max. Response Time” 
which inform hosts of the maximum time within 
which a host must respond to General Query. 
(Improves burstiness of the responses.)

– Backward compatible with IGMPv1

• Querier Election
– IGMP itself now has a Querier election mechanism unlike v1.  The lowest unicast IP 

address of the IGMP-speaking routers will be elected as the Querier.  All IGMP 
speaker come up thinking they will be the querier but must immediately relinquish that 
role if a lower IP address query is heard on the same segment.

• Query-Interval Response Time
– The Query-Interval Response time has also been added to control the burstiness of 

reports.  This value is indicated in queries to convey to the membership how much 
time they have to respond to a query with a report.
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H2

IGMPv2—Joining a Group

• Joining member sends report to 224.1.1.1 
immediately upon joining (same as IGMPv1)

H2224.1.1.1

Report

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

• Asynchronous Joins
– Members joining a group do not have to waited for a query to join; they send in an 

unsolicited report indicating their interest.  This reduces join latency for the end system 
joining if no other members are present.
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rtr-a>show ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter
224.1.1.1        Ethernet0      6d17h     00:02:31  1.1.1.11

IGMPv2—Joining a Group

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a
IGMP State in “rtr-a”

H2

• IGMP State in “rtr-a”
– Group 224.1.1.1 is active on Ethernet 0 and 

• Has been active on this interface for 6 days and 17 hours.
• It expires (and will be deleted) in 2 minutes and 31 seconds if an IGMP Host 

Membership report for this group is not heard in that time.
• The last Host to report membership was 1.1.1.11 (H2).
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IGMPv2—Querier Election

IGMPv2

1.1.1.11.1.1.2

H1 H2 H3

1.1.1.10 1.1.1.11 1.1.1.12

• Initially all routers send out a Query

Query Query

• Router w/lowest IP address “elected” querier

IGMP
Querier

• Other routers become “Non-Queriers”

IGMP
Non-Querier

rtr-artr-b

• Querier Election
– In IGMPv1 there was no formal IGMP querying router election process in within 

IGMPv1 itself - it was left up to the multicast routing protocol and different protocols 
used different mechanisms. This would often result in multiple queriers on a single 
multiaccess network. With the definition of IGMPv2 a formal querying router election 
process was specified within the IGMPv2 protocol itself.  

– In IGMPv2 each router on a multiaccess network will initially assume it is the querier 
and begin sending queries.  Each router will see the queries from the other IGMPv2 
routers and will examine the IP address of these queries.  All IGMPv2 routers will then 
defer to the router with the lowest IP address.  

– In other words, the IGMPv2 router with the lowest IP address will become the querying 
router.

– Finally, if the currently elected Query Router fails to issue a query within a specified 
time limit, a timer in the other IGMPv2 routers will “time-out” and cause them to re-
initiate the Query Election process.

• Group Specific Queries
– IGMPv2 also added the concept of Group Specific Queries.  This is accomplished by 

sending the IGMPv2 Membership Query to the Group’s multicast address as opposed 
to sending to the “All Hosts” (224.0.0.1) multicast address as is done for IGMPv2 
General Queries.

• Query Interval
– Membership queries are sent every 60 seconds (default).
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IGMPv2—Querier Election

Determining which router is the IGMP Querier
rtr-a>show ip igmp interface e0
Ethernet0 is up, line protocol is up
Internet address is 1.1.1.1, subnet mask is 255.255.255.0
IGMP is enabled on interface
Current IGMP version is 2
CGMP is disabled on interface
IGMP query interval is 60 seconds
IGMP querier timeout is 120 seconds
IGMP max query response time is 10 seconds
Inbound IGMP access group is not set
Multicast routing is enabled on interface
Multicast TTL threshold is 0
Multicast designated router (DR) is 1.1.1.1 (this system)
IGMP querying router is 1.1.1.1 (this system)
Multicast groups joined: 224.0.1.40 224.2.127.254

rtr-a>show ip igmp interface e0
Ethernet0 is up, line protocol is up
Internet address is 1.1.1.1, subnet mask is 255.255.255.0
IGMP is enabled on interface
Current IGMP version is 2
CGMP is disabled on interface
IGMP query interval is 60 seconds
IGMP querier timeout is 120 seconds
IGMP max query response time is 10 seconds
Inbound IGMP access group is not set
Multicast routing is enabled on interface
Multicast TTL threshold is 0
Multicast designated router (DR) is 1.1.1.1 (this system)
IGMP querying router is 1.1.1.1 (this system)
Multicast groups joined: 224.0.1.40 224.2.127.254

• Verifying the IGMPv2 Querier
– Use the “show ip igmp interface” command to determine which router is the IGMPv2 

Querier on the multiaccess network.
– Note that the “Designated Router” is a different function and is listed separately in the 

display above. 
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IGMPv2—Maintaining a Group

Query1.1.1.1

1.1.1.10 1.1.1.11 1.1.1.12

• One member per group per subnet reports

224.1.1.1

Report

• Other members suppress reports

224.1.1.1

Suppressed
X

224.1.1.1

Suppressed
X

H1 H2 H3

• Router sends periodic queries

• Query-Response Process
– The router multicasts periodic IGMPv1 Membership Queries to the “All-Hosts” 

(224.0.0.1) group address.
– Only one member per group responds with a report to a query. This is to save 

bandwidth on the subnet network and processing by the hosts.  This is process is 
called “Response Suppression”. (See section below.)

• Response Suppression Mechanism
– The “Report Suppression” mechanism is accomplished as follows: 

• When a host receives the Query, it starts a count-down timer for each multicast 
group of which it is a member.  The count-down timers are each initialized to a 
random count within a given time range.  (In IGMPv1 this was a fixed range of 10 
seconds.  Therefore the count-down timers were randomly set to some value 
between 0 and 10 seconds.) 

• When a count-down timer reaches zero, the host sends a Membership Report for 
the group associated with the count-down timer to notify the router that the group 
is still active. 

• However, if a host receives a Membership Report before its associated count-
down timer reaches zero, it cancels the count-down timer associated with the 
multicast group, thereby suppressing its own report.

• In the example shown in the slide, H2’s time expired first so it responded with its 
Membership Report. H1 and H3 cancelled their timers associated with the group; 
thereby suppressing their reports.
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IGMPv2—Leaving a Group

rtr-a>sh ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter
224.1.1.1        Ethernet0      6d17h     00:02:31  1.1.1.11

1.1.1.1

H1 H2 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

IGMP State in “rtr-a” before Leave

• IGMPv2 Leaves
– In the above example, notice that the router is aware that there one or more members 

of group 224.1.1.1 active on Ethernet0 and that Host 2 responded with a Group 
Membership Report for this group during the last General Query interval.  (Indicated 
by the IP address of Host 2 in the Last Reporter field.)



19Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

191919© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

IGMPv2—Leaving a Group

1.1.1.1

H1 H2 H3

1.1.1.10 1.1.1.11 1.1.1.12

H2

Leave to
224.0.0.2

224.1.1.1

#1#1

• Router sends Group specific query

Group Specific
Query to 224.1.1.1

#2#2

• A remaining member host sends report

Report to
224.1.1.1

224.1.1.1

#3#3

• Group remains active

rtr-a

• H2 leaves group; sends Leave message

• IGMPv2 Leaves
– In IGMPv1, hosts would leave passively - i.e.. they do not explicitly say they are 

leaving - they just stop reporting.  However, IGMPv2 has explicit “Leave Group” 
messages.

– When the IGMPv2 Query router receives a “Leave Message”, it responds by sending 
a “Group Specific Query” for the associated group to see if there are still other hosts 
wishing to receive traffic for the group.  This process helps to reduce overall “Leave 
Latency”.

– When CGMP is in use, the IGMPv2 “Leave Message” mechanism also helps the 
router to better manage the CGMP state in the switch.  This also improves the leave 
latency for the specific host at layer 2.

– (Note: Due to the wording of the current IGMPv2 draft specification, hosts 
may chose to NOT send Leave messages if they are not the last host to leave the 
group.  This can adversely affect CGMP performance.)

• Example :
– H2 and H3 are members of group 224.1.1.1
– #1 - H2 leaves
– #2 - Router sends group specific query to see if any other group members

are present.
– #3 - H3 hasn’t left yet so it responds with a Report message.
– Router keeps sending multicast for 224.1.1.1 since there is >= 1 member present
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IGMPv2—Leaving a Group

rtr-a>sh ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter
224.1.1.1        Ethernet0      6d17h     00:01:47  1.1.1.12

rtr-a>sh ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter
224.1.1.1        Ethernet0      6d17h     00:01:47  1.1.1.12

1.1.1.1

H1 H2 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

IGMP State in “rtr-a” after H2 Leaves

• IGMPv2 Leaves
– At this point, the group is still active.  However, the router shows that Host 3 is the last 

host to send an IGMP Group Membership Report.
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IGMPv2—Leaving a Group

• Last host leaves group; sends Leave message

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

H3

Leave to
224.0.0.2

224.1.1.1

#1#1

• Router sends Group specific query

Group Specific
Query to 224.1.1.1

#2#2

• No report is received
• Group times out

rtr-a

H2

• IGMPv2 Leaves
• Example (continued):

– H3 is the only remaining member of group 224.1.1.1
– #1 - H3 leaves
– #2 - Router sends group specific query to see if any other group members

are present.
– H3 was the last remaining member of the group so no IGMP Membership 

Report for group 224.1.1.1 is received and the group times out. (This typically takes 
from 1-3 seconds from the time that the Leave message is sent until the Group 
Specific Query times out and traffic stops flowing.)
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IGMPv2—Leaving a Group

rtr-a>show ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter

rtr-a>show ip igmp group
IGMP Connected Group Membership
Group Address    Interface      Uptime    Expires   Last Reporter

1.1.1.1

H1 H2 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

IGMP State in “rtr-a” after H3 Leaves

• IGMPv2 Leaves
– At this point, all hosts have left the 224.1.1.1 group on Ethernet0.  This is indicated by 

“rtr-a” above.in the output of the show ip igmp group command.
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IGMPv3



24Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

242424© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

IGMPv3

• RFC 3376
– Adds Include/Exclude Source Lists

• Enables hosts to listen only to a specified
subset of the hosts sending to the group

• Requires new ‘IPMulticastListen’ API
– New IGMPv3 stack required in the O/S.

• Apps must be rewritten to use IGMPv3 
Include/Exclude features

• Available in IOS 12.2, 12.1(3)T and 12.0(15)S.

• IGMPv3
– The IDMR is completing work on IGMPv3. 
– The key change in IGMPv3 is the addition of Group records each containing a list of 

sources to Include or Exclude. This permits a host to signal which set of hosts that 
they wish to receive group traffic.

– IGMPv3 requires that the ‘IPMulticastListen’ API be changed to accommodate the 
Include/Exclude filter list.  This means that the IGMP stack in the OS will have to be 
updated to support IGMPv3.

– In order to take advantage of the benefits of IGMPv3, applications must be 
(re)written to support the new API.
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IGMPv3

• RFC 3376
– New Membership Report address

• 224.0.0.22 (All-IGMPv3-Routers)
– All IGMPv3 Hosts send reports to this address

» Instead of the target group address as in IGMPv1/v2
– All IGMPv3 Routers listen to this address
– Hosts do not listen or respond to this address

• No Report Suppression
– All Hosts on wire respond to Queries
– Response Interval may be tuned over broad range

» Useful when large numbers of hosts reside on subnet

• IGMPv3
– IGMPv3 is assigned its own “All IGMPv3 Routers” link-local multicast group address, 

224.0.0.22.  
• IGMPv3 hosts no longer send their reports to the target multicast group address. 

Instead, they send their IGMPv3 Membership Reports to the “All IGMPv3 Routers” 
multicast address.

• Routers listen to the 224.0.0.22 address in order to receive and maintain IGMP 
membership state for every member on the subnet! This is a radical change over 
the behavior in IGMPv1/v2 where the routers only maintained group state on a 
subnet basis.

• Hosts do not listen to 224.0.0.22 and therefore do not hear other hosts’ IGMPv3 
membership reports.

– IGMPv3 drops the Report Suppression mechanism that was used in IGMPv1/v2.
• All IGMPv3 hosts on the wire respond to Queries by sending and IGMPv3 

membership reports containing their total IGMP state for all groups in the report.
• In order to prevent huge bursts of IGMPv3 Reports, the Response Interval may 

now be tuned over a much greater range than before. This permits the network 
engineer to adjust the burstiness of IGMPv3 Reports when there is a large 
number of hosts on the subnet.
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IGMPv3 — Query Packet Format
Type = 0x11

IGMP Query 
Max. Resp. Time

Max. time to send a response
if < 128, Time in 1/10 secs
if > 128, FP value (12.8 - 3174.4 secs)

Group Address:
Multicast Group Address
(0.0.0.0 for General Queries)

S Flag
Suppresses processing by routers

QRV (Querier Robustness Value)
Affects timers and # of retries

QQIC (Querier’s Query Interval)
Same format as Max. Resp. Time

Number of Sources (N)
(Non-zero for Group-and-Source Query)

Source Address
Address of Source     

7 15 31
Max. Resp. 

Code Checksum

Group Address

Type = 0x11

S QRV QQIC Number of Sources (N)

Source Address [1]

Source Address [2]

Source Address [N]

.

.

.

• Type
– The same IGMPv2 type code 0x11 is used as the IGMPv3 Membership Query Type 

code.

• Max. Response Time (1/10 seconds)
– This field has been reformatted to permit longer times to be expressed. If the value is 

< 128, the the time is absolute (.1- 12.8 seconds). If the value is > 128, it is interpreted 
as a floating-point number as follows:

+-+-+-+-+-+-+-+-+

|1| exp | mant | value = (mant|0x10)<<(exp+3)

+-+-+-+-+-+-+-+-+

• Group Address
– This field is identical to the IGMPv2 version of this field. It is set to 0.0.0.0 for General 

Queries.

• S Flag
– Indicates that the routers that receive this message should not process it.

• QRV (Querier Robustness Value)
– This value causes all hosts to adjust their Robustness Values which in turn affect 

various timers and retry counts.  Increasing this value provides more protocol 
robustness at the expense of latency.

• QQIC (Querier’ Query Interval)
– This field indicates the Query Interval in use by the Querying router. It’s format is the 

same as the Max. Response Time field.

• Number of Sources
– The number of Source Addresses in the Group-and-Source-Specific Query.
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IGMPv3 — Report Packet Format

# of Group Records (M)
Number of Group Records in Report

Group Records 1 - M
Group address plus list of zero or 
more sources to Include/Exclude
(See Group Record format)

7 15 31

Reserved ChecksumType = 0x22

Reserved # of Group Records (M)

Group Record [1]

Group Record [2]

Group Record [M]

.

.

.

7 15 31

Aux Data Len # of Sources (N)Record Type

Multicast Group Address

Source Address [1]
Source Address [2]

.

.

.
Source Address [N]

Auxilliary Data

Record Type
Include, Exclude, Chg-to-Include, 
Chg-to-Exclude, Add, Remove

# of Sources (N)
Number of Sources in Record

Source Address 1- N
Address of Source     

• # of Group Records
– Indicates the number of Group records that are contained in the Membership Report.  

IGMPv3 Membership Reports can contain IGMP state on a number of Groups and 
Sources within the group.  The source information specifies which Sources to 
“Include” or “Exclude”.

• Aux. Data Length (Group Records)
– Indicates the size of the Auxilliary Data area.

• Multicast Address (Group Records)
– The multicast group address of the joined Group.

• # of Sources (Group Records)
– Indicates the number of Sources in the list.
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IGMPv3 Example

Source = 1.1.1.1
Group = 224.1.1.1

H1 - Member of 224.1.1.1

R1

R3

R2

Source  = 2.2.2.2
Group = 224.1.1.1

• H1 wants to 
receive only S = 
1.1.1.1 and no 
other.

• With IGMP, 
specific sources 
can be joined. S = 
1.1.1.1 in this case

IGMPv3:
Join 224.1.1.1

Include: 1.1.1.1 

• IGMPv3 Example
– In this example, host “H1” wishes to join group 224.1.1.1 but only wishes to receive 

traffic from Source 1.1.1.1.  The IGMPv3 host can signal the designated router, “R3”, 
that it is only interested in multicast traffic from Source 1.1.1.1 for Group 224.1.1.1.  
Router “R3” could then potentially “prune” the unwanted source, 2.2.2.2,.
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H2

IGMPv3—Joining a Group

• Joining member sends IGMPv3 Report to 
224.0.0.22 immediately upon joining

H2

Group: 224.1.1.1
Exclude: <empty>

v3 Report
(224.0.0.22)

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

• Asynchronous Joins
– Members joining a group do not have to waited for a query to join; they send in an 

unsolicited IGMPv3 Membership Report indicating their interest. This reduces join 
latency for the end system joining if no other members are present.

• In the example above, Host 2 is joining multicast group 224.1.1.1 and is willing to 
receive any and all sources in this group.
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H2

IGMPv3—Joining specific Source(s)

H2

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

Group: 224.1.1.1
Include: 10.0.0.1

v3 Report
(224.0.0.22)

• Only “Included” source(s) are joined.

• IGMPv3 Report contains desired source(s) in 
the Include list.

• Joining only specific Source(s)
– Hosts may signal the router that it wishes to receive only a specific set of sources 

sending to the group.  This is done by using an “Include” list in the Group record of the 
Report.  When an Include list is in use, only the specific sources listed in the Include 
list are joined.

• In the example above, Host 2 is joining multicast group 224.1.1.1 and only wants 
to receive source 10.0.0.1 sending to the group.
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H2

IGMPv3—Excluding specific Source(s)

H2

1.1.1.1

H1 H3

1.1.1.10 1.1.1.11 1.1.1.12

rtr-a

Group: 224.1.1.1
Exclude: 7.7.7.7

v3 Report
(224.0.0.22)

• All sources except “Excluded” source(s) are 
joined.

• IGMPv3 Report contains undesired source(s) 
in the Exclude list.

• Joining only specific Source(s)
– Hosts may signal the router that it wishes to receive all sources sending to the group 

except a specific set of undesired sources.  This is done by using an “Exclude” list in 
the Group record of the Report.  When an Exclude list is in use, all sources in the 
group are joined except the sources listed in the Exclude list.

• In the example above, Host 2 is joining multicast group 224.1.1.1 and wish to 
receive multicast traffic from any source in the group except source 7.7.7.7.



32Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

323232© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

IGMPv3—Maintaining State

Query1.1.1.1

1.1.1.10 1.1.1.11 1.1.1.12

• All IGMPv3 members respond
– Reports contain multiple Group state records

H1 H2 H3

v3 Report
(224.0.0.22)

v3 Report
(224.0.0.22)

v3 Report
(224.0.0.22)

• Router sends periodic queries

• Query-Response Process
– The router multicasts periodic Membership Queries to the “All-Hosts” (224.0.0.1) 

group address.
– All hosts on the wire respond by sending back an IGMPv3 Membership Report that 

contains their complete IGMP Group state for the interface.  



33Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

333333© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

L2 Multicast Frame Switching
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Multicast M

PIM

Problem: Layer 2 Flooding of 
Multicast Frames

L2 Multicast Frame Switching

• Typical L2 switches treat multicast 
traffic as unknown or broadcast and 
must “flood” the frame to every port

• Static entries can sometimes be set 
to specify which ports should 
receive which group(s) of multicast 
traffic

• Dynamic configuration of these 
entries would cut down on user 
administration

• L2 Multicast Switching
– For most L2 Switches, Multicast traffic is normally treated like an unknown MAC 

address or Broadcast frame which causes the frame to be flooded out every port 
within a VLAN at rates of over 1 Mbps. This is fine for unknowns and broadcasts but 
as we have seen earlier, IP Multicast hosts may join and be interested in only specific 
multicast groups.  Again, on most L2 Switches, all this traffic is forwarded out all ports 
resulting in wasted bandwidth on both the segments and on the end stations.

One way around this on Catalyst Switches is using the Command Line Interface to 
program the switch manually to associate a multicast MAC address with say ports 
5,6,7 so only ports 5,6,and 7 receive the multicast traffic destined for the multicast 
group. This works fine but again we know IP Multicast hosts dynamically join and 
leave groups using IGMP to signal to the Multicast Router. This static way of entering 
the multicast information is not very scaleable.  Dynamic configuration of the Switches’ 
forwarding tables would be a better idea, and cut down on user administration. 
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IGMP Snooping
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IGMP

Solution 1: IGMP Snooping

IGMP

L2 Multicast Frame Switching

• Switches become “IGMP” aware
• IGMP packets intercepted by the NMP or by special 

hardware ASICs
• Switch must examine contents of IGMP messages to 

determine which ports want what traffic
– IGMP membership reports
– IGMP leave messages

• Impact on switch:
– Must process ALL Layer 2 multicast packets
– Admin. load increases with multicast traffic load
– Requires special hardware to maintain throughput

PIM

• Solution 1: IGMP Snooping
– As its name implies, switch become IGMP “aware” and listen in on the IGMP 

conversations between hosts and routers.
– This requires the processor in the switch to identify and intercept a copy of all IGMP 

packets flowing between router and hosts and vice versa.  This includes:
• IGMP Membership Reports
• IGMP Leaves

– If care is not taken as to how IGMP Snooping is implemented, a switch may have to 
intercept ALL layer 2 multicast packets in order to identify IGMP packets.

• This can have a significant impact on the switch’s performance.
• Proper designs require special hardware to avoid this problem.  This can directly 

affect the overall cost of the switch.
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2

Host 1

3

Host 2

4

Host 3

5

Switching 
Engine
Switching 
EngineCPUCPU

1

Router A

Host 4

0

LAN Switch

CAMCAM
TableTable

MAC Address   Port
0000.6503.1d0e 5

(0000.6503.1d0e)

Typical L2 Switch Architecture

• Typical Layer 2 Switch
– Most Layer 2 switches consist of the following components:

• Switching Engine - Used to actually perform switching of packets from the input 
port to the output port(s) under the control of the Contents Addressable Memory 
(CAM) Table.  If there is no entry in the CAM Table that matches the destination 
MAC address, the Switching Engine will flood the packet to all ports in an attempt 
to insure that the packet reaches the destination.

• CAM Table - The information in this table is used to control the operation of the 
Switching Engine. Each entry in this table contains a Layer 2 destination MAC 
address and output port(s) where packets addressed to this destination should be 
switched.

• CPU - The switch’s main CPU populates the CAM Table with destination MAC 
addresses so that packets can be switched efficiently by the Switching Engine.  
The CPU “learns” the ports associated with a particular MAC address by watching 
arriving traffic sent by hosts.  It then populates the CAM Table with this “learned” 
information.  (Switches can typically also be instructed to populate the CAM Table 
with specific MAC address to port mapping information via configuration 
commands.)

– In the example shown above, the switch has learned the port (port 5) associated with 
Host 4’s MAC address (0000.6503.1d0e).  This information has been stored by the 
CPU in the CAM Table.  

– Because of this CAM Table entry, packets arriving with Host 4’s MAC address as the 
destination are being switched by the Switching Engine to port 5 as can be seen in the 
drawing above.

– In the next few pages, we will see how this simply Layer 2 architecture might be used 
to implement IGMP Snooping and its potential impact on the switch.
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2

0

Host 1

3

Host 2

4

Host 3

5

Host 4

Switching 
Engine
Switching 
EngineCPUCPU

LAN Switch (IGMP Snooping Enabled)
1

IGMP Report
224.1.2.3

Router A

CAMCAM
TableTable

MAC Address   Ports    

Typical L2 Switch — 1st Join

• IGMP Snooping in L2 Switches
– In the above example, the CPU has been programmed to perform IGMP Snooping. 

This requires the CPU to listen to all IGMP traffic and then add an appropriate Layer 2 
multicast MAC address to the CAM Table in order to constrain the IP Multicast traffic 
to only those ports that require the traffic.

– Initially, when the first host (Host 1) joins group 224.1.2.3, there is no entry in the CAM 
table associated with the Layer 2 MAC address equivalent to this group address.  
Therefore, the initial IGMP Group Membership Report sent by Host 1 is flooded to all 
ports including the switch’s CPU and the Router.

– Overhearing this, the CPU populates the CAM table with an entry of 
0x0100.5e01.0203 which is the L2 MAC address equivalent of IP multicast address 
224.1.2.3.  Additionally, this entry is populated with the port associated with Host 1 
(port 2) as well as the Router and the CPU ports (ports 0 and 1).  The CPU port must 
be included in order for the Switching Engine to continue to forward any further IGMP 
messages addressed to this group to the CPU for processing.
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2

0

Host 1

3

Host 2

4

Host 3

5

Host 4

Switching 
Engine
Switching 
EngineCPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A

CAMCAM
TableTable

MAC Address   Ports    
0100.5e01.0203 0,1,2

Entry Added

Typical L2 Switch — 1st Join

• IGMP Snooping in L2 Switches
– In the above example, the CPU has been programmed to perform IGMP Snooping. 

This requires the CPU to listen to all IGMP traffic and then add an appropriate Layer 2 
multicast MAC address to the CAM Table in order to constrain the IP Multicast traffic 
to only those ports that require the traffic.

– Initially, when the first host (Host 1) joins group 224.1.2.3, there is no entry in the CAM 
table associated with the Layer 2 MAC address equivalent to this group address.  
Therefore, the initial IGMP Group Membership Report sent by Host 1 is flooded to all 
ports including the switch’s CPU and the Router.

– Overhearing this, the CPU populates the CAM table with an entry of 
0x0100.5e01.0203 which is the L2 MAC address equivalent of IP multicast address 
224.1.2.3.  Additionally, this entry is populated with the port associated with Host 1 
(port 2) as well as the Router and the CPU ports (ports 0 and 1).  The CPU port must 
be included in order for the Switching Engine to continue to forward any further IGMP 
messages addressed to this group to the CPU for processing.
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2

0

Host 1

3

Host 2

4

Host 3

5

Host 4

Switching 
Engine
Switching 
EngineCPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A IGMP Report
224.1.2.3

MAC Address   Ports    
0100.5e01.0203 0,1,2

CAMCAM
TableTable

Typical L2 Switch — 2nd Join

• IGMP Snooping in L2 Switches
– Now let’s assume that a second host (Host 4) also joins the group by sending an 

IGMP Report to group 224.1.2.3.
– Because of the CAM Table entry for 0x0100.5e01.02.03, this IGMP Report is 

constrained to only Host 1, the router and the CPU.
– When the CPU receives the IGMP Report, it simply adds the port (port 5) on which 

Host 4 is connected to the CAM Table entry.  This results in ports 0, 1, 2 and 5 being 
associated with the multicast MAC address 0x0100.5e01.02.03.
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2

0

Host 1

3

Host 2

4

Host 3

5

Host 4

Switching 
Engine
Switching 
EngineCPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A

,5
MAC Address   Ports    
0100.5e01.0203 0,1,2

Port Added

CAMCAM
TableTable

Typical L2 Switch — 2nd Join

• IGMP Snooping in L2 Switches
– Now let’s assume that a second host (Host 4) also joins the group by sending an 

IGMP Report to group 224.1.2.3.
– Because of the CAM Table entry for 0x0100.5e01.02.03, this IGMP Report is 

constrained to only Host 1, the router and the CPU.
– When the CPU receives the IGMP Report, it simply adds the port (port 5) on which 

Host 4 is connected to the CAM Table entry.  This results in ports 0, 1, 2 and 5 being 
associated with the multicast MAC address 0x0100.5e01.02.03.
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CPUCPU

2

0

Host 1
(MPEG Server)

3

Host 2

4

Host 3

5

Host 4

Switching 
Engine
Switching 
Engine

LAN Switch

1

Router A

6Mbps
MPEG Video

CPUCPUCPU

6Mbps !!!  
Choke, Gasp,

Wheeze!!

Typical L2 Switch —Meltdown!Meltdown!Meltdown!

(IGMP Snooping Enabled)

CAMCAM
TableTable

MAC Address   Ports    
0100.5e01.0203 0,1,2,5

• IGMP Snooping in L2 Switches
– Let us now assume that Host 1 begins transmitting a 1.5Mbps MPEG video stream to 

multicast group 224.1.2.3.  Because the destination MAC address of this stream maps 
to 0x0100.5e01.02.03, the Switching Engine dutifully switches this traffic to Host 4, the 
Router and the CPU!

– In most cases, the switch’s CPU does not have sufficient horsepower to keep up with 
this high rate flow of multicast traffic and switch performance can suffer.  In some 
cases, the switch can actually fail under such loads.

• Summary
– IGMP Snooping can be (and often is) implemented in low-end, Layer-2 only switches 

using techniques similar to the above.  While this is fine for extremely low data-rate 
multicast flows or carefully orchestrated vendor demonstrations of their switch’s IGMP 
Snooping feature, it is generally inadequate for real-world use.  
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2

0

Host 1

3

Host 2

4

Host 3

5

Host 4

CAMCAM
TableTable

CPUCPU

LAN Switch

1

Router A

MAC Address   L3  Ports   
0100.5exx.xxxx IGMP 0

IGMP Processing Entry

L3 Aware Switch

Switching Engine 
(w/L3 ASICs)
Switching Engine 
(w/L3 ASICs)

(IGMP Snooping Enabled)

• IGMP Snooping in L3-aware Switches
– In order to properly implement IGMP Snooping on a switch without suffering 

performance degradation, it is necessary to make the switch Layer 3 aware.  This is 
typically accomplished adding Layer 3 ASIC’s to the Switching Engine in addition to 
extending the CAM Table so that entries may contain additional Layer 3 information 
that can be used to make switching decisions.  (In case it is not obvious, this means 
the switch will cost more money.)

– In the above example, we have just such a Layer-3 aware switch that has been 
programmed to perform IGMP Snooping using some of the added Layer 3 capabilities 
in the switch’s architecture. In order to accomplish this, the CPU populates the CAM 
Table with a special entry to capture any and all IGMP packets. 

• There can be many ways to do this but in the example above, the CAM Table 
entry contains a wildcard MAC address that will match on any IP multicast 
address.  Furthermore, the Layer 3 part of the packet must contain an IGMP 
protocol packet in order for the entry to match and cause the packet to be 
switched to the CPU
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2 3 4 5

Host 1 Host 2 Host 3 Host 4

CPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A

1st Join

0

CAMCAM
TableTable

IGMP Report
224.1.2.3

Switching Engine 
(w/L3 ASICs)
Switching Engine 
(w/L3 ASICs)

MAC Address   L3  Ports   

0100.5e01.0203 !IGMP 1,2
0100.5exx.xxxx IGMP 0

L3 Aware Switch —

• IGMP Snooping in L3-aware Switches
– Let’s assume that the first host (Host 1) now joins group 224.1.2.3 and signals this by 

sending an IGMP Report.  This report matches on the first entry in the CAM Table and 
is switched to the CPU.

– The CPU responds by forwarding the packet on to the Router (for normal IGMP 
processing) and then adds a second entry to the CAM table to switch 224.1.2.3 group 
traffic to Host 1 and the Router (ports 1 and 2). 

– This second entry will match IFF:
• The packet is addressed to multicast MAC address 0x0100.5e01.0203 (the Layer 

2 equivalent to group address 224.1.2.3) and
• The packet is not and IGMP packet.
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2 3 4 5

Host 1 Host 2 Host 3 Host 4

CPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A

0

CAMCAM
TableTable

Switching Engine 
(w/L3 ASICs)
Switching Engine 
(w/L3 ASICs)

IGMP Report
224.1.2.3

L3 Aware Switch —

MAC Address   L3  Ports   

0100.5e01.0203 !IGMP 1,2
0100.5exx.xxxx IGMP 0

,5

Port Added

2nd Join

• IGMP Snooping in L3-aware Switches
– Now let’s assume that again Host 4 is the second host to join 224.1.2.3 and therefore 

sends an IGMP Report to 224.1.2.3.  Once again, the IGMP Report matches on the 
first entry and is switched to the CPU.

– The CPU responds by forwarding a copy of the IGMP Report to the Router and by 
adding the port associated with Host 4 (port 5) to the port list in the second CAM Table 
entry.
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2 3 4 5

Host 1 Host 2 Host 3 Host 4

CPUCPU

LAN Switch (IGMP Snooping Enabled)
1

Router A

0

CAMCAM
TableTable

Switching Engine 
(w/L3 ASICs)
Switching Engine 
(w/L3 ASICs)

MAC Address   L3  Ports   

0100.5e01.0203 !IGMP 1,2
0100.5exx.xxxx IGMP 0

6Mbps
MPEG Video

Ahhh, That’s
more like it!

L3 Aware Switch  

,5

• IGMP Snooping in L3-aware Switches
– In the final step of our example, Host 1 once again starts up the 1.5Mbps MPEG video 

stream to group 224.1.2.3.
– Packets in this stream will not match on the first CAM Table entry but instead will 

match on the second entry.  Therefore, the video stream is switched to only Host 4 
and the Router and the CPU is not burdened with this unwanted data stream.

• Summary
– In order to construct a switch that is capable of IGMP Snooping without suffering a 

performance hit, the switch must use special Layer 3 ASIC or some similar technique.  
This increases the overall cost of the switch.
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CGMP
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CGMP
Commands

IGMP

Solution 2: CGMP—Cisco Group 
Multicast Protocol

L2 Multicast Frame Switching

• Runs on both the switches and the router
• Router sends CGMP multicast packets to the 

switches at a well known multicast MAC address:
– 0100.0cdd.dddd

• CGMP packet contains :
– Type field—Join or Leave 
– MAC address of the IGMP client
– Multicast address of the group

• Switch uses CGMP packet info to add or remove 
an entry for a particular multicast MAC address

PIM

• Solution 2: CGMP
– CGMP is based on a client server model where the router can be considered a CGMP 

server and the switch taking on the client role. There are software components 
running on both devices, with the router translating  IGMP messages into CGMP 
commands which are then executed on the Catalyst 5000 NMP and used to program 
the EARL’s forwarding tables with the correct Multicast entries.

Since the hosts and routers use well-known IP Multicast Addresses, the EARL can be 
preprogrammed to direct IGMP Control packets both to the router and the NMP. We 
will see the NMPs use of these IGMP control packets in a later slide.

The basis of CGMP is that the IP Multicast router sees all IGMP packets and therefore 
can inform the switch when specific hosts join or leave Multicast groups. The switch 
then uses this information to program it’s forwarding table.

When the router sees an IGMP control packet it creates a CGMP packet that contains 
the request type (Join or Leave), the Layer 2 Multicast MAC Address, and the actual 
MAC address of the client. 

This packet is sent to a well known address which all CGMP switches listen on. It is 
then  interpreted and the proper entries created in the switch’s CAM Table to constrain 
the forwarding of multicast traffic for this group.
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IGMP Report

Dst MAC = 0100.5e01.0203
Src MAC = 0080.c7a2.1093
Dst IP  = 224.1.2.3
Src IP  = 192.1.1.1
IGMP Group = 224.1.2.3 5/1

CGMP Join

USA = 0080.c7a2.1093
GDA = 0100.5e01.0203

5/1

(a) (b)

1/1 1/1

CGMP Basics

• CGMP Example
– In this example - the client will asynchronously send an IGMP Membership Report 

when it wants to join the group.  
– The Router converts this IGMP Membership Report into a CGMP Join containing:

• USA - Unicast Source Address
• GDA - Group Destination Address

– The CGMP Join is multicast to a well-known (non-IP) multicast MAC address which 
the switch listens on.
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1

2

0

3

Host 2

4

Host 3

5

Host 4

CAMCAM
TableTable

Switching 
Engine
Switching 
EngineCPUCPU

Simple LAN Switch

Host 1
0080.c7a2.1093

IGMP Report
224.1.2.3

CGMP —

Router A

MAC Address   Ports    

1st Join

• CGMP Implementation in L2 switches
– Because the switch relies on the Router to assist in the process of constraining IP 

multicast traffic at Layer 2, it can be implemented very easily in low-end, Layer2 only 
switches.

– In the above CGMP example, the first host (Host 1) joins multicast group 224.1.2.3 by 
sending an IGMP Membership Report.

– Because there is no matching entry in the CAM Table, the IGMP Membership Report 
is flooded to all ports including the Router who processes the IGMP Report.
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1

2 3

Host 2

4

Host 3

5

Host 4

CAMCAM
TableTable

Switching 
Engine
Switching 
EngineCPUCPU

Simple LAN Switch

Host 1
0080.c7a2.1093

Router A

CGMP Join
USA 0080.c7a2.1093
GDA 0100.5e01.0204

MAC Address   Ports    

CGMP — 1st Join

0

• CGMP Implementation in L2 switches
– In addition to performing normal IGMP processing of the IGMP Membership Report, 

the Router also converts it into a CGMP Join message containing the MAC address of 
the host that sent the IGMP Report (Host 1) in the USA field and the Layer 2 MAC 
address equivalent of group 224.1.2.3 in the GDA field.  This CGMP Join message is 
then multicast back to the switch.

– When the switch receives the CGMP Join, it uses the host address in the USA field to 
determine the port where the Host resides.  This is done by scanning the CAM table 
for the hosts MAC address to obtain the associated port number. (This step is not 
shown in the example above.)  

– The CPU then populates its CAM Table with an entry containing the multicast MAC 
address from the GDA field and the port number of the host that joined along with the 
port numbers of any routers connected to the switch.

• Note: The CPU has many ways to determine which ports have routers 
attached.  These include listening for DVMRP Probes, PIM Hellos, and IGMP 
Queries.
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1

2 3

Host 2

4

Host 3

5

Host 4

CAMCAM
TableTable

Switching 
Engine
Switching 
EngineCPUCPU

Simple LAN Switch

Host 1
0080.c7a2.1093

Router A

0100.5e01.0203 1,2

Entry Added

MAC Address   Ports    

CGMP — 1st Join

0

• CGMP Implementation in L2 switches
– In addition to performing normal IGMP processing of the IGMP Membership Report, 

the Router also converts it into a CGMP Join message containing the MAC address of 
the host that sent the IGMP Report (Host 1) in the USA field and the Layer 2 MAC 
address equivalent of group 224.1.2.3 in the GDA field.  This CGMP Join message is 
then multicast back to the switch.

– When the switch receives the CGMP Join, it uses the host address in the USA field to 
determine the port where the Host resides.  This is done by scanning the CAM table 
for the hosts MAC address to obtain the associated port number. (This step is not 
shown in the example above.)  

– The CPU then populates its CAM Table with an entry containing the multicast MAC 
address from the GDA field and the port number of the host that joined along with the 
port numbers of any routers connected to the switch.

• Note: The CPU has many ways to determine which ports have routers 
attached.  These include listening for DVMRP Probes, PIM Hellos, and IGMP 
Queries.



53Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

535353© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

1

2 3 4 5

CAMCAM
TableTable

Switching 
Engine
Switching 
EngineCPUCPU

Simple LAN Switch

Router A

Host 2 Host 3Host 1 Host 4
0080.c7b3.2174

IGMP Report
224.1.2.3

0100.5e01.0203 1,2
MAC Address   Ports    

0

CGMP — 2nd Join

• CGMP Implementation in L2 switches
– Next, let’s assume that (once again) Host 4 is the second host to join group 224.1.2.3 

and signals this by sending an IGMP Report to 224.1.2.3.
– Because the IGMP Report is sent to group 224.1.2.3, the MAC destination address is 

0x0100.5e01.0203 which matches on the first entry in the CAM Table shown above. 
This results in the IGMP Report being sent to Host 1 and the Router.
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1

2 3 4 5

CAMCAM
TableTable

Switching 
Engine
Switching 
EngineCPUCPU

Simple LAN Switch

Router A

Host 2 Host 3Host 1 Host 4
0080.c7b3.2174

0

CGMP Join
USA 0080.c7b3.2174
GDA 0100.5e01.0204

0100.5e01.0203 1,2
MAC Address   Ports    

CGMP — 2nd Join

• CGMP Implementation in L2 switches
– In addition to performing normal IGMP processing of the IGMP Membership Report, 

the Router again converts it to a CGMP Join message containing the MAC address of 
Host 4 in the USA field and the Layer 2 MAC address equivalent of group 224.1.2.3 in 
the GDA field.  The resulting CGMP Join message is then multicast back to the switch.

– When the switch receives this CGMP Join, it again uses the host address in the USA 
field to determine the port where the Host resides.  (In this case, port 5.)

– The CPU then adds port 5 to the port list in the existing CAM Table entry associated 
with the multicast MAC address from the GDA field.
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1

2 3 4 5

CAMCAM
TableTable

Switching 
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Switching 
EngineCPUCPU

Simple LAN Switch

Router A

Host 2 Host 3Host 1 Host 4
0080.c7b3.2174

0

0100.5e01.0203 1,2
MAC Address   Ports    

,5

Port Added

CGMP — 2nd Join

• CGMP Implementation in L2 switches
– In addition to performing normal IGMP processing of the IGMP Membership Report, 

the Router again converts it to a CGMP Join message containing the MAC address of 
Host 4 in the USA field and the Layer 2 MAC address equivalent of group 224.1.2.3 in 
the GDA field.  The resulting CGMP Join message is then multicast back to the switch.

– When the switch receives this CGMP Join, it again uses the host address in the USA 
field to determine the port where the Host resides.  (In this case, port 5.)

– The CPU then adds port 5 to the port list in the existing CAM Table entry associated 
with the multicast MAC address from the GDA field.
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1

2 3 4 5

Switching 
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Switching 
EngineCPUCPU
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0
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Host 2 Host 3Host 1
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CAMCAM
TableTable

0100.5e01.0203 1,2
MAC Address   Ports    

,5

No Load on Switch

• CGMP Implementation in L2 switches
– In our final drawing of the example, Host 1 again begins sourcing its 1.5Mbps MPEG 

video stream to group 224.1.2.3.
– When this stream hits the switch, it matches on the first entry in the CAM Table and is 

switched to Host 4 and the Router.
• Note that because the CPU’s port is not included in this entry, the high-rate video 

stream is not being sent to the CPU and hence does not impact the performance 
of the switch.
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Summary — Frame Switches

• IGMP snooping
– Switches with Layer 3 aware ASICs

• High-throughput performance maintained
• Increases cost of switches

– Switches without Layer 3 aware ASICs
• Suffer serious performance degradation
• Will not be an issue for IGMPv3

• CGMP
– Requires Cisco routers and switches
– Can be implemented in low-cost switches

• Summary
– IGMP Snooping can actually provide some performance optimizations over CGMP.  

However, it requires switches that are implemented with more costly Layer 3 aware 
ASIC’s in order to avoid performance impacts.

– CGMP is a proprietary protocol that is only implemented on Cisco routers and 
switches and does not have quite as many performance optimizations that IGMP 
Snooping can offer.  However, it is the ONLY choice if one desires to provide Layer 2 
multicast traffic constraint on low-end switches such as the Cisco Catalyst 1900 or 
other equivalent switches.
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Design Issue — Core Switch

VLAN 100

27002700
WAN

• Layer 2 Design Issues — Core Switch Issues
– In the case of a core network composed of several routers on an Ethernet segment, 

IGMP Snooping and CGMP provide absolutely no help in the constraint of multicast 
traffic flows.  This is because routers do not send IGMP Membership Reports for 
desired multicast flows.  (They use PIM control messages or some other routing 
protocol control messages instead.)

• Example:
– Consider the network shown in the drawing above.  Three campus routers are 

connected via 100Mbps Ethernet to a core switch.  A video server connected to 
Router A is sourcing two 1.5Mbps MPEG video multicast streams, one to Group 1 and 
another to Group 2.  

– Router B has a directly connected member of Group 1 and therefore needs the 
1.5Mbps Group 1 video stream.

– Router C has a directly connected member of Group 2 and therefore needs the 
1.5Mbps Group 1 video stream.

– Because both Routers B & C are on the same VLAN  (albeit on different ports on the 
switch), they each receive both Group 1 & 2 video streams even though they only 
need one.

– Even worse, Router D has been connected to this core backbone VLAN for the 
purpose of supplying remote sites with unicast connectivity and low rate multicast.  
(i.e. there is no intention of sending MPEG video to the remote sites.)  Unfortunately, 
the little 2700 will also receive both of the high-rate video streams for a total of 3Mbps 
of unwanted traffic!  

While the 2700 is capable of “fast-dropping” the unwanted traffic in the fast-
switching path, it still has a significant impact on the performance of the router.
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• Layer 2 Design Issues — Core Switch Issues
– While today’s technology can not solve this problem (it would basically require the 

switch to run PIM which means it must become a router and not a switch), this 
problem can be address by proper network design.

• Solution
– By connecting Router D to a separate VLAN off of Router A (this could be 

accomplished using another port on Router A and a separate VLAN in the Layer2 
Switch), Router D is able to prune off any unwanted traffic.

• Exercise 1: Why is this now possible? (See answer below.)
– Unfortunately, we still have unwanted traffic flowing to Routers B & C.

Answer to Exercise 1: Because there is no other router on the LAN segment, Router A 
is able to Prune off the traffic flow without the Prune being overridden by another 
router on the LAN  segment. 
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VLAN 100

Even better, use P2p VLANs
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• Solution (cont.)
– The better solution would be to use point-to-point VLANs to interconnect the routers.  
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Design Issue — Core Switch

• Problem
– Routers send PIM Join/Prunes at Layer 3

• IGMP Join/Leaves not sent by routers
• Other routers on VLAN can override Prune

– Switches operate at Layer 2
• Use IGMP Snooping to constrain multicast
• Must assume routers want all multicast traffic

– Need new Layer 2 Join/Prune mechanism
• Solution: PIM Snooping

• Design Issue — Core Switch
– Routers do not send IGMP Membership reports or IGMP Leaves to communicate their 

desire to receive multicast traffic. Instead, they communicate at Layer 3 using PIM 
Join/Prune messages. However, when sending a PIM (*,G) Prune message to indicate 
they do not want a particular multicast group, another router on the VLAN can override 
the Prune.

– Switches only operate at Layer 2 (otherwise they would be routers). They listen to 
IGMP messages to constrain the flow of multicast traffic to hosts that wish to receive a 
particular multicast group. Because routers do not send IGMP membership reports, 
the switches must assume that the routers want all multicast traffic.  (This is an 
assumption of the basic multicast model defined in RFC 1112.)

– In order to constrain multicast traffic between routers on a core LAN segment, routers 
and switches need some form of Layer 2 Join/Prune communication that permits the 
routers to inform the switch of which groups it has interest.



62Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.

626262© 1999-2004 Cisco Systems, Inc. All rights reserved.Module 2

PIM Snooping 

• Constrain multicast traffic among multicast 
router ports of a VLAN
– IGMP Snooping constrains on host ports 
– IGMP Snooping floods on multicast  router ports
– Effective in core, IXP, metro-ethernet. 
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AA BB

DD

SS

PIM Join Flow

• Without PIM snooping
– PIM join/prune messages are flooded in the VLAN. This can lead to router’s doing Join 

suppression. That is if router C also need’s traffic, it will not initiate a Join message on 
seeing that Router A had already requested for traffic
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L2 Network
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DD

SS

Traffic Flow

• Without PIM Snooping
– The data traffic, show in solid lines, get flooded on all multicast router ports by switch-

S. Routers C and D are hit with unnecessary traffic leading to wastage of bandwidth 
and cpu cycles on routers C and D.
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• With PIM Snooping
– Switch C knows from the payload of the join-prune message who the upstream router 

is. Here it is Router B. From the hello message (of B) it knows the port behind which 
router B is located. Switch-S forwards the join-prune only out of that port and hence 
we avoid join-suppression by routers C and D.
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L2 Network
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Receiver
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Traffic from router B is sent only to Router A
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• With PIM Snooping
– Traffic is not sent to Routers C and D with PIM snooping running saving precious 

bandwidth of the links. Routers C and D are saved from the unnecessary processing 
of the data packets.
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Summary — Design Issues

• Pay attention to campus topology
– Be aware of unwanted flooding over trunks

• Host Networks
– Use IGMP snooping and/or CGMP

• Core Networks
– Use p2p VLANs or PIM Snooping

• Address overlap
– Select group addresses to avoid L2 overlap
– Avoid x.0.0.x group addresses when possible

• Design Issues — Summary
– Topology

• Watch your campus topology when designing you network for multicast and 
beware of the possibility of unwanted traffic over inter-switch trunks.

– Use IGMP Snooping and/or CGMP
• This will help constrain multicast traffic to hosts that have requested it.
• Keep in mind that not all situations are covered by IGMP Snooping or CGMP and 

that traffic is not always constrained under certain conditions.
– 224.0.0.x Flooding

• Watch out for vendor switches that do not flood multicast traffic in these ranges.  
Misbehaved or misconfigured hosts can cause this critical traffic to be shutoff in 
switches that do not flood this traffic.

– Address Overlap
• Try to select multicast addresses so that different applications don’t map their 

multicast streams into the same L2 MAC address due to the 32:1 overlap of IP 
group addresses at Layer 2.

• Avoid *.0.0.* and *.128.0.* multicast addresses when possible as these ranges are 
flooded by Cisco switches.



68Module2.pptCopyright © 1999-2004, Cisco Systems, Inc.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


